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10.   continued 

quency wavenumber detectors are designed and evaluated,   and the 
feasibility of implementing the detectors on the Korean Station Pro- 
cessor is investigated.     There was no significant difference between 
Fisher and conventional power detector performance at the same 
alarm rate,   but both were improved with the use of the quality con- 
trol algorithm and the prefilter.     Azimuthal resolution was poor for 
all detectors,   but the detectors were able to pick arrival times sat- 
isfactorily.    One frequency-wavenumber detector consistently per- 
formed better than the others,   and it was concluded that this type of 
detector offers no advantage over the wideband detectors.     It was 
also found that either the Fisher or conventional power detector 
could be installed at the Korean Seismic Research Station (KSRS). 
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ABSTRACT 

Fisher and conventional power automatic seismic signal detec- 

tors,  otili.ing threshold adjustment to real!,-, a constant alarm rate,  are de- 

veloped and evaluated on Korean Short-Period Array Data.    Detector per.or 

mance is measured at ditlerent alarm rates and integration gate lengths    both 

with and without a „on-causal quality control algorithm and a preülter.    The 

detectors ahility to picK arrival times and even, azimuths is analysed,    Fre- 

„ wavenomber detectors are designed and evaluated,   and the feasih.Uty 

of implementing the detector on the Korean Station Processor is investigated. 

There was no significant diHerence between Fisher and conventional power de- 

btor performance at the same alarm rate,   but both were improved with the 

use of the cuaUty control algorithm and the prefilter.    Aaimuthal resolution 

was poor for all detectors,   hut the detectors were able to picK arrival times 

satisfactorily.    One frequency-wavenumber detector consistently performed 

hetter than the others,   and it was concluded that this type of detector offers 

„o advantage over the wideband detectors.    U was also found that either the 

Fisher or conventional power detector c^ld be installed a. the Korean Sets- 

mic Research   Station (KSRS). 

Either the Advanced Research Projects Agency nor the Air Force 
Neither tne «.avctn ^„„onsible for information contained 

Technical Applications C- ^^^^än-tions or contractors,   and this 
herein which has been supplied by other organ and con. 
document is subject to later revision as may be ^^J, eted as 

elusions presented are those of the ^" ^^^.^7^4.  of 
necessarily representing the offlC

Ä
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SECTION I 

INTRODUCTION 

This report presents results of a study of two automatic seiumic 

signal detectors,   the Fisher detector and the conventional power detector (Lane, 

1973).     This report is concerned with their response to short-period data at the 

Korean Seismic Research Station (KSRS),  when they are constrained to have a 

constant average alarm rate.    It is also the purpose of this report to determine 

if either detector is significantly superior to the other« 

A total of 172 events from Eurasia and the South Pacific were 

processed by the detectors and the results were used to find a 50 percent pro- 

bability of detection level by a maximum likelihood estimation procedure (Lane, 

1974).    The detectors1 ability to pick event azimuth and arrival time was also 

analyzed.    In Section IV,  four frequency-wave number detectors were designed 

and compared with the wideband Fisher and conventional power detectors.    In 

Section V the feasibility of installing the best detector at KSRS is discussed. 
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SECTION II 

PREVIOUS RESULTS AND DETECTOR DESIGN 

I 

I 

Two ty;jes of detectors,   the conventional  [jower detector and 

the Eisher detector,   were compared.     Thi- conventional power detector outfit 

is the ratio of short term average heam   )ower to the; lon^ term average .>ower, 

while the Eisher detector output measures the coherent beam |X)wer divided 

by the incoherent beam power,   averaged over some integration time period 

(Lane,   1974).    In each case the output of the detectors,   after nurmali zation, 

is a measure of the signal-to-noise ratio (SNR). 

A. PREVIOUS RESULTS 

Previous studies of the Eisher and conventional  power detectors, 

as implemented  fur the Korean Seismic  Research Station (KSRS),   showed that 

the false alarm rate was highly variable from day to day if a fixed threshold 

was used.    At sjme thresholds,   temporal variations as large as a factor of 20 

were observed.    Consequently such a detector will be far from optimum.    On 

quiet days it will have few alarms,   but will miss small events,   while on noisy 

days it will be swamped with false alarms.     To overcome this problem a 

detector with a constant alarm rate was developed. 

B. DETECTOR DESIGN 

This detector finds the threshold which yields the desired alarm 

rate by calculating the frequency of occurrence of each value of the detector's 

output,   which is quantized in 0.1 dB increments.     This is done by forming a 

I II-l 
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histogram wnost- Intervall .irt- labt-led with the quantized values of the detector 

output.     These intervals are  referred to as bins.     The bin   contents are the 

number of tini-s that the detector output has achieved that value or higher 

during some time interval. 

At each time point the current histogram contents are multiplied 

by a factor of the form 1  - At/T,   where At is the sample time and T is the 

averaging time.     Then the histograms are updated by adding a count equal to 

At/T to all  bins   with labels less than the output of the detector.    Consequently 

the contents of successive bins   decrease or remain the same as their labels' 

increase.     The contents of each bin ,   suitably scaled,   represents the rate at 

which the detector has achieved that level,  or higher,   averaged over an interval 

on the order of T. 

A separate histogram is kept for each detector,   but outputs for 

every azimuth are included in the same histogram.    In order to keep the alarm 

rate constant,   the detector searches the contents of the bins   for that number 

which corresponds to the desired alarm rate,  and sets the threshold at the 

label of that bin. 

At the beginning of computation,   the histogram contents are 

all  zero,   so a certain "warm-up" time is required for them to come to their 

steady-state values.    Sample calculations have shown that after about 2T the 

histogram values are such that the calculated threshold varies only slightly 

with time.     Examples of such calculations are shown in Figure II-l,   where 

the threshold calculated from seismic noise for alarm rates of 2,   5,  10,   and 

15 per hour aro shown as a function of time,   measured in units of T,  beginning 

at processing initialization.     The values of T used were 45,  18,   9,   and 6 minutes. 

These values are 1. 5 times the inverse of their respective alarm rate,   and 

produced a combination of a rapid approach to equilibrium and good stability. 

The difference in threshold values ior the largest and smallest alarm rate 

is about 4 dB.     This implies an increase in detection capability of approximately 

0. 2m.   units for the higher alarm rate. 

a 
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Table II-l  ^ives experimentally determined alarm rates found 

by counting the number of claimed detections generated in a four hour noise 

sample after a two hour warm-up period.     The agreement with the expected 

values is quite satisfactory. 

After a detection is claimed,  no more detections are allowed 

fcr a  certain "dead time",   set at one minute in this study,   in order to reduce 

the number of multiple detections due to the codas of Large events.    During 

this time the histograms are not updated.    Since small events will be detected 

at high alarm rates but not at low ones,   a separate histogram must be kept 

for each alrrm rate to account for the different times during which each detector 

is not operating. 

A prefilter was applied to each channel separately before any 

beamforming was performed.    Its gain was essentially unity from 0.8 Hz 

to   i. Z Hz,   and its response was   - 3dB at 0. 5 Hz and  3. 5 Hz.     These values 

were suggested by experience gained by preliminary evaluation of KSRS 

(Prahl et al. ,   1975). 

A non-causal quality control routine was incorporated into 

the detector in order to remove the influence of spikes and widely variant 

noise powers in the data.     This a1 gorithm calculates the individual channel 

powers,   averageu over Z seconds,   and ranks them at each time point.    Each 

channel whose power was either larger or smaller than the median by a factor 

of 6 was discarded for a period of 8 seconds,  when it was again checked.     The 

algorithm was non-causal in the sense that channels were discarded 4 seconds 

before they entered the calculation of the detector outputs.     Therefore a 

varying channel power,  due to increasing or decreasing noise,   did not influence 

the detector.    On tests with noisy samples,   where some channel powers 

varied erratically with time,   this algorithm successfully turned off those 

channels without allowing them to influence the noise power calculations. 

II-4 
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TABLF II-l 

EXPERIMENTALLY DETERMINED 
ALARM RATE 

Dt'sirc-d 
Alarrr  Rate 

Average 
Alarm Pate 

IS Alarms 
Hour 

10 Alarms 

Hour 

S Alarms 
Hour 

I Aiorms 
Hour 

1 i. 8 Alarms 
Hour 

9. 0 Alarms 
Hour 

4. S Alarms 
Hour 

2. 5 Alarms 
Hour 

1 

i 11-5 



mi^mim^*mmmi^^m -^mmmmmmnm"**^ ——      ■ '-' 

The previous study indicated that there probably was no im- 

provement in detection capability when the short term averaging interval for 

the convenv'onal detector,   and 'he integration time,   in the case of the Fisher 

detector,   varied from 0.8 to 6.4 seconds,   but that additional investigation 

was required.     To accomplish this,  values of 0.8 and 3. Z seconds were used 

for the time gates here. 

In this study beams were formed at azimuths,   measured clock- 

wise from North,  of 30,   150,   240,   270,   300,   330,   and 360 degrees.     A plane 

wave velocity of 15. 1 km/sec was used,   corresponding to an epicentral dis- 

tance of 50 degrees.    These choices span the entire region of iiteresl. 

II-6 
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SECTION III 

ANALYSIS OF THE DATA 

The purpose of this section is to present the detection capability 

of the automatic detectors described in Section II determined from a large data 

sample. A maximum likelihood detection curve was calculated for each detec- 

tor. A test of the detectors' ability to pick the arrival time of an event is also 

discussed. 

A. DATABASE 

Data are recorded at KSRS on library tapes of approximately 

eight hours duration.    The short-period data are recorded for  19 channels at 

a rate of 20 samples per second,  for the vertical component only,   but were 

decimated to 10 samples per second for processing here.    Data are available 

continuously for the perod beginning 1 November 1974,   and ending 30 Novem- 

ber 1974.     From this time period 172 events reported by the Earthquake Data 

Report (EDR) and LASA bulletins were selected for processing.    These events 

were chosen because their epicentral distance from KSRS was less than 100 

degrees and their azimuths lay within 30 degrees of the look directions used 

here. 

All events with no reported m,   value were excluded from the 
b 

data base.     In addition,   the reported m    values were recalculated using only 

magnitude estimates from stations located at telescismic distances from the 

event since stations that are closer than 20 degrees tend to report mb esti- 

mates that are biased (Bungum and Husebye,   1974).    A histogram of the num- 

ber of events versus magnitude is shown in Figure III-l.    A list of the distri- 

bution of events by region is shown in Table III-l. 

III-l 
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TALl>E III-l 

DISTRIBUTION OF EVPZNTS BY REGION 

Region Number of Events 

Kurilcs,   Kamchatka,   Alaska 

Pacific Ocean 

Mediterranean 

China and Eastern Russia 

Western Russia 

Miscellaneous 

54 

57 

<il 

10 

14 

16 

Total Number of Events 172 
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The quality uf the data waS fair.    Th.M were several instances 

,„ which the data contained spikes but these were no. excluded iron, the data 

hase because the quality control algorithn, incorporated into the detectors eh- 

„nnates their effects.    The data occasionally contained instrument calibrattons 

that were not reported in the station loBs or indicated by the library tape chan- 

„el.use status bits.    These calibrations never occurred on more than haU the 

channels simultaneously,   so the quality control algorithm was able to remove 

their effects.     When these data were processed by the detectors without qual.ty 

control,   continuous alarms occurred on the conventional detector,   while the 

Fisher detector output was driven to zero. 

B. EXPERIMENTAL PROCEDURE 

To determine if an event was delected,  the arrival time was 

calculated using a standard travel time table with a depth correction factor. 

U there was a detection in the interval delimited by the calculated arrival time 

plus/minus 15 seconds it was assumed to be due to the event. 

Associated with any interval is the probability that the detect 

outpu. will exceed the threshold due to the presence of noise. For high alarm 

rates this is approximately equal to the alarm probability, which is set by the 

detector design at: 

(Fractional interval of hour searched for detection) •  (Alarm 

rate per hour) •  (Number of beams allowed for 

detection) / (Total number of beams). UD-D 

This false alarm probability was incorporated into the maximum likelihood 

estimation procedure as described by Lane (1974). 

To insure that a stable detection threshold was attained by the 

detectors,   a warm-up period equal to 36 minutes of data was used during pro- 

cessing.     This is greater than or equal to twice the time constants defined la 

Section 11 for all alarm rates except I alarms/hour.    Accordingly the detectxon 

III-4 
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threshold, and therefore the detection capability, at 2 alarms/hour is probably 

somewhat lower than it would actually be if a detector with this alarm rate was 

installed at KSRS. 

In order to determine the best detector,   we first constructed a 

histogram of detections and non-detections of events at each mb level for each 

detector.     Then,   using each histogram,   a maximum likelihood detectability 

curve was calculated.    The detector with the best detectability curve was cho- 

sen as the optimum detector. 

Given the false alarm probability and the histogram of detections 

and non-detections.  we can calculate the maximum likelihood detectability curve 

(Ringdal.   1074; and Lane.   1974).     This algorithm assumes that the detectability 

curve is a cumulative Gaussian distribution function of the form: 

P( 

m 

Detect m) -   (l-PfJ     J    (^s2)"1''2 exp { -(m'-m/zZs2 \ dm' ♦ Pfa   (III-2) 

where    P   is the probability of detection at an mb level equal to m.   n^   is the 

50 percent detection threshold,   s    is a standard deviation,   and Pfa   is the pro- 

bability of a false alarm.    The variables    n^   and   s   are determined from the 

data by the maximum likelihood procedure.    Figure II1-2 illustrates the results 

of these calculations for the Fisher detector at 15 alarms/hour and a 0. 8 sec- 

ond time gate.    In the figure the value of the curve at m^ 2. 5 corresponds to 

P    ,   sigma represents    s,   and MB50 is rt^. 
13i 

The 50 percent detection level and 90 percent detection level 

found from the detection curve in Figure III-2 are somewhat less than the MB50 

and MB90 shown to the right of the figure,  because of the presence of false de- 

tections due to noise.     An attempt will be made to associate these noise detec- 

tions with detections claimed by another station.    Shoup and Sax (1974) have 

shown that the probability of false associations due to this kind of false alarm 

is very low.     Consequently most of them will be rejected,   and the detection 

levels for true events will rise to the value listed as MB50 and MB90. 

Ill-5 
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For purposes of a comparison,   a sample of 92 events w^-re pro- 

cessed with the detectors without quality controls.     In addition,   detectability 

curves were calculated for the detectors using quality controls both with and 

without the constraint that the detection occur on a beam within 30 degrees of 

the event a/.imuth.     The location of an event can be determined if four arrival 

times at different stations are accurately known even without azimuthal infor- 

mation.     Therefore,   any improvement in detection capability of the detectors 

without azimuthal constraints would be important. 

C. DETECTION CAPABILITY OF THE VARIOUS DETECTORS 

The results of this study show that there is very little difference 

between the Fisher and conventional detectors' detection capability at a con- 

stant false alarm rate,   regardless of the time gate used.    This is consistent 

with the results reported by Lane (1974).    However,   there is a considerable 

decrease in detection capability when azimuthal constraints are applied or the 

quality controls are removed. 

Table 111-2 presents t\ e maximum likelihood detectability para- 

meters when the detectors with quality controls »vere used.    The meaning of 

sigma is the same as described in Subsection J1I-B,  while m, 50 and m. 90 are 
b b 

equivalent to MBSO and MB90 shown in Figure III-2 and described above.   The 

67% confidence limits on the detection parameters are also shown.     The value 

of m. ''O is the most reliable (Ringdal,   1974),   and therefore is used as the pri- 

mary measure of detector performance. 

In general,   the m  50 level increases as the number of alarms 
b 

per hour decreases.     With the exception of the conventional detector with a 3. 2 

second time gate,   there is a significant difference between the m. 50 level at 
b 

15 alarms/hour and an alarm rate of 2 per hour.     This difference is about 0. 1 

magnitude units,   which is consistent with the predictions of Section II and Sub- 

section III-B.   The m  90 level has a minimum at 10 alarms/hour but this is not 

III-7 
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a significant improvement. Over the entire range of magnitudes in the data 

base the improvement in detection parameters at the highest alarm rate re- 

presents about 20 additional detected events out of 172. 

At all alarm rates,   the Fisher detector with a 3. 2 second time 

gate yields the lowest rn   50 value.     However,   the difference in ™   50 values 

for this detector and others is usually less than the confidence limit and there- 

fore is probably not significant.    For this detector the nn  SO and "1^90 values 

are 4.7 and 5.4,   respectively. 

The value of the m  50 parameter for the detectors employing 

prefiltering and quality controls is 0. 5 to 0. 8 magnitude units less than the 

value of the same parameter when the detectors with no prefiltering and quality 

controls were used,   while the rn  90 parameter is 0,4 to 1. 1  magnitude units 

better.    Table 111-3 shows all the detection parameters for the detectors with- 

out quality controls.     The range of m  50 in this table is 5.2 to 5.5 and the 

range of m  90 is 5. 8 to 6. 5. 

The detection parameters calculated from an analysts claimed 

detections on a data base containing 38 events were rn  50 = 4.5 and m  90 = 4.9 

(Prahl et al. ,   1975).     This is an improvement of 0. 2 and 0. 5 over the values 

found using the best automatic detector.     The larger difference in m. 90 is due 

to the smaller value of sigma found by Prahl.     However,   his small data base 

makes his results less reliable. 

Table III-4 lists the detection parameters for the Fisher and 

conventional power detectors employing quality controls when detections were 

constrained to appear on a beam within 30 degrees of the signal azimuth.   The 

important feature of this table is that there is no definite trend for m   50 or 

m  90 to increase as the alarm rate decreases,   as expected from the variation 
b 

of the detection threshold, and found previously in the study without azimuthal 

constraints. The result is presumably due to the combination of two factors - 

the influence of noise and the broad beamwidth at the small Korean array. 
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Calculation of the array response showed that for the beam- 

forming velocity used here,  the 6 dB full beamwidth was about 120 degrees at 

1.0 Hs,   the frequency of maximum signal energy.     Consequently even a small 

amount of distortion may cause the event to be detected on a beam far from 

the Mimuth of the signal.     Because detectors with low thresholds detect at a 

lower signal-to-noise ratio,   and therefore sooner than those with high thresh- 

olds,   more noise energy appears in the integration gate.    This noise causes 

enough distortion to produce a detection on an incorrect beam. 

Detectors with higher alarm rates and hence lower thresholds 

had a broader distribution of detections with azimuthal separation from the 

great circle path,   supporting the arguments above.     These results suggest 

that no detection scheme at KSRS will yield good azimuthal resolution. 

D. ARRIVAL TIME STUDY 

Eleven events were selected for this study.    In each case an 

analyst was able to detect the event and determine its arrival time from a plot 

of beamed data (Prahl et al. ,   197S).     These events were also detected by the 

automatic signal detectors with quality controls as described in Section II.   The 

events ranged in magnitude from 4.4 to 5.4. 

The detector arrival times were taken to be the times at which 

the detector output first rose above the threshold.    Arrival times determined 

by the detection algorithm were later than the analyst determined time for all 

but 2 events.    Table III-5 pives the mean difference between these times and 

the standard deviation of this time (or each type of detector and integration 

time at an alarm rate of 15 per hour.     A positive time difference indicates 

that the automatic detector found the event after the analyst did. 

From the table it is readily seen that there if. no difference be- 

tween detectors with the same integration time.      The table also shows that 

the longer gate yields a better estimate of the arrival time.      This is because 

III-12 
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TABLE III-5 

ARRIVAL TIME ERRORS EOR THE DETECTORS 
AT 15 ALA RMS/HOUR 

Mian Time Standard 

Type of Detector Gate Lenpth Difference Deviation Range 
(Seconds) (Seconds) (Seconds) 

Eisher 
0. 8 Seconds 2.8 2. 1 .0. S —7.0 

Detector L 2 Seconds 1.5 1.7 -0. 9—4.6 

Conventional 
0. 8 Seconds 2.7 2. ^ 0. 1—8.6 

Power Detector 
3. 2 Seconds 1.5 1.7 .(). 9 — 4.6 

111-13 

■    III    ■      lllMill« -MHMMMiMHMi iMiMai»M—üiliMfl^i^*Mi 



^^*^^mmmmmmmmmmmm^~-—~ 
11 

the detectors with longer time gates have lower thresholds,   since they reduce 

the variance in the noise power hy smoothing over a longer time.    However, 

the actual long term noise power is the same on the average for detectors with 

all gate lengths,   meaning that a smaller average signal power is required to 

reach the threshold for the longer time gate.    This smaller power is achieved 

earlier by the longer gate because the signal enters it earlier.    Similar argu- 

ments can be made with respect to the Fisher detector. 

A more important measure of detector performance,  with re- 

spect to arrival time,   is the standard deviation,   since the mean error can al- 

ways be removed.     Then the detectors with the smaller standard deviation will 

more likely be correct.     These are the detectors with the 3.2 second gates. 

The maximum difference between standard deviations for different integration 

times is 0.6 seconds,   less than the 0.8 second quantization unit used here.   If 

this difference is significant,   it is presumably due to the greater smoothing of 

the signal over the longer integration gate,   yielding more regular behavior. 

At other alarm rates the time differences and standard devia- 

tions increased monotonically.     Less consistency was observed between detec- 

tors at 0.8 second integration time at lower alarm rates.     In particular the 

mean time difference and its standard deviation for the Fisher detector at 0.8 

seconds increased to 3.9 and 2.5 seconds,   respectively,   although the conven- 

tional detector's, performance did not change significantly.    Performance for 

the 3.2 second gate detectors was unchanged over the range of alarm rates 

for the small data sample used here.     This suggests that the shorter time 

gates may yield less stable arrival time estimates.    In the absence of a larger 

data sample,  we can only conclude that the average mean time difference be- 

tween machine and analyst picked arrival times,   and the standard deviation, 

are acceptably small. 
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SECTION IV 

FREQUENCY-WAVENUMBER   DETECTORS 

I 

Four frequency-wavenumber (f-k) detectors were designed and 

implemented for analysis.    The four detectors combined two prefilters and 

two beams formed at different wave velocities.    The peaks of the prefilter 

responses were at 1. 0 Hz and 1.8 Hz,  centered in a passband of about 0. 4 Hz, 

defined here as the interval between the points where the prefilter response is 

3 dB less than its 0 dB maximum.    Beams were formed from each set of filtered 

channel outputs using plane wave velocities of 10 km/second and 15 km/second. 

These velocities correspond approximately to epicentral distances of 20 and 50 

degrees,respectively.    The beam look directions used here were 150,240,270, 

and 300 degrees.    All other detector parameters were the same as described 

in Section IL 

Twenty-nine events were selected from the region spanned by 

these b-ams and were processed with the   f-k   detectors and the wideband 

detectors used in Section III.    The f-k detectors  outputs were measured to 

determine the maximum and then compar-d to the wideband detectors  outputs. 

For each event the detection threshold was about the same for all detectors, 

so that the detector with the greatest output would be the best.    This analysis 

showed that there probably would be no advantage to implementing an f-k de- 

tector instead of a wideband detector since in most cases the same f-k detector 

had the greatest output.    A second result was that the prefilter for the wideband 

detector should have a low end cutoff frequency slightly higher than 0. 5 Hz as 

used in Section III. 

In the set of 29 events,   seven had an epicentral distance less 

than 30 degrees and 22 events had an epicentral distance of more than 40 degrees. 
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For the 7 near events,   it would be expected that the f-k detector with a pre- 

fiiter centered at 1. 8 Hi and a plane wave velocity of 10 km/second would 

yield the maximum output since the energy of close events is usually concen- 

trated at higher frequencies.    However,  for these events,   no one f-k detector 

was consistently superior to the others.    Of the 22 events located at a distance 

greater than 40 degrees the f-k detector with a prefilter at 1.0 Hz and a plane 

wave velocity of 15 km/second had the maximum output in 15 cases as expect- 

ed.    Over the entire set of events this detector had the highest output in 18 in- 

stances.    These facts lead us to believe that there would be no advantage to 

implementing the f-k detector. 

It was also noted that when the  1. 0 Hz,   15 km/second f-k detec- 

tor yielded the maximum output,   it was greater than the wideband detector out. 

put for 15 of 18 events,   but when an> one of the other f-k detectors responded 

best,   its output was about the same as the wideband detector output for that 

event.    Therefore,   we conclude that the wideband detector should be designed 

with a low end cutoff frequency of about 0.8 Hz and a 15 km/second beam velo- 

city,  with the high end cutoff frequency not being too critical. 

IV-2 
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SECTION V 

COST •• PERFORMANCE ANALYSIS 

The purpose of this section is to study the feasibility of im- 

plementing on the station processor located at KSR?    an automatic detector of 

the type discussed in the previous sections.    It is also the intent of this section 

to determine any tradeoffs between detector design,   and the computation time 

and computer memory available to implement the detector.    Since there is no 

significant difference in detection capability between the detectors studied 

here, the choice of the optimum detector can be made on the basis of these con- 

straints. 

:: 

A. IMPLEMENTATION CONSTRAINTS 

The station processor at KSRS consists primarily of a Texas 

Instruments 980-A minicomputer with an Advanced Array Transform Processor 

(AATP)    (Texas Instruments,  1974).    The AATP is a hardwired device,  with 

significant computational advantages that enable the station processor to perform 

arithmetic operations on vectors in the same time required for normal scalar 

operations.    Therefore ,   algorithms such as beamforming and linear filtering 

can be computed very quickly. 

The 980-A has 32 thousand (K)    16 bit words of memory.    It 

requires two words to represent a iloating point number.    Of the total avail- 

able memory,  27K words are used, on the average,  for existing functions, 

leaving approximately 5K words to implement the detector (Kunkel,  1975).    The 

exact amount of available core depends on the configuration of the station pro- 

cessor;   that is the number of beamsteers,  multichannel filters,  and adaptive 

filters that are performed.    Typically,  the time required to compute these 
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lunctions is 50 milliseconds (msec) per 0.1 second data sample.    The precise 

execution time also depends upon the configuration. 

Some functions that can now be performed by the station pro- 

cessor are required by the detector algorithm.     These are beamsteering, 

quality contro]    excluding the storage needed to make it non-causal,   and beam- 

steer filtering and/or postfiltering.    Since no filter outputs were recorded on 

the library tapes,  it is assumed that this operation was not included when the 

available core and time was calculated above.    Therefore,   it is included in our 

estimate of the implemeivtation requirements. 

B. IMPLEMENTATION REQUIREMENTS 

The automatic detectors examined here were developed on an 

IBM 360 model 44 computer.    The primary portion of the detector software 

was coded in FORTRAN programming language,  while most of the support rou- 

tines were coded in ALC,   which is the IBM assembler language.    These support 

routines consisted of a driver program,  card input program,  tape control 

programs, a line printer output program, plus other routines that are not needed 

to implement the detector at KSRS.    All of these programs,   and the beamform- 

ing and quality control routines,  which are already implemented at KSRS,  were 

not included in the estimate of the time and core requirements here.    Since 

only a crude estimate of the time requirement can be made,  it is assumed that 

the execution time of a single instruction is the same for both the IBM 360/44 

and the 980-A.    Therefore the total reduction in execution time per sample 

point from the IBM 360/44 to the 980-A is proportional to the decrease in the 

number of instructions that are executed.    On the average,  this assumption is 

fairly accurate. 

1. Core Requirements 

Table V-l describes the storage buffers and itemizes the core, 

in words,   required to implement the Fisher and conventional power detector. 
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The values listed in the table are for the detectors with a 3. 2 second integra- 

tion gate with the output sampled every 0.8 seconds.    For the detectors with a 

0.8 second gate the core requirements would decrease no more than 50 words. 

All values in the table are rounded off to the nearest 10 words. 

The first item in the table is the core required for the filter 

coefficients.     A 31 point convolution filter was used here and the filter buffer 

required for the conventional detector is 220 words.     This is one word per fil- 

ter point per beam or    31x7= 220.    On the other hand,   the Fisher detector 

requires a larger filter buffer because the filtering must be done prior tj 

beamforming.    This is because the Fisher detector equation is not linear,   but 

includes the sum of the squares of the filtered,   beamsteered channel traces. 

The total buffer here consists of one word per filter point per channel which is 

equal to    31  x 19 = 600 words.     It is possible to reduce the storage requirement 

for the filter by designing a filter that uses both previous inputs and outputs. 

However,   only a slight increase in execution time would result because it 

would not make as efficient use of the AATP. 

One hundred histogram bins were used for both detectors to re- 

tain a constant al->rm rate.    Therefore,   100 words are needed for the bin values 

and 100 words for the bin labels.    If the bin labels are uniformly separated,   the 

core required for the labels can be reduced to less than 10 words. 

The next item in the table is the extra storage needed to make 

the quality control algorithm non-causal.    The total storage is directly propor- 

tional to the time lag between data acquisition and processing,  4 seconds in 

this case.    Therefore the core requirement for this is   (number of channels) x 

(timelag,   in seconds) x (sample rate per second)   which is    19x4x10 = 760 

words.    To fill out the 8 second interval during which a channel was discarded, 

one status counter per channel was used for an additional 20 words.    Both of 

these items are independent of the detector that is irr.plemented. 
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The following three items are directly related to the detector 

equations.     The total storage required for each of the beam sum and beam 

squared sum is equal to the ratio of the integration gate to the sample rate of 

the output,  which is 4 for the detectors used here,   multiplied by the number 

of beams,   seven in this case.     The core allocated for the beam noise power is 

one word per beam.     The Fisher detector equation makes use of the beam sum 

and beam squared sum for a total of 60 words,  while the conventional power 

detector uses the beam sum and the beam noise powers for a total of 40 words. 

The last storage buffer is allocated for miscellaneous variables 

such as time constants and the false alarm rate.    The total core for these is 

estimated to be  100 words for both detectors. 

The total core for all of the buffers described above must be 

doubled because two words are required to represent a floating point number 

en the 980-A.    Th;s yields a total of 3540 words for the Fisher detector and 

Z740 words for the conventional power detector. 

On the IBM 360/44,   the code used to implement the detectors, 

excluding support routines occupied 2500 words of core.    Of this total about 

90%,  2200 words,  were coded in FORTRAN.    The program included code to 

test 4 detectors and 4 alarm rates.    Since only one detector and one alarm 

rate would be implemented at KSRS,   and since the detector would be coded in 

an assembler programming language,   a very reasonable estimate is that the 

2200 words now coded in FORTRAN could be reduced by a factor of two.   This 

means that the total computer memory required for the instructions is 1400 

words. 

The final total is about 5. OK words to implement the Fisher de- 

tector and 4. 2K words for the conventional power detector.    Since the original 

constraint was 5K words,   there would be no problem fitting the power detector 

into the available space,  whereas the core required for the Fisher detector 

very nearly approaches the limit.    It is our opinion that the estimates stated 
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above are at least exagerated by 10%,   so that either detector could be imple- 

mented in the available core. 

2. Time Requirements 

When the detector programs were executed on the IBM 360/44, 

the computation speed was approximately 0.6 real time.     This is 60 msec,   per 

0. 1   second data sample.     There are three factors that would reduce the execu- 

tion time.     The first is the use of the AATP to perform the filter and beamform- 

ing operations.     The second factor is that the actual number of steps to imple- 

ment the detector will be cut in half.     This is due to the fact that there will be 

only one alarm rate and detector,   and the beamforming and quality control are 

already included in the station processor's functions.   Finally,   the support rou- 

tines that performed input and output operations will no longer be used.     There- 

fore,   the actual time requirement should be less than 30 msec,   per 0. 1  second 

data sample,   well within the constraint of 50 msec,  per data sample.      Since 

either detector could be implemented within the constraints,   no tradeoffs be- 

tween detector design and available core and time have to be made.    In fact, 

it   .ould very well be possible to implement both the Fisher and conventional 

power detectors at KSRS. 
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SECTION VI 

CONCLUSIONS 

i 

i 

This    report has presented the design and evaluation of the Fish- 

er and conventional power seismic event detectors utilizing automatic threshold 

adjustment to realize constant alarm rates on Korean   ;hort-period array data. 

Detector performance was evaluated both with and without a non-causal quality 

control algorithm and a prefilter.    Different detector integration times and 

alarm rates were used for performance evaluation and the ability of the detec- 

tors to correctly resolve signal arrival times and azimuth was analyzed.    Fre- 

quency wavenumber (f-k) detectors were designed and tested,   and the feasibility 

of installing the best detector design on the Korean station processor was in- 

vestigated. 

A beam velocity of 15f 1 km/sec corresponding to a 50 degree 

epicentral distance,   beams separated by 30 degrees that spanned the Eurasian 

region,   and one beam locking toward the southwest Pacific Ocean,  were used 

for all detectors.    Integration gates were set at 0.8 and 3.2 seconds and alarm 

rates at 15,   10,  5,   and 2 per hour.    The prefilter passed signal energies that 

lay in the 0. 5 to 3. 2 Hz band. 

The automatic threshold algorithm formed a histogram of num- 

ber of alarms versus threshold averaged over a long interval.    Then the detec- 

tion threshold was set at the level where a pre-specified number of alarms oc- 

curred.    A satisfactory constant alarm rate was obtained when tests were made 

on a 4 hour noise sample. 

Each detector configuration employing quality controls and pre- 

filtering was used to process data covering 172 events reported by the Earth- 

quake Data Report (EDR) and 92 events were processed by the same detectors 
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without quality controls or prcfiltering.    Only alarms occurring within 15 sec- 

onds of the arrival times calculated from standard travel time curves were 

considered to be true detections.    From these results a histogram of detections 

and non-detections as a function of magnitude was constructed and a maximum 

likelihood procedure was used to derive a detection probability curve that as- 

sumes a Gaussian distribution of world-wide magnitudes for a given event. 

The primary criterion of detector performance was taken to be the magnitude 

at which the 50% probability of detection was measured from this curve. 

It was found that detector performance at a fixed alarm rate 

was affected very little by the detector type and integration timt.    However, 

when thp quality controls and prefiltering were omitted the detector performance 

was uniformly degraded by about 0. 6 magnitude units from the 50% detection 

level equal to 4.8 that was determined from the detectors with quality controls 

and prefiltering.    For various detector configurations the 50% detection level 

varied by 0. 1  magnitude units. 

A large portion of these events were detected on beams other 

than the signal azimuth.     When detections were required io occur on a beam 

within 30 degrees of the great circle path to the event epicenter the 50% detec- 

tion level rose to about 5. 1,   also with little variation between different detec- 

tor configurations.    The cause of the poor azimuthal resolution was due to the 

large beam width of the Korean short-period array.    Therefore only a very 

small amount of noise in the integration gate could cause a detection to occur 

on the wrong beam.    Since seismic events are located using only timing infor- 

mation,   the performance of the Korean array may be satisfactory even with- 

out azimuthal constraints. 

The arrival times picked by the automatic detectors were usu- 

ally later than those found by an analyst for the small sample of events we used. 

The average timing error was less for those detectors with the longer integra- 

tion gate,   but the maximum average error was never greater than 3. 0 seconds 
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in any case.     A more important parameter is the standard deviation of the tim- 

ing errors,   since it is desired that they be minimized.    The standard deviation 

was also less for the detectors with the 3.2 second integration gate,  with the 

maximum for all detectors being 2.5 seconds. 

Frequency wavenumber detectors were designed with wave ve- 

locities equal to 10 km/sec and 15 km/sec,  corresponding to epicentral dis- 

tances of 20 and 50 degrees respectively.    Each was narrowband filtered at 

1.0 Hz and 1.8 Hz and implemented for all detector configurations.    For a 

sample of 30 events,   it was found that the f-k detector with a 15 km/sec veloc- 

ity and 1. 0 Hz filter consistently outperformed the others.    Therefore it was 

concluded that the f-k detector would probably nave no advantage over the 

wideband detector,   but that the wideband detector is close to optimum since it 

nearly approximates the best f-k detector.    Only a slight change in the prefil- 

ter would make it optimum. 

Since there is no significant difference in detection capability 

of the detectors examined here,  the choice of the optimum detector can be 

made on the basis of compucer core requirements and execution time.     At the 

Korean station processor,  there is about 5000 words of core available and ap- 

proximately 50 milliseconds per 0, 1  second datum point in which to implement 

the detector.    It was estimated that the conventional detector would require a- 

bout 4.2 thousand words to implement while the Fisher detector would require 

very nearly 5. 0 thousand words.    It was also estimated that with the use of the 

Advanced Array Transform Processor either detector would operate in 0. 3 

real time which is 30 milliseconds per datum point.    This is well below the 

time available.    It was concluded that no tradeoffs betv/een computer costs and 

detector performance would have to be made for either detector. 
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