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1.0 INTRODUCTION AND SUMMARY

This report presents the results of the Electro-Optical Processor
Definition Task, statement of work item 3.3, of the Adaptive Programmable
Signal Processor (ACCDZ) program.

The work described is based upon information and requirernents con-
tained in the program's Mission Requirements, Systems Requirements, and
Processor Requirements documents, prepared earlier in the program.

Section 2.0 of this report summarizes the requirements placed upon,
and the functions to be performed by, the APSP. This section also discusses
the issue of design commonality for electro-optical and radar processors.
The conclusion is that there exists considerable device commonality, e.g.,
both types of processors require high speed multipliers; moderate functional
commonality, e.g., high capacity memories are used by both processors;
but little architectural commonality, i.e., those common devices are inter-

connected in completely different ways.

Section 3. 0 details the two independent processor architectures which
w~re developed, then merged to obtain the best features of each. The sec-
tion begins by describing both of the approaches, and concludes with a
description of the consclidated architecture.

Section 4. 0 contains descriptions of each of the functional modules
for the c~nsolidated processor. Included are register level diagrams and
signal flow charts. Partitioning of functions between hardware and software
is also treated in this section.

Section 5.0 discusses software for the APSP application, particularly
development of algorithms for the multi-target track problem. Track initia-
tion, maintenance and termination criteria are treated, along with inter-pixel
boundary problems. Estimates of instruction counts, storage requirements
and execution times are included.
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The report concludes in section 6.0 with an analysis of projected

SP, based upon the architecture and mechanizations

coupled with the devi-e parameters contained in the

CDRL A007, and the Critical Device Design

performance for the AP
described in this report,

Technology Survey Report,
Report, CDRL A008, submitted earlier in the program.
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2.0 REQUIREMENTS AND FUNCTIONS

2,1 REQUIREMENTS

The basic functional and performance requirements were delineated
in the Performance Requirements Report, dated October 1975, and are
summarized in Table 2.1, The APSP accepts data from the focal plane chip
at a 164K samples/second (1, 64 x 104 detectors sampled at a 10 Hz readout
rate), and after performing various filter functions, including both temporal
and spatial, will track potential targets and cutput state vectors at the rate

of one per second per track,

2.2 COMMONALITY BETWEEN THE RADAR SIGNAL PROCESSOR AND
THE ELECTRO-OPTICAL PROCESSOR

The primary technical factors which differentiate the radar signal
processor task from that of the electro-optical sensors result from the rang-
ing capability of the radar, which is not available in the passive E-O system,
and the relative rates of sampling which are required. ('f an E-O system
were to incorporate active laser ranging, significantly greater commonality
would exist in the signal processor.) Radar data must be gathered at inter-
vals determined by the transmitted pulse rate and at time increments com-
patible with the desired range resolution, In comparison, the MFPA sensors
receive data continuously and their output is sampled at rates determined by
target and background variations in time,

The radar processor derives considerable capability from the
coherent nature of its sensor and receiver and from the ability to resolve
almost microscopic variations in the doppler shifts of the target, whereas
the optical data processor performs temporal and spatial {iltering to reduce

the dynamic range caused by noise or clutter background., The adaptive

2-1
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TABLE 2-1, PERFORMANCE REQUIREMENTS SUMMARY

Detector channels

Number of simultaneous tracks

Transient dynamic range

System dynamic range

Maximum input data rate

Clutter rejection

Velocity discrimination

Tracking accuracy (lo)

Star rejection

Output track parameters

Nominal state vector update

Target velocity

10 year radiation dose

Power dissipation

4.2 x 106

5000

103

107
1.6 MHz

26 dB at VT/VC = 5

0.3 pixels/sec AV at
3 pixels/sec

0.25 pixels

100 percent

X, v, VX, VY’ J, ID
once/sec

0 - 8 pixels/sec

10% rad(si)

128 watts
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features of the electro-optical processor appear strongly in the front end, or
at the sensor array itself, whereas the only comparable features in the radar,
the AGC and adaptive thresholds, are mechanized further along in the signal
processing chain.

Angle tracking circuits in the two processors could utilize similar
track files in the main processor memory and similar algorithms in closed
tracking loops. The basic angle sensing information in the electro-optical
sensor originates in the spatial filtering functions, while the radar, having
only a single sensor pointing direction, obtains its basic directional data

without any significant tracking filter process. There is no range tracking

A . LR e

discriminant function in the electro-optical processor which is comparable to

that of the radar.

Doppler filtering is performed in the radar system as a means of
excluding broad band noise and clutter and obtain signal-to-noise levels suf- ,
ficient for purposes of detection. This coherent integration utilizes narrow- i
band filter characteristics with inherently low sidelobe response in order to
avoid velocity ambiguity and to obtain unequivocal velocity resolution. The ]
Fourier transform filter is a natural choice for this function. In the
1 electro-optical processor, however, other filter transforms may te ‘f
, Useable and relatively advantageous since the transform may be used to nar-

rovw the bandwidth of the data processor for a given degree of target detect-
ability. Some forms of the Walsh Hadamard transform (which are unsuitable

for radar usage because of undesirable sidelobe characteristics) appear to i
be advantageous for E-O data processing and target detection.

These transforms may be effective for the MFPA because they are 3

Sep——

well adapted to the unique character of its data, including broad near-

uniform areas of clutter, spacial edges and large dynamic range signals.

Target radial velocity has only a secondary influence on the E -O tracker

e
s

through its effect on the observed brightness, while in the radar system the

target velocity doppler effect is the primary factor which permits detection

in clutter.
These considerations are important in assessing the degree of com-

monality hetween electro-optical and radar processing equipment.
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The AVE (adaptive video encoder) element of the electro-cptical
processor is functionally integrated and contains on the sensor chip some of
the basic temporal filter functions. Thus, ics temporal filter function would
not be available to the radar, and would not be useable.

The output of the Adaptive Video Encoder provides the input to the
layered array (LAP) signal processor. The basic functional blocks of the
LAP are shown in Figure 2-1. The point target processor performas video
integration, compensation for sensor sensitivity variations for each pixel
element, and area correlation of data from neighboring pixels.

The tracking processors execute target tracking algorithms under
the general! control of the APSP. The computations include a determination
of the next probable position for tracks as well as algorithms compensating
for the gaps caused by apparent cessation of target motion .. gaps in the
MFPA chip array. Current and past track histories are also maintzined.

The APSP controller exercises supervisory control over the LAP

units. It determines the LAP modes, issues commands to the appropriate

units, and assignstargets to specific tracking processors. Track and target

data for transmission to the earth is selected by the data communication

interface.
> | ' —T 2
DIGITIZED _— ]
e AVE PCINT TARGET TRACK
ATA FROM
ARy Pl PROCESSING PROCESSING
—_—_— — — — —¥
DIGITIZED .
SPECIAL SENSOR | | Y R E— [ —=
ARRAY DATA -
l —_— e | — _I = — e _ql
| r DATA '____..___;
COMMUNICATION ATA
| l > INTERFACING L?\,E T
1
‘ | SIGNAL
+ TR T T CONDITIONING
R [« ]
DIGITIZED L—»
-~ OTHER APSP
DANA PROCESSING | > CONTROL

y

STATUS MONITORING AND COMMANDS

Figure 2-1, Functional diagram of LAP.
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Certain portions of the LLAP appear to be useful for radar signal
processing, with minor changes or additions. Other portions provide func-
tions which benefit oniy the eleetro-optical mission, particularly those
elements which have specialized functions unique to the MEFPA senscr. The
point target processing element, for example, is specialized and does not
perform a process useful to the radar, Data reduction prior to iransmission
is not required for the radar sensor, however the angle track processing

and data interface might have a significant utility for radar signal processing.

Conclusion

The functivnal correspondence between the electro-c ptical processor
and that of the radar is rather limited. The functions of the AVE and the
point target processing elements do not resemble the needs of the radar
processor. The angle track element may be useful if there is a requirement
tor radar track files, but at this time, there is no such requirement. The
data communication interface and processor control would probably be
serviceable for radar functions.

In view of these considerations, the tunctional correspondence
between the requirements (and therefore the architecture) of the two types of
signal processing is not yreat enough to justify a unified design. This con-
clusion does not apply to the device development aspects oi the program
since the great preponderance of CCD devices proposed for future design can
be utilized in either system.

Excluding the MF PA and the CCD A/D converter, all of the remaining
devices for which conceptual designs have been originated a{ppear to be
mutually useful, This includes items such as the CCD full adder, the CCD
D/A, the on-chip clock driver and input-output semiconductor design efforts.
In addition, both processors will make extensive use of low power, high
capacity, digital memory devices. Any developments which can meet the
specialized requirements of very low power and long life for the optical

processor will likely be of substantial benefit to the radar,

2-5




Thus, the commonality between the optical and radar is limited in

terms of architecture and function, but there appears to be a significant

degree of potential joint usage of specialized, custom designs of CCD or

other low power devices.
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3.0 APSP ARCHITECTURE

3.1 INTRODUCTION AND BACKGROUND

As the task of developing an architecture for the APSP progressed,
it became clear that substantial divergence of opinion existed among com-~
petent technical personnel as to what constituted an optimum design. Upon
examination, it was apparent that the diversity of concepts really repre-
sented variations on only two fundamental approaches. The firstapproach
was to have the track processor request the digitized data for specific detec-
tor elements within the projected tracking gate from the point target proces-
sor. The second approach was a passive signal processor which performed
temporal and spatial filtering on the digitized data from all detector elements,
and passed only information which exceeded a threshold to the track
processor,

At this point, two independent technical teams were formed, each
charged with developing the "optimum'' Adaptive Programmable Signal Pro-
cessor based upon the 1equirements and information contained in two pro-

gram documents prepared earlier: '

1. The Systems Requirements Report, CDRL A003
2. The Processor Requirements Report, CDRTU A004

In mid-November a series of meetings were held with each team pre-
senting, describing, and to some extent, defending its approach, These
meetings resulted in a detailed examination and comparison of the two
approaches, It became apparent that the first approach required a very compli-
cated switching network and high data rates in the tracker communication net-

work, However, several of the novel concepts from that approach such as




adaptive velocity filters and tracking processor direction of the saturation con-
trol logic, have been maintained and incorporated. Both approaches utilized
the same Adaptive Video Encoder (AVE) discussed in Section 4. 1.

The Adaptive Video Encoder and both of the initial concepts are
described, at the system level, in this section of this report in compliance

with the contractuval requirements that program reports descr . "all work

performed, knowledge gained, and results achieved'. Howev ., only the
amalgamated design was further refined in the register level. Section 3.5

of this report discuss that design.

Gl N s

3,2 THE LAYERED ARRAY PROCESSOR (A)

This section describes the configuration proposed by the first of the

two independent teams.

.Basic Processor Configuration

The basic configuration is thown in Figure 3. 2-1. The point target
processing function includes uncorrelated pixel processing (lst layer) and
correlated pixel processing (2nd layer) for improved clutter rejectivn.

S‘_: The track processing function implements tracking algorithms. It inciudes

LAYERED ARRAY PROCESSOR

_____ _ - F 1
] |r ' 11oms/! 2 g : r 5|
. I
5’ | ADAPTIVE IPIXEL ! POINT TRACK l | oata |
| VIDED |———l— TARGET PROCESSING ——+——»1 | |
: { ENCODER 10 TO 100 PROCESSOR ARRAY | | |
% | | FRAMES/SEC [ | |
E (LS i | (|
{ i |
1 |
I I
‘ |
| I
[ 4 |
| GLOBAL CONTROL !
1 I
Lo ,1___________1
| T 3
— SPACECRAFT CONTROL |

*‘ Figure 3.2-1. Processor A functional block diagram.
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the data communication interface (3rd layer) and the array of computing

clements (4th layer) which execute the individual tracks, The entire layered

array processor 1s under exccutive control of the computers in the control
section which implement le changes and coordinate the actions of individ -

uval trackers. Reports o1 ‘rent tracks are relayed to the ground through

T T L. T TG T e

the data link. Primary processor commands are in the spacecraft control
section, and alarms and reports on the condition of the processor are

reported to spacecraft control.

6

The designs must be expandable to near term applications of 4 x 10
pixels with eventual applications of lO8 picture elements (pixels). Each
pixel has a position (i, j,), and a magnitude (q) associated with it. The size
of a pixel equals the detector instantaneous field of view., Each detector chip
is assumed to contain an array of 128 x 128 pixels. A emall amount of
insensitive space (2 to 5 pixels width) is assumed between detector chips.

A 16 x 16 chip sensor array (4 x lO6 pixels) can be mounted on a single

8" x 8'" substrate, Applications with more pixels will require multiple
sensor substrates and larger swaces (10 to 30 pixels width) will be assumed
between substrates,

The AVE provides amplitude reconstructed data (10 bit) which has
A maximum transfer rate of 100 frames per second is assumed into the point
Jetectors. An algorithm to reduce sensor impulse ncise is also in the AVE,
A constar transfer rate of 100 frames per second is assumed into the point
target proc ssor. Lower effective frame rates are obtained in the LAP by
digital time integration, as appropriate for detection over specific target
velocity ranges. The number of hardware data channels used will be selec-
ted to be compatible with the degrees of parallelism in the AVE and target
processor, The interfaces with spacecraft control and the data link are
general purpose computer-type block transfer ports,

Figure 3.2-2 illustrates the LAP from a different viewpoint., Proces-
sing for one detector chip (128 x 128 pixels) is emphasized. With the
capability for a high framec rate (100 frames/sec.) and the necessity for
several frames of digital storage, scveral first and second layer processing
chips are needed for each detector chip. Sixteen first layer and sixteen

second layer are shown, One or more extra first layer chips will be

3-3




32 x 32 PIXELS 1 2 b
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s TRACK FILE
. . PROCESSOR
ARRAY
L] L]
126 x 128 PIXEL DETECTOR CHIP
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LAYER

!

? GLOBAL CONTROL

Figure 3.2-2. Processing hardware for a
128 x 128 pixel de.ector array.

ed for redundancy to improve fault tolerance, while careful layout of

provid
ps should reduce the requirement to cight pet

- detector chip.

second layer chi

y that the data can be divided for second layer

The dashed lines show one wa
However, 8 x 128 pixel rectangles

processing (22 x 32 pixel squares).

should prove more efficient.

Target Processing

Target processing is shown functionally in Figure 3.2-3, Signal
input from the AVE, Globally selectable digital time integra-
me integration time to be set to optimize the detection of
Data can then be passed through area

lation is helpful in distinguishing

amplitude is
tion allows the fra
expected rapidly changing targets.
correlation (spatial filtering). Area corre
ets from distributed clutter such as clov
lp when tracking targets against a st

f the second layer array fails, operating

ds or some types of sun

point targ
ar back-

glint, However, it will not he

ground, When a specific element O

the corresponding first layer chip w

degraded mode of operation.
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SELF TEST
RESPONSE
CODING

Figure 3.2-3., Point target processing.

The signal path then divides, One branch goes through change
measurement (time filtering) for fast targets, This is optimized (via wider
bandwidth) to provide maximum sensitivity for fast targets. The other
branch simultaneously provides additional digital time integration to supply
data for change measurement for slow targets, Separate adaptive thresholds
are maintained for both fast and slow target detection, These are deter-
mined independently and dynamically for each pixel. Thresholds are deter-
mined from the apparent noise level at the target detector. The adaptive
threshold feature can adjust to changes in target detectability due to different
clutter conditions in different parts of the image and due to different hard-
ware conditions such as noisy sensor cells or the absence of sensors on lines
between sensor chips. The diagram also shows some of the special logic

necessary for efficient self test,
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Time Integration

Time integration of incoming data is pertormed to increase the signal

to noise ratio and reduce the effect of transients.

The integration is

performed in two stages to allow detection of both fast and slow targets. To

integrate the data for fast target detection, 1 to 16 samples of data for each

pixel are summed.

previous integration summations to allow detection of slowly changing targets.
Thus, for slow target integration, summations of up to 128 samples of incom -
ing data are possible.
is independently selectable under global control.

vided for the first integration and three are supplied for the second to prevent

The second integration then adds from 2 to 8 of these

The number of samples summed by each integration

Four guard bits are pro-

overflow. The integrated sums are rounded off to 16 bits and scaled to

assure that the most significant bits are transferred regardless of the number

of samples summed.

The results of the first integration are used to generate

the area ccrrelation data which is used to detect both fast and slow targets.

A functional implementation of the first integration is shown in Fig-

ure 3.2-4. Data entering from the input buffer is added to the temporary

sum that is kept in the memory for each pixel.

The adder is bit serial and

represents a minimal amount of extra area for the chip. The select unit is

capable of selecting the temporary sum for normal integration, zero for

initiating a new swn, or a shifted version of the sum at the completion of an

ROUMNDOFF
BIT

INPLIT e 3 [ MEMORY
BUFFER = 1K x 16

GLOBAL
CONTROL

- AREA CORRELATION

TRUE,
SHIFTED
OR ZERO DATA

_,‘_..2‘

SELECT

Figure 3.2-4.

e 1-16 SAMPLi:> SELECTED BY GLOBAL CONTROL
® RESULTS SCartv, ROUNDED
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integration to accomplish scaling. The selection is performed by global
control, The memory contains 1024 words, each of which has 4 guard bits

to prevent overflow. At the completion of a summation sequence, round-off
is accomplished by adding a roundoff bit to the least significant bit position

of the 16 most significant bits produced by scaling. The final summations for
each pixel are transferred to the area correlation and change measurement

filters for further processing.

Spatial Filtering

Spatial filtering is required tc help distinguish moving point targets
from changing backgrounds such as those from moving clouds or changing sun
glint patterns. The key feature which allows discrimination is that the
changing background patterns are correlated over a number of adjacent pixels.
This is not the case for point targets.

The processing for spatial filtering considers each pixel 1long with
its eight neighbors as shown in Figure 3. 2-5. The neighbors are the 4 pixels
on the edges (the E's) and the 4 pixels on the diagonals (the D's). Symmetri-

cal filters are assumed. The CAV relation is appropriate for computing

E

o] E o]
| .— PIXEL LOCATIONS
E [o] E
]
‘ D E o

Cave = WeC+we (ZE) + wD(Zo)

Pe = C-wg (ZE)-WD (ZD)

Figure 3.2-5. Spatial filtering
concept.
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background references to be used for time change measurement. The PC

relation evaluates a property which could be called peakedness at the central

3 et ] P S

point. This is the value of the central point less an average predicted for
i that central point based on the eight neighbors. The WC’ WE' and WD are
weighting constants which will be selected to provide good filter responses.
The calculations are repeated for all pixels as central points. For pixels on
?_ the edges of ecnsor chips, the available neighbors are ased with different
W's.

Hardware for area correclation, provided as a second layer, is tllus-
? trated in Figure 3.2-6, Data for area correlation is stored in up to four 16
bit words for each of 1024 pixels. Inputs to this shift register memory are

selected from either of two first layer chips (for fault tolerance) or

%’ recirculated for further correlation calculations. Correlation arithmetic is

i

performed in pipelined parallel fashion on the central pixel being processed

f and eight neighbors, Correlation or averaging of more distant pixels can be

3
ad
INPUT FROM SHIFT REGISTER 1024 PIXELS » 4 °IELDS x 16 BITS 7
FIRST LAYER — [N N+ N+31 N+32 N+33 -+ N-33 N-32 N-31 N-1| 4!
CHIPS SELECT 7 %
3
RECIRCULATE — -
. 3 LEFT i
' BOTTOM S'?LPE%";' > i
4 4 \ INPUT >
SELECT
A TOP “
' LEFT
¥ RIGHT INPUT > 4 L
INPUT SELECT BOTTOM
CENTRAL cHIP
INPUT | | SELECT
— Top " AG4
RIGHT CHip —— INPUT
RIGHT LEFT CHIP NG SELECT
| SELECT
T?’ lsoriom l DIAG 2 . ¥ o
INPUT
DIAG ! CHIP
DIAG | INPUT [ | SELECT 2:;\"5;
DIAG | SELECT ¥
ARITH
UMIT CENTRAL & DIAG
[ PG 2:1".,? L» TOP, SOTTOM
CIAG OuTPUT
StLecr ¥ R LEST
SELF TEST DIAG
RESPONSE
CENTRAL Lo

s St

Figure 3.2-6. Second layer block diagram.
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accomplished in multiple passes. Each neighbor is automatically selected by
connection of shift register taps whose location corresponds to neighbors'
array positions, The taps for the 4 data words of each neighbor pixel enter
an adder input select multiplexer. This allows any neighbor pixel word (field)
to be operated on, selectable by global control. Appropriate input lines from
adjacent chips may also be selected where neighbor pixels cross chip boun-
daries. The corresponding chip output words are also selected for use by
neighbor chins as such input data. Compensation for sensor gaps may be
accomplishied by substituting central pixel or fixed values on the neighbor
chip irput lines.

Second layer operational capabilities are indicated in Figure 3.2-7.

e

An ope1iation is performed on all pixels in a single pass, with correlation to

all 8 neighbors. Use of 4 words per pixel allows prior and newly updated

pixel values to co-exist in memory. The first pixel to be processed in an ¢

array will require the most recently updated neighbor data from the previous

@ PERFORMS ADD, SUBTRACT, MULTIPLY, ARITH RIGHT SHIFT, SET FLAG ON COND.

OGRS

F ® OPERATES ON {B) NEIGHBORS AND CENTRAL PIXEL IN PARALLEL NEIGHBORS CAN
BE ON ADJACENT CHIPS, 2ND LAYER COMPENSATES FOR SENSOR GAPS

St |0 g

= ® EACH OPERAND MAY BE ANY OF {4) PIXEL DATA FIELDS
® CONSTANT MAY ALSO BE USED FOR OPERAND

® SELECTS OPERANDS FROM COMMON PROCESSING FRAME TIME

-
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Figure 3.2-7. Second layer arithmetic unit.
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frame. The last pixel to be processed in the frame will still require

neighboring data from the previous frame even though updated data is now

available also.
First layer data will be input continuously as processing is being

performed on data from the previous frame. Thus, when a pixel enters the

arithmetic unit (one frame after being input from first layer) all neighbor

pixels have also been stored in second layer memory. Data is processed to

16 bit accuracy with rounding and scaling.

Change Measurement

Change measurement determines the differences between time

integrated data and predicted values based on time integrated area correlated

data. Change measurement isn accomplished for each individual pixel. Pro-

gramming by global control allows changes to be computed for pixel data

separated in time by any rumber of time integration frames. As indicated

on the hardware block dingram (Figure 3.2-8), data may be recirculated until

the desired time difference for change computation occurs.
The hardware sums past and future area correlated data to provide

an estimate of the current background value., Future data is taken from the

second layer as needed with no time delay. Past data is delayed for 2 time
difference periods by the 2 memories shown. The summed area correlated

past and future data (16 most significart bits) are then subtracted from the

present value which has been delayed one time difference period. (The

present value may be delayed one additional frame to compensate for area

»

correlation delay).
If failures in the second layer cannot be compensated by rednundant

chips, time integrated data without area correlation may be selected to pro-

vide an estimate (without use of second layer data) at somewhat degraded per-

formance levels. This configuratior is also useful for deep space tracking

where area correlation is unnecessary.
Two change measurement units are provided to allow independent

change rmeasurement for fast and slow targets. “"he number of time integra-

tion frames between change values may be independently varied for slow and

fast targets. One change detection unit allows additional integration of both
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o ADDITIONAL PATHS FOR TIME INTEGRATION I ARE ADDED TO ONE OF THE TWO CHANGE MEASUREMENT UNITS

Figure 3.2-8. Change measurement.

(previously integrated) pixel and area correlated data, providing simultane-
ous separate globally controlled integration times for fast and slow targets.

Integration of up to 128 samples can thus be accomplished.

Adaptive Thresholding

Adaptive thresholding provides a variable threshold for each pixel for
target detection. The threshold is based on a scaled average of magnitudes
of several previous differences between estimated and measured values.

The threshold may be a summation of 1 to 32 previous difference magnitudes
which are scaled (through division by 1, 1/2, or 1/4) by shifting. The number
of differences summed and the scaling factor are selectable under global
control. The threshold may be set in increments of 1/4 difference to any
number of differences up to 8. Additionally 9 to 32 differences may be used
as a threshold with a coarser increment of threshold selection. Scaling by

1/8 may be added to provide finer threshold selection of up to 16 differences.

A constant may be selected under global control instead of the previous

3-11




difference sum, or as a minimum level to be used with a previous difference

sum.
i

The adaptive threshold hardware (Figure 3. 2-9) stores the previously ;
hreshold value for use while differences are being summed to com- k

pute the new threshold. A target hit (threshold exceeded) will cause thresh-
A 1K x 1 bit

old suramation of the pixel containing the hit to be disregarded. ;

computed t

memoryv (not shown) stores the hit data. Absolute value is obtained by
selecting true or one's complement change detection data and providing a
carry in, if necessary, to the difference summation adder.

Independent threshold computations are performed for fast and slow

targets. Threshold levels (number of differences and scaling) may be set

independently for fast and slow targets.

! CHANGE »| ABSOLUTE
4 DETECTION VATUE ALARM
.
i b
i
3
i
+

SUMMATION OF b )

UP TO 32 > MEMORY ‘ x

CHANGE 1K

VALUES THRESHOLD .
' I

\
SELECT [&— ALARM SELECT,
—»{ SHIFT |e—
THRESHOLD ;
L ORAGE N CONSTANT
EHRESHOLD
ELECT
> MERORY SCALING
:
¥
: |
§ Figure 3.2-9. Adaptive thresholding functional diagram.
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Burst Location

Burst centroid location can be accomplished in the sequence shown ;
below, In a burst location mode, one or multiple burst centroid locations are i
determined by parallel second layer processing. ;

. ® Burst location mode triggered by burst detector

° Second layer sets flag for each saturated pixel

; ° Number of saturated pixels in each row, column summed by
p second layer E

»

® Centroid locations(s) at intersection of row and column with
g greatest number of saturated pivels
! ® kvents in sencor array gaps may be located by effects on edge
pixels

Point Target Processor Fault Tolerance

Fault tolerance is achieved in the Point Target Processor by periodic
tests under gicbal contrnl which isolate any faulty chips. Operational redun-
dant chips are switched by global control to repla« = those chips found to be
faulty., Fault tolerant features for the point target processor are summarized
belowr,

Self test of first and second layer chips is performed using techniques
of the Advanced Avionics Fault Isolation System: (AAFIS), dex ed under
government contract*. AAFIS utilizes test p *tern gencrato. ontained

within units under test to provide self test.

«est responses (chip outputs)

for the entire test sequence are reduced te a single code word which may be

T ve—r

compared to the correct coded test response. A test response code checker

is provided on each unit (chip) to be isolated. Pseudorandom test pattern

S

generation and response coding are very econcmically implemented with CCD
i _ shift registers, and will constitute less than 0.2 percent of {irst and second
' iayer chip logic.
Pseudorandom test natterns are generated on each first layer chip

by feedback shift register hardware as shown in Figure 3.2-10. A shift

*N. Benowitz, D.F, Calhoun, G.E. Alderson, J. .. Bauer, C.T. Joeckel,
""An Advanced Fault Isolation System for Digital Logic', IEEE T:ans
Computers Vol. C-24 No. 5, May 1975, p. 489-497,
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-
~
16-81T PSEUDO-RANDOM PATTERNS
GENERATOR POLYNOMIAL: 1+ +x> +x'2+x'® 16 B1TS) )
Figure 3.2-10. Pseudo-random pattern generator. i
register of N bits can generate up to ZN-l pseudorandom patterns of fixed
sequence. Pseudorandom patterns will efficiently and thoroughly test the .
arithmetic, shift register memory, and select logic implemented in first i
7 and sccond layer chips. Remaining test inputs will be provided by global ] *
; control. Global control inputs to the chips will be varied during the test %
to verify operation of all globally controlled chip functions. ‘L
The patterns thus generated circulate through first and second layer '
chips. For isolation purposes, feedback ‘rom second to first layer is - »
disabled. 4
Fach first and second layer chip contains a response code generator. 1
The cyclic code generator shown in Figure 3,2-11 is ideally suited to CCD shift 5
] register implementation. All chip outputs are serially entered into the code .
generator for each test pattern. The cyclic code checker codes its input 118
data stream by considering this binary data to be a polynominal and dividing i
it by a polynomial implemented in code checker hardware. The final code

word is the remainder of the division. Any errors in the data checked,
including raultiple bit errors, will be detected unless the remainder of the
erroneous data stream is the saine as that procuced by the good data stream.

. N-
Nearly all erroneous outputs will be detected with only (1/2) of errors

undetected for an N bit division polynomial. The 16 bit cyclic code checker

shown in Figure 3.2-11 will detect 99.93 percent of erroneous test responses.
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Figure 3.2-11. 16-bit serial cyclic code pattern checker.

I feedback from other chips is eliminated, examination of each chip
code response serves to isolate faults to one chip. As shown in Table 3.2-1,
a '"fail" first (or second) layer chip test result directly indicates the failed
chip if the corresponding second (or first) layer chip has passed the test.
If both a first layer chip and its associated second layer chip tests are failed
either 1) a first layer chip failure may have propagated erroneous data into a
correctly functioning second layer chip, or 2) both first and second layers
chips may be faulty. A second test (Test 2) may then be performed, switch-
ing the second layer chip to a known operational first layer chip. This test
will indicate whether hoth chips or the first layer chip only were faulty.

Upon detection of faulty chips, fault tolerance is provided by elec-
tronically substituting redundant operational chips for those which have failed.
This is accomplished by fixed interconnection of redundant chips in the first
and second layers; e.g., one redundant chip per 4 x 4 array serving an MFPA
chip. As shown in the example of Figure 3.2-12, any faulty chip may be
replaced by the chip below it. Each chip below the faulty chip is switched to
handle the processing normally performed by the chip above it, with the
redundant chip handling computations normally performed by the last chip.

An additional redundancy ferature is the ability to perform degraded
accuracy computations in the event of second layer failure. Here the feed-
back from the second to the first layer chip is disabled and first layer data

substituted for area correlated second layer data,
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TABLE 3.2-1. ISOLATING TO A FAULTY POINT TARGET

PROCESSOR CHIP

rzw; U M e PV g T L WA (. g Lo
t

First Layer Second Layer
Chip Chip Faulty Chip
Test 1 Pass Pass None

Pass Fail Second Layer

Fail Pass First Layer

Fail Fail Examine Second Test Result

Test 2 - Pass First Layer
- Fail First and Second Layer
TEST MODE RESPONSE CODING
1 CODE WORD REPRESENTING
POSITION 1 ALL CHIP RESPONSES TO
INPUT > COMPLETE TEST SEQUENCE
CHIP 1
POSITION 2 y
INPUT 4 _—a
POSITION 3 o
' = CHIP 3
POSITION 4
IR0 o CHIP 4
REDUNDANT
CHIP

Figure 3.2-12.

Point target processor fault tolerance.
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<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>