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FOREWORD

The research work reported herein was conducted at the Boeing Commercial Airplane
Company, P.O. Box 3707, Seattle, Washington, The contract was initiated by the Metals
and Ceramics Division, Air Force Materials Laboratory, Air Ferce Systems Command,
Wright-Patterson Air Force Base, Ohio, and was performed under contract
F33615-74-C-50387 through project 7351, "Metallic Materials,” task 735106, "Behavior of
Metals.” Support was also provided by the Air Force Flight Dynamics Lahoratory
through project 1367, “Structural Integrity for Military Aerospace Vehicles,” task
136708, "Fatigue, Fracture and Reliability Analyses and Design Methods for Aerospace
Vehicles.” Mr. R. C. Donat (AFML/LLN) was the project engineer.

The research work was performed within the Boeing Commercial Airplane Company
Structures Technology Staff, Stress and Fatigue Research Groups, Fail-Safe and Fatigue
Section, Mr. «. P. Butler acted as the program manager. Mr, I. C. Whittaker was the
principal investigator, while Dr. 8. C, Saunders of Washington Statc University
developed the atatistical formulation, and Dr. C. M. Carlson of Boeing Computer
Services, Inc., provided computing assistance. Work began 15 February 1974 and was
completed in October 1975, This report was submitted by the authors in January 1976,




- TABLE OF CONTENTS
Page
1.0 INTRODUCTION L1ttt i iiiiintattonesnintiesaeretiaiennsnesiinrinens 1
2.0 THE ADVANCED DISTRIBUTIONS ... i it iiiiiieiiiiiiinisinss 7
2.1 A New Class of Advanced Distributions for Fatigue Data .............. 7
2,1.1 The ¢-Norma! Distribution ......oooooiiiiiiii i, e 1
2.1.2 Discussion of Exploratory Application and Results ............. 9
3.0 DISTRIBUTION PARAMETER ESTIMATION ........ooviiiiieiinicnainns 11
3.1 The Estimation of Parameters ........coviiiiiiniiiiiiniiiniiniinaeness 11
3.11 Maximum Likelihood Estimate (MLF) Iteration Method ........ 13
3.1.2 Discussion of Exploratory Application and Results ............. 14
3.2 Nonexistence of Three MLE's in Certain Cases ..ovovvvverniniineinens 16
8.3 A Simplified Estimator for Uncensored Data .........c.ovvivvvrvviren.s 18
3.3.1 Discussion of Exploratory Application and Results ............. 19
3.4 ML Estimation for Two Parameters Using Censored Data ............. 20
3.4.1 Tests and Estimation KFrom Groups of Data .........oo0ovvvens. 23
3.4.2 Discuseion of Exploratory Application and Results ............. 26
8.6 Simulation Methodology to Generate Specified r Ordered .
Observations out of a Sample of Size n .....ovvviv i, e 27
3.5.1 Application ............... e e e e e 30
3.5.2 Discussion of Exploratory Application and Results ............. 31
3.6 Development of Unbiased Minimum Variance Estimators From
the ML Estimators Obtained From Censored Fatigue Data ........ (e 32
3.6.1 Discussion of Exploratory Application and Results ............. 33
3.7 Simulation of the Distribution of Estimated Population
Parameters of Censored Data ......... e e TN 34
3.7.1 Discussion of Exploratory Application and Results ............. 37
4,0 SIGNIFICANCE OF MIXED POPULATIONS..... e e 39
4.1 The Initial Flaw Concept ......ovviiiviiiiir ittt iiiiinenens 39
5.0 THE RELIABILITY MODEL 1\ttt iniiriiiriennsraneannrinnan 41
5.1 Structural Reliability Analysis Method ...............0iiiiiiiiiiins 41
5.2 Flaw Size Density ...........ccoiviivininns e et 41
6.0 INTERACTION OF MATERIAL/STRUCTURE VARIABILITY WITH
RELIABILITY LEV L (i i i i it et e e 45
6.1 Discussion of Exploratory Application Results ........................ 45
7.0 STRUCTURAL DATA INPUT CONSIDERATIONS FOR APPLICATION
OF RELIABILITY MODEL ... ittt iiiiiiiiivineiiniieeier s iennaes 48
v

.



Ny

...A... s —————
- A T oo

TABLE OF CONTENTS (Concluded)

8.0 CONCLUSIONS AND RECOMMENDATIONS ...t i ittt i vinneniennnnes 52
L T 0717 4 Vo) 00T U ) + L S 52
8.2 Recommendations .....v.veviiverriorereiorerrsroisaiorossrsnsnstorss B3

REFBRENCES ... i i i s i i s e s 91




S TR

A, e il

==

PRI S

SR TR TS,

O b GO N =

10
11
12
13
14

16
16

17

18

19

20

21

23

24

26

LIST OF ILLUSTRATIONS

Page
Log-Normal Distribution—wg(x) = X ..ot 60
Hyperbolic Sine Distribution—w(x) = sinh(x) ........civiiiiiiiiiiiiiis, 61
Inverse Hyperbolic Sine Distribution-wg(x) = sinh™(x) ......ooiiiiii 62
Symmetric-Weibull Distribution-wy(x) = @ [Fx)] .....oooviiiiiinnn, 63
Comparison of Aluminum Alloy Fatigue Test Data
Distribution and the Symmetric-Weibull Distribution ...................... 64
Comparison of Aluminum Alloy Fatigue Test Data Distribution
and the Birmbaum-Saunders Inverse Hyperbolic Sine Distribution ......... 65
Iteration Results of Fatigue Data Sample, Open Hole
Specimens Randomly Loaded~Sample Size = 10 ...........cooiiivininnn. 66
Comparison of Aluminum Alloy Fatigue Test Specimen Types .............. 67
Comparison of Variables Within One Aluminum Alloy Fatigue
Test Specimen TypPe ..ottt i i ittt e i i i ey 68
Iteration Results of Fatigue Test Data Sample A................c..\s R 69
Iteration Results From Censored Data ...........coiviiiiiiiiiiiie s, 70
Simulation of Censored Sample With: 41 Failure Ohservations;
11 Censored ObRervARtIONS ... ..ottt it it c i iair e 71
Simulation of Censcred Semple With: 33 Failure
Observations; 20 Censored Observations .............. e e 72
Simulation of Censored Sample With: 8 Failure
Observations; 40 Censored Observations ...........covivvvriiiriiiienninnns. 73
Simulation of Censored Samples With 83% Censoring ............... Cireeas 74
Simulation of Censored Samples With Various Assumed
Flexure Parameters. ..........cviiviriiriiiiiiiiiiiiiiiiieeroninen v 75
Example Curve of Unbiasing Factors for the Scale Parameter .............. 76
Fxample Curve of Unbiasing ractors for the
Location Parameter ... .o ittt i i e e s 77

Distribution of Parameter Statistics for Two Independent Censored

Data Samples-Sample 1: 41 Failures, 11 Suspensions;

Sample 2: 33 Failures, 20 Suspensions ........cocooviviiiiivieiirinin i, 78
Distribution of Parameter Statistics for Two Independent Censored

Data Samples-Sample 1: 33 Failures, 20 Suspensions;

Sample 2: 33 Failures, 20 Suspensions ..........ccovieiiiiiiriiiirinrinnens 79
Distribution of Parameter Statistics for Two Independent Censored

Data Sarnples-Sample 1: 10 Failures, 44 Suspensions;

Sample 2: 29 Failures, 25 Suspensions ...........cooiviiiir it i e 80
Exceedances of Gust-Induced Load Ratios for Two Critical Major

Locations of a Jet-Engined Tanker/Transport-Type Airplane ............... 81
Impact of Initial Flaws on the Reliability of a Fail-Safe

Skin-Type Structure-Type A Loads........ccooiiiiiiiiiniiiiiiiiiinnneees 82
Impact of Residual Strength on the Reliability of a Skin-Type '
Structure Without Initial Flaws-Type ALoads ................covvvuinines 83
Impact of Ragidual Strength on the Reliability of a Skin-Type

Structure With Initial Flaws-Type A Loads ........ccovvvvriiniivinninins, 84




L
A o
o LIST OF ILLUSTRATIONS (Concluded)
Page
26 Inipact of Residual Strength on the Reliability of a
Fail-Safe Structure (Type BLeads) ...........oovvviiiiiieniin Cheeeas vvo 86
27 Impact of Initial Flaws on the Reliability of a Fail-Safe '
Aluminum Joint-Connection Structure-Type BLoads ............... bereens 86
28 Impact of Initial Fiaws on the Reliability of a Fail-Safe
Steel Joint-Cov.nection Structure~Type B Loads....... e e 87
29 Impuct of Residual Strength un the Reliability of an
Aluminum Joint-Connection Structure~Type B Loads ...................00, 88
30 Impact of Residual Strength on the Reliability of a Steel :
Joint-Connection Structure-Type BLoads .............ovcvviines Ceraeres 89 L
'
A
:
“ A
LIST OF TABLES t‘
Page f.
1 Aluminum Alloy Fatigue Data~Uncensored Samples ........ e 58 ';’
2  Comparison of STAR Estimator and MLE Results From Four A
! DAt SAIMDIOB .. oottt ettt e e e e e e e ey 56 At
Ky 3 Comparison of Parameters From Data With Differing Llfe Lengths ......... b6 .
¥ 4  Comparison of Parameters From Different Specimen Types -
: g and Loading Conditions ................ Veeaas e 67 A
» i 6  Samples of Censored Fatigue Tert Data......ovvvivr i iiiiiiivrinearinirnn, 58 ‘ N
:{j ! 6  Scale and Location Parameter Estimates of Censored X
} Test Data Samples ...t 59 g
b )§ 7  Location Parameter Estimates of Paired Censored
'&" ) Test Data Samples........... e e e e oo 59
B
i

viil

o i b e




e e v e L Tl L T LT T R R Y

LIST OF ABBREVIATIONS AND SYMBOLS

Abbreviations

E Mathenatical expectation

exp Exponential function

ke Kilocycle

fn Natural logarithm

ML Maximum likelihood

MLE Maximum likelihood estimate

p() Probability of that event described within parenthesis
var Mathematical variance

sgn Signum function; value is 1 for x >0, -1 for x <0, and 0 forx = C
Symbols

B Special class of functions

£ Disposable function expressing a reciprocal relationship
€ Element of a set, such a8 in ¢eB

w(x) Disposable function for &n-life variates

@, Y, b Flexure, scale, and location parameters for the fn-life model
o Standard normal distribution

L Likelihood function

P,R Product and ratio functions of certain derivatives of w
o Standard deviation

8 Sample standard deviation

™U Statistics based on the location and gcale parameters
\Y A statistic based on the scale parameter

F(),G() Symbols of time-to-failure distribution functions

ine e . H ST

A L e s i

P i TP S - . .
iy preR BT s o

5 T

Era st L

St

o

o tg—— e
- oy




Y |

'. “ i [
i ’
é ' r Number of ordered failure observations in sample

n Sample size

.’ | T Size of detectable flaw or damege

iy

-' ] 4 Standard normal variate at specific probability level \

¥ % :

[ ‘l v Exponent of flaw size density distribution

oY, '

% 5 .

‘k . Maximum likelihood point estimate, as in v }

A
Point estimate that is free of bias, as in Q

>»

besusihy

s
e, i A 2
¥*

Point estimate obtained from the STAR estimator as in o™

—_— Average value, as ina@

. An unbiased average value, as in y

N B T i 5

o A o e 8 M T B

Follows a specified distribution, as in 2 ~ N(0,1)

{

toe T -
.
=

NS

S S e T S T R T e iSRRI

"'.

Ltk BR3P ppetlide stedhatani: ;

WA
LW e il

>
P S

FE

ot s




1.0 INTRODUCTION

Aircraft structural systems must meet stringent strength demands, as well as
requirements, for durability and integrity during their operational lifetime. As part of
the related research and development work for materials, the Air Force Materials
Laboratory (AFML) has sponsored considerahle research concerned with the application
of reliability technology to the problem of assessing and assuring the fatigue
performance of structural materials. This present study further develops one phase of
that work on applying reliability methodology to the fatigue performance of aircraft
atructures.

At best, fatigue behavior is a complex one, It concerns not only the spectrum of
variables like loads, geometry, structural response, manufacture, etc., all affecting the
initiation and extension of fatigue damage, (i.e., the fatigue crack) bul also the
cvincident material behavior. Of particular note is the variability in the response of
materials to this complicated total environment. Scatter in the fatigue performance of
materials, exposed to a.given load environment, is an vbservation well-documented in
the annals of structural mechanics ever since fatigue behavior was first identified. The
early unpredicted appearance of fatigue damage as a detectable crack, followed by its
subsequent propagation to cause failure if undetected, has a potentially detrimental
offect on the function and safety of operational structures, not to mention the serious
economic consequences. However, with the development of the science of fracture
mechanics during the last 20 years, a means has evolved by which a structural
material’s fatigue performance can be chaructorized for the conditions of crack
propagation and residual strength.

Obviously, the measured time to fatigue crack initiation in a structural system is a
function of the detection capability for the crack as well as the complicated cumulative
response to its environment. The crack growth rate and fracture toughness of a material
are physical parameters identifying the other important properties necessary to assess
the durability and integrity of a structure during its operational lifetime. These throe
fatigue-related properties exhibit variability and depend on experimental
determination. Accordingly, this empiric nature of the fatigue process makos it a ready
candidate for application of statistical techniques and reliability technology.

As a matter of coincident interest, tho strength properties of materials are treated with
a well tested and widely accepted reliability methodology in defining the mechanical
properties of strength. A normal distribution is assumed for a particular property like
ultimate tensile strongth. This mechanical property is measured and distribution
parameters estimated from the data, allowing a reliable lovel of strength to be
established. Thus, sampling techniques and the selection of some degree of assurance
provide a confidence and probability level with which the specific alloy and condition
will demonstrate the desired strength property.

However, the task of applying the material to a structural configuration introduces
some additional difficultios. Major portions of the structural systom fulfill a muitiple
role of providing aerodynamic properties and function and structural capability at very




il ieies 1 pEE B a AR

stringent levels of structural efficiency. This situation can introduce some hazards in
the design process. Nevertheless, ultimate strength goals usually present only minimal
difficulties in matching a prescribed load envelope to a structural capability. A
well-developed analysis technology backed by an experimental strength verification
procedure of static testing generally assures achieving a specified strength goal,
Structural strength deficiencies uncovered during this process are usually resolvable by
effective modifications, often simple, to achieve the specified strength levels within the
production fleet.

On the other hand, attaining durability is a more difficult task. It has a more complex
design and verificatior: process, since ‘i is subject to unexpected and unidentifiod
operational exposure than that presumed during design. Furthermore, the analysis
process apparently seems neither as well developed nor as universally understood as the
comparable static strength design procedures. Likewise, reiaedial steps are not as
gimple as those for static strength because of the cumulative aspects rather than the
single discrete response to a load. A simple corrective effort may introduce other fatigue
sensitive details and thus be only temporary in nature. Additionally, fatigue damage
initiation and propagation are continuing hazards over the total operational life of the
structural systemi. Hence, the capability for analysis must not only encompaes the
initial paper-to-hardware devolopment phase but also need to be capable of coping with
results from the operational phase. However, despite the very local nature of fatigue
damage and its difficulty of detection in otructural details, some degree of damage
tolerance built into the surrnunding area can provide the opportunity to extend the
serviceability of the strocture beyond the first bell-ringer incident of fatigue crack
initiation.
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4’ Aprroaches compensating for fatigue life variability in aircraft structural systems have
‘ ranged from selecting arbitrary scatter factors, like 2 or 4, to using computational
procedures based ou theory. As in the ultimate strength problem, the primary emphasis
?- i on developing a rationzle to characterize the scatter in fatigue behavior has been to fit
B a statistical distribution function to observed data. With an identified distribution Y
function and estimated parameters, the likely performance and the associated factor of -
safety to ussure an acceptable level of fatigue performance are determinable. The t
measure of success of this approach is the accuracy with which the selected distribution
and its parameters replicate the observed scatter in fatigue performance. The particular
advantage (i.e., gaining structural efficiency) in this approach is the reduction in ¥
tolerance gained through identifying only the shape and scale parameters of the
distribution function. For each structural detail, the determination of the location "
parameter is always necessary. Added assurance is guined on the likely performance as
more data are acquired to estimate the location parameter (i.e., the mean or other
characteristic life). Then the probabilistically dotermined scatter factor applied to | '
characteristic life provides a practical way to attain relinbility in fatigue.

There are several problems associated with this approach to the fatigue damage o
initiation prediction previously described. First, identification of the distribution is done i
empirically, although the vential tendency (the mean, median, or characteristic life) is
reagonably identified by a few test values. However, for a large group of identical
structures in a specific operating environment, the operational condition of the group is
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more closely identified by the time-to-first failure (or subsequent early failures) of a
detail rather than the average behavior. Consequently, to determine the adequacy of
the fit of the distribution, the quantity of test data must be sufficient to verify the
accuracy of the toe of the distribution. Accordingly, hundreds or even thousands of
detail fatigue test results are necessary to recognize and estimate the probability of the
early failure in the group of parts. Collecting such extensive data may be practically
and economically impossible for a particular structure. Another facet of the problem
concerns the very nature of a statistical behavior; the actual life of a part is not
predictable on a part-to-part basis but instead only by the probable performance as
determined by a general distribution. Thus, the hLazards of population identification
from samples must be resolved directly after incidents occur, Alternatively, the parts
may be replaced on the bagis of an acceptable probability of failure from a safe life
reliability analysis scheme, Of course this makes some assumptions about the expected
usage of a part. However, a fail-safe or damage-tolerant structural design process
provides a practical opportunity to treat fatigue crack initiation on a part-to-part basis
if unanticipated damage does initiate prior to predicted goals.

Some of the early work sponsored by AFML explored the variability of the initiation of
fatigue damage in terms of statistical and related reliability concepts. This led to an
examination of the time-to-first failure rathor than a factored “average” time to assess
fatigue performance. In reference 1, characteristics of the log-normal, Weibull, and
gamma distributions were studied relative to the first failure for a range of sample (i.e,,
fleet) sizes. A further development on the upplication of this first failure concept to a
fleet was reported in reference 2. This latter investigation developed the concept
involving specific structural details in relation to the task of design, manufacture, and
subsequent operational exposure. This study considered the associated practices of
fatigue life estimation, supported by developmental and verification testing of the
aircraft structural system. Primary emphasis focused on the application of the
log-normal and Weibull distributions, describing fatigue damage initiation variability.
Scale parameters were determined by examining test data from many groupa, mosatly
small ones, of various types of spocimens. A standard deviation of 0.14 was derived for
the log-normal distribution shape parameter, while the value 4.0 was appropriate for
the Weibull distribution. Using the Weibull distribution function, an application of the
time-to-first failure concept was made to a tanker transport type of aircraft subdivided
by usage into a number of different fleets. Eight different details, which had laboratory
identified fatigue porformance during the design stage, were investigated for their
subsequent behavior in the operational fleets. A promising correlation was found
between the predicted fatigue performance and service results available at that time.

In reference 3, the problem of identifying a representative distribution to characterize
fatigue scatter was explored for aluminuin alloy materials as well as titanium and steel.
A technique for normalizing and utilizing the data from many groups of tests was
applied. This process made available thousands of test points and provided an insight
into the extreme behavior of the normalized test data. The Weibull distribution
appeared to fit the tendency of the data to flare out at very low probabilities. Other
subsequent studies were made cn the application of this reliability technology scheme to
another type of cargo airplane and a fighter aircraft, references 4 and 5, respectively.
Both of these studies indicated that the early failure concept provided a corroboration




with fleet performance. However, the Weibull distribution provided a more conservative
_ estimate of fatigue damage initiation than the log-normal distribution. Furthermore,
‘;‘.' the fatigue results demonstrated by laboratory-programmed loeding tests indicated
scale factors less than the standardized values of reference 2. This is not a
X contradiction, since it is the result of statistical assessment of observed data and the

‘l related problem of sampling. - . ‘ :_
! B
In the reference 6 study, two other concepts were explored for application of the
n reliability analysis scheme utilizing the first failure approach. One proposed S

determination of the scatter factor as the ratio of twu random quantities, namely the
test life and service life from a Weibull population. This approach is different from the
previously proposed scheme which samples a population to estimate its location
A parameter and calculates the likely occurrence of the first or early failure. 1'he smaller
scatter factor of the former estimation scheme is illustrative of the different approach.
A second variation was the definition of a joint scatter factor to combine the effects of
fatigue and usage. In the reference 2 approach, the characteristic or mean life is treated
¥ as an input, principally because of the very nature of tumulative fatigue damage
response of materials. It is of pertinent interest to note that both references 4 and 5 had
illustrations in which prediction did not correlate with service results. However, this L
observation is not unigue to those two investigations. Hence, the introduction of & joint 3
scatter factor for fatigue and use is not included in the basic reliability analysis scheme.
y Certainly, additional work seems necessary to evaluate and judge the part played by g
- measured usage in terms of cumulative acceleration counts and the responding "
o cumuiative damage. X

v

o Considering further the choice of a representative distribution to simulate the L
¢ variability in time-to-fatigue crack initiation under a given loading environment, an }
; experimental study, summarized in references 6, 7, and 8, generated order-statistic test
data from multidetail specimens. A graphical study of all the data (refs. 7 and 8) did not k!
indicate an obviously superior fit of the experimental external data by either the &)
Weibull or log-normal form of distribution. However, the Weibull distribution generally
. predicted an earlier, more conservative estimate of the first failure than did the
R log-normal. This was particulerly apparent as the level of reliability varied from 0.50 to
I 0.96 for the early failures.

As noted in a preceding paragraph, the log-normal and two-parameter Weibull :
| statistical distributions were compared with empirical distributions obtained from a g
E ' ] considerable amount of normalized fatigue test data (vef. 3). These empirical 3
! " distributions were observed to have a tendency toward symmetry between the upper and

i lower halves when plotted on normal probability paper, and also to have a flexure mode. e
_ This latter behavior disagrees with the characteristics of the log-normal distribution, ]
e whereas the former symmetry condition is not found in results generated from &
a Weibuil model. However by transforming the basic two-parameter Weibull distribution, 3
a new “symmetric-Weibull” distribution was obtained, which had the basic form of the
empirically obtained fatigue test distribution.

‘ Subsequent to this investigation, it was determined that the modified or i
Lo symmetric-Weibull distribution belonged to a new class of statistical distributions
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(ref, 9) that contained certain reciprocal properties (ref, 10). It was clear, therefore, that
other distributions within this class should be examined to determine if a more suitable
fatigue life distribution model was available, In this context the term suitable is not
necessarily limited to an evaluation based on data correlation but must include aspects
of ease of application, philosophic rationale, etc. For example, the fatigue distribution
model that would show the most correlation with the data is one formed empirically
from the data, This would contain many more parameters (ref. 11) and would thus
betome extremely difficult if not impossible to apply to typical problems such as
parameter estimation from censored observations, determination of confidence bounds,
and so forth.

It should be realized that an airplane designer is frequently guided by the past
performance, either operational or test, of similar components to the one pre:ently being
designed or modified. Operational fatigue data are, without exception, of the extreme
event type, and as such information needs to be assessed it is necessary to have an
estimation procedure, preferably giving unbiased values, for the general case of
censored data. Consequently it is advisable, for reasons of practicality, to keep the
numbers of parameters or variables to a minimum.

The correct interpretation of operational data is further confounded by the fact that all
of the limited information may not be completely identical, but come from nominally
different subsets; e.g., small differences in failure locations, atructural operation, etc. It
is, therefore, most desirable to have the capability of: (1) obtaining bounded estimates of
the distribution parameters from the censored data and (2) testing the hypothesis that
different censored data subsets actually do or don't come from the same parent
population.

While fatigue crack initiation is a key milestone in the usable life of a structural
aystem, the presence of fail-safe or damage-tolerant capabilities in structures introduces
concepts of crack growth, inspection control for detection of initiated cracks before the
dcierioration of structural safety, and the upper limit of crack growth as dictated by the
residual strength capability of the fatigue-damaged structure. Thes: elements of fatigue
performance of a structural system are all a part of the basic reliability plan of this
current investigation. This multidiscip.ine structural reliability method, initially
described in reference 12 and subsequently revised and expanded in references 13
and 14, recognizes that the time-to-crack initiation and its growth is a random event.
However, current Air Force philosophy (ref. 15) reflects an approach based on the
preexistence of a flaw at a critical detail in the structure when it enters operational
service. Hence, sume accounting for the concept of an undetected flaw at time zero is
also a desirable element of this reliability analysis scheme.

Thie report discusses the findings from an investigation of the topics mentioned in the
preceding paragraphs. The new class of distributions is discussed in section 2.0, and four
distributions from this class are highlighted. Section 3.0 discusses the development of
parameter estimation procedures, both censored and uncensored data, for one of the
described distributions. An efficient method, which is believed to be a major advance, of
obtaining unbiased estimates and confidence bounds for censored data is also described
in this gection. Additionally, a means of testing the hypothesis that two independent
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‘ data samples belong to the same parent population is presented. Finally these developed o
: procedures have been applied for illustrative purposes to some real samples of censored ‘
e fatigue data.
\x The discussion given in section 4.0 of this report covers the rationale for development of '
£ the preflaw model; section 5.0 describes the model and its application to the existing -‘-gj
V ' reliability analysis system given in references 12 and 13. Finally, section 8.0 covers the 'Y
v results of some parametric studies made using the expanded reliability system. Y. .
i ¥
* . - k
; Two other sections complate the document. Sectior 7.0 discusses structural data input E
considcrations, and section 8.0 gives the conclusions reached from this investigation and B
, lists some recommendations. .
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2.0 THE ADVANCED DISTRIBUTIONS

2.1 A NEW CLASS OF ADVANCED DISTRIBUTIONS FOR FATIGUE DATA

A considerable amount of fatigue test data waa collected and normalized in an earlier
investigation (ref. 3). These normalized results were then used to define empirical
distributions which, when plotted on normal probability paper, demonstrated both a
flexure at the tails and a symmetry between upper and lower halves.

A transformation of the two-parameter Weibull into a symmetrical-Weibull distribution
was developed and was found to have thé characteristics of the empirical distribution.
Subsequently, it was eatablished that the symmetric-Weibull distribution belonged to a
new advanced class of distributions that had certain reciprocal properties (refs.9
and 10).

The following initial study considers four distribution functions from within this new
class of distributions, The first is the log-normal distribution that can be used as the
reference baseline, and another for obvious reasons is the symmetric-Weibull. Two other
distributions are those from reference 10 and are labelled as the hyperbolic sine and the
inverse hyperbolic sine distributions.

These distributions, described in the following paragraphs, are based on three
parameters. In their application to modeling fatigue performance, it is assumed that a
flexure parameter will represent material behavior; a scale parameter will retlect such
variables as configuration, size, type of loading, etc.,, which are characteristics of the
specimen and the fatigue test; and finally a location parameter which will depend
primarily on the magnitude of the loads to which the test specimen is subjected.

2.1.1 THE ¢(-NORMAL DISTRIBUTION

Let E be a class of real valued functions 8o that if ¢e2 then it satisiies the functional
equation

E(t) = <(1/t) fort > 0 (2.1.1-1)

If T is a nonnegative random variable so that there exists constants a, 8 > 0 and ¢¢E,
for which

‘-L.e (%) ~ Normal (0,1)

then by adopting a nomenclature analogous to that of the log-normal distribution, it can
be said that T is ¢-normal.
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i Thus if 1' is ¢-normal with parameters «, 8 > 0 and has a distribution F then ¥
by ' N \ ‘
; F(t) = & -a-E(t/ﬁ)] fort > 0 3
\ where : ’. 7‘!".“,
¥ : 1 x | _ | 48
3 o0 = = [ ot 2at (2.1.1-2) &
i vir | |
\ To facilitate comparison with currently available plotted data that are so frequently in ¥ ;ff:
L terms of the logarithm of the number of cycles, consider the log-life variate X = €nT and 5
take its distribution G to be of the form K
G(x) = ‘P['{;w(x-u)] o0 L x < oo (2.1,1-3) b
{ i'."
i where u = ng; w(x) = £(e*) for all x. _ N
M
Now consider a class of functions €} defined as foliows: \'
' weS iff w’ » 0, w' » w"” and wis odd, checking that weS iff ke e,
: | (2.1.1-4)
when w(x) = £eX) - < x < o
;';
i , g Examining now the closure properties of ). Assuming that if i
|: i W, , w, € then w, +w, £ A
? o
" | and moreover if [
[{ weanda> 0,0< b < |
;
L
i
3

then both

FmzE—

w,, w, e where w, (x) = aw(x)and w, (x) = w(bx) for-co < x < v

As a consequence, for any given we(l, a three-dimensional parametric family of
distributions of the log-life can be generated, namely,




j G(x: a,y,u) = d’[}v‘*’(%ﬂ)] 0 <X Koo (2.1.1-5)
wherc a > 0,y > 0, ~» < pu < o, -
i In this notation, u is the location parameter, y is the scale parameter, and a is the -
* : flexure parameter. The flexure and scale both together control the shape. (Note that if b
¢ it is required’ that ' >»w", a restriction y > 1 must apply to ensure the closure b
& properties.) : .
‘\ | Examples of such functions w, which correspond to known parametric families, for '
P - < X < ™, are: )
i i w,(x) = sinh x ;I
# .
’ w,(x) = wl-l(x) = Qn(x+{x>+1) ‘!_
' ' which corresponds to the distributions of Birmbaum-Saunders, and ‘
' .
s AN,
Y
: wy(x) = q’“[F(x)] >
H i . .
¢ where F
{;5 F(x) = ~—1~'—s-23-’1-’-‘— + (sgn X} exp { -(QnZ)e"XI} ’
d i
. which corresponds to the symimetric-Weibull distribution. v , E
'. Finally for comparison, a well-known and commonly used fatigue life distribution is ; "t?
’ taken as -
w(x) = X : 'n .
b
) which corresponds with the log-normal distribution as it was shown earlier that .",:’
| X = fnT. .
2.1.2 DISCUSSION OF EXPLORATORY APPLICATION AND RESULTS ' :
‘ 'The typical bahavior of this class of distributions is illustrated in figures 1 through 4. _ '
! These show cumulative frequency plots of the four statistical models, discussed 8
’; previously, for severi! arbitrary values of the flexure parametor a. It is clear from these
i
T‘ 9 ::‘
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illustrations that the log-normal model (fig. 1) plots linearly and thus does not have the
flexure which has been observed to be characteristic of fatigue data. The other three
selected models are all seen to flex with the hyperbolic sine distribution, (fig. 2), flexing
in a direction opposite to either the inverse hyperbolic sine or the symmetric-Weibull
distributions, figures 8 and 4, respectively. These lattar three figures also vividly
demonstrate the importance of the flexure parameter «, because it is obvious how the
frequency plot can go from almoat linear to highly flexed depending upon the magnitude
of «. Finally the scale parameter y is seen to govern the slope of the plots and is thus
analogous to the standard deviation parameter of a normal distribution.

A large amount of aluminum fatigue data was normalized and plotted on normal
probability in reference 3. These data have been reproduced in this report in figure b
using the a-ordinate, y-abscissa format of figures 1 through 4. The amount of flexure
exhibited by the data is immediately obvious, and the almost "mirror image” nature of
the lower and upper halves of the curve is also clear. The best log-normal and
symmetric-Weibull distribution values are superimposed on the data-curve. This chart
demonstrates that the log-normal plots linearly as expected and the symmetric-Weibull
does follow the data trend and flex, although not r::vigh to exactly match the data at
the extreme tails,

Figure 6 shows the comparison of the Birmbaum-Saunders inverse hyperbolic sine
digtribution with the aluminum data curve, A value of & = 0.74 was used to compute the
curve shown in this figure. It is clear from figure 6 that this distribution model can
virtually duplicate the empirical distribution, with only a small minmatch in the
extreme upper tail at approximately the upper two- or three-tenths of 1%,

It had bosn presumed at the beginning of this investigation that the flexure
parameter o would be a material parameter and that the scale parametery would
reflect atochastic differences resulting froxn variations in specimen geometry, testing
methods, etc. Thus, it can be anticipated that the flexure parameter found to produce a
good fit with all the aluminum data will bo found to be close to the individual values
obtained after analysis of the separate data subsamples. Furthermore, in order to
facilitate the development of the subseguent estimation theory and ite application, it
wae decided at this time to concentrate on the inverse hyperbolic sine distribution.
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8.0 DISTRIBUTION PARAMETER ESTIMATION

3.1 'l‘HE ESTIMATION OF PARAMETERS

Suppose that there is a complete sample of failure data (x;,...,x,) from the

distribution
' G(x = 1 X -4 o
G(x) ‘b[f&- w( ” )] - X < oo

where w is known but the parameters a, y, u are unknown. The density of each

observation is ‘
- o[l L o )
gx) = @ [q_w( Y ,)]017“’ ('y
and thus

. An2n 1 X- of X-
fng(x) = _-i(.-.l 5;—;:»’(—;73) .gn(a»y)ﬂznw (-';4‘-‘-)

The log-likelihood then is

n
L =E Lng(x;}
1

which, except for a constant independent of the parameters, is

=% ). L ofXiK XiH (3.1.1)
Liszn(ory) (o) (S )} .
In order to maximize tha likelihood consider
o (2)
aL= N /"i “)w ("i"“)l % (3.1-2)
u “\y vy /2 (_:_c_,_g)
W\ ]
1) i

(3.1-3)

w2 ..-,-‘-Lf.) : T,
AL __.._I..._‘ (9.1-4)




e

e R TNy, RN o s T

AR p g e T

g LT g Gl

=i

N

o o fyr o

Now the joint solution.of 8L/8u = 0, 8L/dy = 0, 8L/0a = 0 will yield the maximum
likelihood (ML) estimators d, v, and 4. Thus, the simultaneous golution to the following
equations in the variables {(a, v, #) is sought:

IR Y N WO 2 K TE, <x' “) |
;;‘Fw("?")w(—.;—,-) "21: .o:"(_x-;i’T (8.1-5)
1 LRk X{# Xy 1A X ”(xlﬂ
ainzl:( ) (7 ) ( )‘?1'21:(l )‘——1—'“1 (3.1-6)

)
w
P
Xi-#
@ = -2 ( ‘ ) (8.1-7)
As a notational convenience, define as implicit functions of u and y the values

XiM
yi==-;-— i=1,..,n

and introduce, for any function f, the averaging operator
1 &
oy = —,;}Ff(yi)
Define the functions of (u, y):

_ )
i(il)> < R(y i)>

and

(yip(yi»

R{y;)) -1

w..ere the ratio and product functions are defined by:

R ='W, P = ww (3.1-8)
and both R and P are odd.
12
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3.1.1 MAXIMUM LIKELIHOOD ESTIMATE (MLE) ITERATION METHOD

Theiteration method for the situation when three parameters are unknown is as follows. For
i=0,1,2,... '

Step 1: Given u;, solve for y in the equation
]
H () =0
Call the solution y;

Step 2: Given yj solve for s in the equation

ﬁ(“ﬁ}) = 0

Call the solution gy4;

v

Set
My = X and ﬁ= lim Hj» 9= litn Yj
jroo jroo
then set
AN
X;H
= i J
- CCE)
where
A
<f(x)) is the averaging operator = . (2 f(xj))
" :
To apply the Newton-Raphson technique above to solve the equation f(x) =0 for the |
single variable set »J
f(x;) y
X1 = Xp - i=0,1,2,... o
I ey |
' 3
4
3
then lim x; = x¢ will satisfy f{x() = 0. ;
Jorco
&
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Thus, it is necessary to know both partial derivatives

aH" oH
oy 'ou

#0 as to be able to determine their behavior.

Examining first 6H/8u ; it is checked that -

"é%@(yi)) = ; ¢'vp) L (8.1.1-1)

1]

'E?_u Rayp) ,ly ®'(yp)

3 2
s ) = -5 (o)

AR G o+ 2 o)
» S o)y

+(R'(yy)

Similarly it is found that

3H (w’(yi)> (y{*P'lyp + Yip(yi)>+ 2 (y{Py;) :

y + (PR + yRUp)

o o @) °

. 2
* PP 2 (yP
? W) (w’(yi»

+ <yi2 R'(Yi)> (3.1.1-2)

3,15 DISCUSSION OF EXPLORATORY APPLICATION AND RESULTS

The initial task in testing th¢ MLE equations and the Newton-Raphson iterative
techniques (sec. 3.1.1) was the selection of some suitabio data. A large number of such
samples are listed in appendix III of reference 2. In order to facilitate the initial
estimates, it was decided to select data of sample size = 10 specimens. The first such
acceptable uncensored test sample comprising 10 specimens was selected from
reference 2, and the described MLE methodology was applied. Unfortunately at this
initial attempt at estimating the distribution parameters, it was found that the
estimators did not exhibit convergence and so no solution was obtained,

14
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An understanding of the nature of this problem was most important, and so it was
decided to generate several values of the partial derivatives 6L/6u= 0 and dL/ay = Q,
(see sec. 3.1). The piotted results shown in figure 7 demonstrate that both quantities
appear to be approaching their respective asymptotic vajues without ever intersecting;
i.e., no common value as would be necessary for an MLE solution, Thus it seems that for
some quite typical fatigue data, as evidenced by the test results given in figure 7,
problems would be encountered using the present form of the MLE equations,

To obviate the difficulty encountered in this numerical analysis, equivalent forms of the
MLE cquations were tried but without any more success, Attempts at redefining or
reparameterizing the equations also proved fruitless. Subsequent additional studies
then showed that in certain cases the simultaneous MLE’s of all three parameters do

not exist.
3.2 NONEXISTENCE OF THREE MLE'S IN CERTAIN CASKS

In section 3.1.2, mention was made of the lack of an MLE solution for a fairly typical
sample of fatigue data. The data values and the estimator results were shown plotted in
figure 7. Consider how the behavior of the hkehhood function when w is S-shaped as

ghown in the schematic below:

w(x) W
4
o X
Now w is S-shaped if
| > %il > W) >0 W)= 1 (3.2-1)

and

w'(x) and %-(}—) both decreass as |xl increases (3.2-2)




Consider the joint log-likelihood equation involving only the parameters u, y having
previously eliminated a. Then write

I_wn R L 1 o (R
L(uy) = n(ay) - —— w’(———) + = hw'|(— |
mnggl v n o= v )
|
3 5
where « is a function of ., y given by i
1 0 xl'“
a2 = —2 w? )
15=1 ( Y

After substitution and simplification it is found that

1§18 XjH zz LIS o N
L(uy) = -58n{— IRV Ll pne(AE 2-
(u,y) 50 "}i:;'l [70;(7 )] 3 né] nw(,y ) (3.2-8)
| :
| "
Now set '-'f]
L
’ 1= Ii , 1

a=mix |yl |
i=1 | !

Thus from equation (3.2-1) for isl, ..., n

[w(yi/*r)]2 > yi’[w'(yi/'y)]2 2y [w’(u/~1)]2
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Upon substitution it is found that

n
L(u,y).vf....%ﬁng%lzig] yiz; + :l-z < - fnw'(aly)

On the other hand from the bound in equation (3.2-1)

oa? = a[elim 2
hotyyn]” = yi’[m——]

< yiz fori=1,...,n

and thus

1o §1 ¢ 1,18
Liu,y) >—§Qn23 Zi-gl yiz ‘-i'l'a é] an'(yi/'y) (3.2-4)

From equatiorn (3.2-2) it is known that

W'(yi/7) > W'(afy)  fori=1,...,n
and thus fron: equation (3.2-4) it follows

n
L{u,y) +%}2n§%21 yi1$+;- » Lnw'(aly)
l:

As a result it may be remarked that the log-likelihood is bounded by:

1
fnew'(afy) < Liuyy) +‘1;§9.n§-:-l 2131 (xi-u)zz +5 < Anw' @)

where
n
8 = max |x;-ul
i=1
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It follows, of course, that in the limit as y+» the log-likelihood approaches a limit for
which the maximum value of u is at X. Moreover those w's chosen for study show that
this limit is reached very quickly. In addition computation also indicates that with
o " defined as shown earlier, that with u fixed, L(u,y) is an increasing function of y > 0.
Thus the likelihood is maximum at 4 = X, and X is an unbiased estimate of u. But
the maximum likelihood of y does not exist.

The problem of characterizing the class of w’s for which L(u,y) is an increasing function
of y seems to be difficult, It must be that as y+x the second term of equation (3.2-3)
increases while the first term, which decreases, is completely dominated.

Faced with the fact that for some w’s, which are of practical interest, the MLE's of all three
parameters may not exist, it is now necessary to seek some alternate method of estimating
the flexure parameter. This follows in the next section, .

3.3 A SIMPLIFIED ESTIMATOR FOR UNCENSORED DATA

The discovery that, for some fairly typical samples of data, MLE'’s of all three
parameters do not exist meant a revision to the planned approach. Now it was belleved
that if one of the three parameters could he assumed to have a known fixed value, then
MLE’s could be made of the remaining two parameters. The most likely candidate for
having least variation was considered to be the flexure parameter «, and so some means
| were necessary to determine its probable value.

In order to facilitate this development stage of the investigation, it was decided to b

| concentrate on the fairly large uncensored samples of data from reference 2 in the o

i determination of the distribution parameters. Keeping the problems of the MLE in R
B mind, some consideration was given to the development of moment estimators as a ¥
I simpler means of obtaining parameter estimates from fatigue test results.

Unfortunately, a general method suitable for all distributions within the class of .
distributions studied was not determined. Even conventional estimators such as the 3
. method of least squares did not result in computable estimates of all the location, scale, “
N and flexure parameters simultaneously. ‘E
k i However, a fairly simple estimator, which has been labelled the “STAR” estimator, was X

developed by combining the momer.. and MLE's. The application of this estimator was
limited to the Birmbaum-Saunders inverse hyperbolic sine distribution and has shown )
! itself capable of consistently solving for all three parameters from fairly large sainples
! of uncensored fatigue data. For éxdmple, considering the distribution given as: p

| w, (x) =sink™ (x) (see sec. 2.0) o A

= e
[ oy
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Then letting

BE =%

and the solution of the two equations in a, y; namaly,

& =yt (sii"f_i) | @.3-1)
o?= L 211 w 2(..’.‘.‘_.-’.z.) |
L A (3.3-2)

Now 3olve for the solution y* in the equation in y

-

1 Ra K "i‘)
2 [5) et

i=]

by some iteration method. Then

e{imfaey])

It is known that u* is unbiased and consistent, and so a* and y* are consistent
estimators and have been found to converge quite readily.

3.3.1 DIBCUSSION OF EXPLORATORY APPLICATION AND RESULTS

Saraples of fatigue data have been selected from appendix III of reference 2 and
analyzed using the STAR estimator. Only uncensored samples of size n > 6 specimens
per sample weore selected, Initially it had been the intent not to consider any ssmples
compriging less than 10 observations, but this did not provide a sufficiently large data
base, and so additional smaller sized samples had to be considered.

The results of the data analyses have been plotted in the form of cumulative frequency
versus flexure parameter graphs (figs. 8 and 9). It must be noted that emphasis has
been given to the flexura parameter for reasons mentioned previously, although all
three parameters were in fact computed by the procedure desecribed in section 3.3.

The 184 sampies of fatigue test data, which were collected and analyzed, came from a
multitude of original sources and contained several veriables (table 1), These data were
consequently grouped in several different categories of interest, and their flexure
parameter characteristice were compared. These comparisons are illustrated in figures 8
and 9. It is readily apparent that there are no fundamental differences in the results
presented. All show that the large majority of the population falls within a narrow
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::« ‘ range of values of the flexure parameter. This small variation over the central portion

A and the somewhat larger variations at the extremities are most probably sampling

g‘f ' error, although this has not yet been established, Furthermore, it is noted that the

e weighted mean values of the flexure parameters of the various subgroups are all very

i ‘} similar, thereby providing additional support to the hypothesis of an acceptably

¢l constant value for this parameter. It must be emphasized that the data selected for this

f‘;'. study covered a considerable range in the extent of the sample scatter. For example, iR
;;S,"‘ ' ‘! using the parameter of standard deviation of logarithms (base 10) as a measure of ' N
LR variability, the largest standard deviation within the analyzed data samples had a "
™ value of 8 = 1.304. However, in spite of gross scatter such as this, the flexure parameter R

was not too influenced, therehy demonstrating its relative insensitivity to variability in G
test results. L

Finally based on the results of the 164 aluminum alloy test samples that have been
analyzed, the weighted average value of the flexure parameter is a* = 0.64. 3
Furthermore having determined that the flexure parameter remains almost constant, g
the three-parameter distribution model being investigated can be treated justifiably as by
a model with one known constunt and two unknown parameters which require P
estimating. The estimation task is then substantially simplified and, therefore, oy
facilitates the application of MLE procedures thus providing the necessary capability of \
svaluating smaller sample sizes and, more importantly, censored data. "

|
{
.
8.4 ML ESTIMATION FOR TWO PARAMETERS USING CENSORED DATA e
O
i
1 Assume a data sample comprising both real life length observations xy, . . ., Xk and censored . |
3 life lengths Xy 4.1, . . ., Xn. In these circumstances the value x, is taken to indicate that the ith . *
. \ component was alive at time xj for i = k+1,...,n. sy 4
L B R
b :i Assuming that the life length observations are from the distribution [
I I 'R
. 3 ‘
? . | G0 =@ fo )] m<x<o Y
S 1 |- ~,| |
‘ ‘ M
. Hi where @ i8 a known odd function, but the location and scale parameters, u and v, P g
. 3 respectively, are unknown® Then the density of each observation is P
‘}r gx) = &' w(x'“) W (XB) ) i< N 1
R T Y] v R
k)
I“ . “S o
l' ER *The flexural parameter is taken as being constant and known and omitted in this development l-'

by assuming a value of unity,

’ -’,'l, 20
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2ng(x)= '!_2%(21}4 W (—-F-)any+2ng) (x “)

The probability of an “alive-time” of value x, is

PX>x) = 1 -G(x) = & [w(fi,,-’i)]

with the last equality following since « is odd,

Tt follows f¥orn this that the Jog-likelihood for the set.of complete data (x, . . ., xp) is

L= }_‘é; Dng(x)) + Zikﬂ szncb[ (& . i)]

Defining the cumulative hazard as

Q(x) = -2nd(-x)

gives

l...

i § [t (D) 8 ofufi2))

Upon taking partial derivatives, it is found that
wn( i“)
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By utllizing the product and ratio functions, P and R, respectively, originally defined
in section 3.1 as

P=ww and R = w"/w’

e,
-

and aetting e et

htx) = gfw(x)] w'(x)

The two equations aL/ou - 0 and 8L/dy = 0 can be rewritten as

}:{P x‘")}+ 5 n(E5)=0

k+1

(3-4“1)

and

)] ¥ “? En xih(if',:ﬁ)“ 0 (3;4-2>

T 2 "i['(‘w) (x

Thus, to obtain MLE’s of the location and scale parameters, it is necessary that
equations (8.4-1) and (3.4-2) be solved simultaneously, using some procedure such as the
two-dimensional Newton-Raphson. Further, in order to obtain an MLE in the special
case when there are no censored data, merely set k =n, Then, from equations (3.4-1) and
(3.4-2) and by setting d(x) = P(x) - R(x),

11 X1
:; d(_l.ﬂ)éo
=1 N7

T

and
. +1 in: Xi#
! n =1 Xid( 7)=0

need simultancous solution ¢t obtain MLE’s for 4 and y.

It can be shown, for the cage of complete uncensored samples, that the atatistics

A §
T=ExlandV =1
Iy ¥
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have a joint distribution which is independent of the parameters u,y.

By definition i,y satisfy the equations

% o) -0 1= B2l o

i=1

Now by adding and subtracting u and letting y; = (x; - u)/y which is stochastically
independent of u,y, in distribution yields the two equations in T,V namely:

£

S ;11 (‘} +T) =0, lwl— 2‘: ( i‘f'f)d(v T)

Clearly the distribution of T,V does not depend upon u,y and neither does
u-fi
TV = =

This same result holds in the case when a aample is truncated at the kth ordered
observation.

3.4.1 TESTS AND ESTIMATION FROM GROUPS OF DATA

Throughout the following discussion suppose that there are several samples from
different populations; i.e., there are m such samples,

xi‘j,...,xn,j t‘orj='1,...,m

where ny observations are taken from the jth population with parameters (ay,yj,u,) for
j=1,...,m Now compute the two sample atatistics
n :
o~ 1 J (30401'1)
0y 2‘3 _

2 = ..---r E (Xu‘gj)z : (3.4.1'2)
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where Xy as a'normal distribution transformed by w, with parameters

(ozj,'yj,uj) fori=1,..., 0y

then
Z: =.=_l... w (M) i=1 ngj=1 m (3.4.1-3)
d aj ’Yj y ooy jl ey

are independent identically distributed standard normal variates. Since w! is odd it
follows
XijH

E(--,Y.j-_) = B (o4Z¢5) = 0

“ . Exﬁ = p,j e e

and thus X, is an unbiased estimate of u;. But note also thai
xﬁ gTp 2
-1 1=
E[w' 2] E( g J)

By defining
oj’ = var (Xjp) (34.14)

then

of = B (gZy)? (3.4.1-5)

and it is known that an unbiased estimate of 052 is the sample standard deviation
squared 5)%.

Thus it is seen that this family of distributions separates the variance into the product
of two factors. The first factor is the scale parameter, ¥, while the socond factor, say
B(a), is determined by the flexure parameter, o, and the family characterization
function w;i.e.,

By =Bl @P = [ Wl @raed)




- |
| Thus the equation, valid for only large samples, of I ‘
o @ = |

|
: E forces the utilization of an independent method for estimating a). . ! j;
: ‘ In oné case, namely when '--
\‘l: | w(x)=sinh™ () = fn(x + /x341) o

ﬁw(a) may be computed explicitly. '

Let X ~ N (0,¢2), recalling that

\ _t;.L’

E(ctx) =g

21X 940X L
N S e _ B, () =E(sinhX) 2 =.E(i.-~22_+3~ , R

ey

‘ and finally

3 2
7 Be= 7 @D BE
1 &, B |
1) j
l‘{ T :"::‘
i g from above . i
{7 2 &
& { . ezoz -1 R
5= (557) A
1.9 R 4
H thus for samples large enough that 5% = o2, A
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8.4.2 DISCUSSION OF EXPLORATORY APPLICATION AND RESULTS

Four data samples were selected for initial evaluation of the ML estimator just
described. These trial cnses, all of size n = 10 observations, were chosen because of the
dissimilarities in their estimated parameters based on the STAR estimator. These data
and their estimated parameters are given in table 2; the behavior of the estimator for
the first data sample is shown in figure 10. It is interesting to compare figures 7 and 10.
In both cases the generated values of the partial derivatives 8L/8u = 0 and 8L/dy = 0
have been plotted for the identical fatigue data sample. It is readily apparent that in
figure 7, when the flexure parameter was treated as an unknown, no clear cut solution
appears to exist as both the plotted curves run more or less parallel with each other
toward some asympototic value, However, in the case of the known flexure parameter
a = 0.84, there is an obvious singularity resulting in unique solutions for both the
location (1) and scale (y) parameters.

Next a censored sample comprising 16 failure observations and 32 censored times was
investigated. The resulta of this test and the data are given in figure 11, Again a clear
singularity is shown, demonstrating that the MLE procedure is functioning for the
censored case also, It was also noted that convergonce was rapid.

The ready convergence of the MLE solutions, when given the value of the flexure
parameter, has been convincingly demonstrated. Therefore, the data previously
investigated to establish this parameter were reevaluated using the value of a = 0.64
and MLE's obtained for the scale and location parameters, These results have been
tabulated in tables 3 and 4.

A study of tables 3 and 4 shows that the flexure parameters remain almost constant
regosdless of comparisons made between life lengthn, types of specimens, or loading
procedures. Considering first the life length comparison, it is seen from these tables
that although the data hava besn subdivided into groups depending on the magnitude of
their respective location parameters, the resultant weighted average flexure value for
each subset is almost identical. In table 8, the weighted average #n-normal standard
deviations for tho same data groups are also shown for comparison, and it is scen that
the trend of the deviation values is to increase with increasing values of the location
parumeter, In table 4, the flexure parameter estimates of the investigated data are
grouped according to specimen types and loading procedures; once more it is noted that
this parameter remains uninfluenced by such variables. However, the scale parameter
estimates are seen to have more variation both overall and when comparing specimen
types or loading procedures.

These observations, therefore, have given some substance to the initial hypotheses of:
(1) a flexure parameter that is constant and independent of life length, geometry, and
loading considerations; and (2) a scale parameter that reflects geometry, loading, or
other such variables. It must be pointed out that this study has not included, to date,
other materials such as titanium or steel because of the difficulty in readily obtaining
sufficient suitable data. The comments just noted have been based solely on aluminum
alloy information and may, therefore, require some adjustment when further data are
evaluated. It should be emphasized here that aluminum fatigue data with both very
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little and extremely large scatter were included in this investigation, and no systematic
differences in their estimated flexure parameters were observed when compared with
estimates from more typical looking test results. Therefore, it is believed that the value
of the flexure parameter will not alter by much for materials such as titanium and
steel, :

Tables 3 and 4 also give the comparison of results obtained from the STAR and MLE
estimat.rs; it is quite clear that both methods produced almost identical estimates with
regard to the location parameter, u, values. In the case of the scale parameter, v, the
difference in the MLE and STAR results, although still small, was more noticeable, The
scale parameter is, to some extent, dependent on the masgnitude of the flexure
parameter. As a result, when the constant MLE flexure value is less than or larger than
the STAR estimated flexure parameter, then the MLE scale parameter ia larger than or
lesser than, respectively, the STAR-estimated scale values (see table 2).

Finally, it was noted that there was a tendency toward a small lowering of the MLE
scale parameters with regard to the STAR scale estimates. This can be seen in the
results given in both tables 3 and 4. Novertheless, the overall trend of the results
obtained by the MLE method i& the same as that given by the STAR estimator, and the
imposition of a fixed value for the flexure parameter does not appear to alter the
behavior of the other two parameters.

3.5 SIMULATION METHODOLOGY TO GENERATE SPECIFIED r ORDERED
OBSERVATIONS OUT OF A SAMPLE OF SIZE n

The structural performance of a fleet of airplanes is typically based on the performance
of the weakest airframes, with the result that the extreme, isolated incidents become
the basis of the information for subsequent operation and/or modification of the
airplane. Therefore, consideration must be given to the important problem of simulating
fleet performance; i.e., the generation of the first (early) failures (damage) among a
larger number of identical components that are exponed to the same operational and
loading environments and that are assumed to be independent.”

One way to do this, if, for example, the first r observations in a sample of size n were
desired, would be to generate the n observations, sort them, and then discard all but
the first r ordered observations. It can be seen that this procedure is both inelegant
and inefficient, and when repeated a large number of times—typical of simulation
procedurps—it becomes very costly. Alternatively, the problem can be formulated
mathematically as follows.

Generate the first r ordered observations out of n, given the density fix) for 0 < x <o
of each indopendent observation. The joint density of the first r ordered observations,
say (K¢, X2, ..., Xy), i

nr
B(X s Xy0 oo o Xy) 7;,'-’_1;),";1 p[Fx)]  0<x, <..., <x <o (8.6-1)
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%‘& where the distribution and survival diatribution are defined, respectively, by B
it x 3
o Fo= [ o, Feo=1-Hx, forx>0 g
1‘;“ i O oo “‘, '
9 I
=
\"}.‘L""r By setting r=1, it can be seen that the marginal density of the first, smallest
s observation is i
S n-l L
) t gx, ) =nfix Fx,) 0<x <oo (3.5-2)
i3
It ig found by use of the calculus of probabilities that the conditional density of the ;
(j+ 1)st ordered observation, given the value of the jth, is '
A )] | (3.6-3 2
i DL - 5-8) -
(Xp41 N(Xp) === : < Xipp < Lo
SR TRog™ L 3
checking that : "
_ rl .
g(xl ’ xzy oty x'l') "'g(xl ) rlj=] L!(xjﬂl xj) ! i n:"
which is in agreement with equation (3.5-1). 7 ol
=y 1
RE™ i
Now define the hazard function and the hazard rate, respoctively, by
H=mi h=H : g
Ry,
."5"' b
— 1 ;A
for the variate with survival distribution F, D ’ i i
: I
The formula for the generation of the first r ordered observationg out of n, with r =i n, '~ X ;
in terms of transformations by the hazard function of linear combinations of
independent, identically distributed exponential variates with unit mean, is now given: S
: ' ..
If H is strictly monotone, and so has an inverse, and Y;, Yy, . . ., Yy are independent, E
identically distributed exponential variates with unit moan, then K
- k \7 v
= - Pt ! =17 (35'4) b
Xk H [%l (lﬂ'—i:{.).] k ].-,...,I' R l
. - o
o
are the first r ordered observations out of n independent life lengths, each with N
survival distribution .
. -

F(x)=exp {H(x)} forx >0
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By letting k = 1, and showing that ¥ = n H(Xy), which implies that X has the density :
given in equation (3.5-2), it can be found that -

PIX, > %] =exp {-H(x, )} L d

I

Differentiating this to obtain the density of X, it is seen that the density is that given k.
in equation (3.5-2). : T
!

Supposing that aquation (3.5-4) has been verified for k= 1,2,...,jand l R
Y (3.5-5) :

HXp) = 2%«:1 @) :

it follows from the conditioual density of equation (3.5-3) that for a given x, 2 ?

. Yj+l = (n‘j)[H(Xj.H)'ij)]

. in exponential with unit mean. Thus, } .
Y+ : e

H (Xj.H )= H(xj)""l‘]“_::"— .‘f‘: .

and, therefore, from equation (3.5-5) .

R

Vi Y Y

"(xj-n)if;:l TN R S
AR .

where - 3
Yi . .3

Hoy) ):L,nﬂ—i o

B

is regarded as being given. Therefore, unconditionally '.‘
-

& N o

HXj P 4 1 g ]

which is the resuit claimed. o ,
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It is worth repeating that the practical method for simulating censored data, deve:oped
above, applies only to the technique of censoring by nuinber; i.e., where, after the first
few failure observations have been obtained, the data gathering is suspended or
aborted. Thus, all the nonfailure values are identical and, furthermore, must be equal
to or axceed the last obgerved failure value,

3.5.1 APPLICATION

The simulation method described in the preceding paragraphs can also be applied to
distributions other than the ones being uged in the following exaraples. For consistency,
it has been assumed here that X is a ¢-normal variate. Then, by definition

P[X > x]=¢ [—ét (g)] =eHX)  forx > 0

where
X

¢(x)=\/2-l"- f et2dt Lo < x < oo

- 00

is the standard normal distribution.

Thus, it can be found that
H(x) = -Qnd’[— 1-5(-"«)] x > 0
and
H' (y) =Bt~ [Fad i (e™)] v >0
The particular case of interest, as before, is the £-normal distribution defined as

)= JIX < (1/VX) forx >0

Consider now the three stutistics, T, U, and V, defined as follows:

e S T



which are known to be invariant with regard to their parameters. The distributions of
these statistics are obtained empirically by first generating censored data, using the
developed MLE methodology to estimate the parameters and then computing T, U, and
V. Finally, this procedure is repeated many times, and the results are ordered to form
the empirical distributions,

3.5.2 DISCUSSION OF EXPLORATORY APPLICATION AND RESUL’I‘S

Several samples of censored data (ref. 16) are listed in table 5. These particular data
have been selected as examples because they are fairly large samples and also are of the
properly censored type. It is noted from table 6 that the extent of censoring ranges from
20% to 90%, and that sample sizes range from 46 to 54 specimens.

Figures 12 through 14 illustrate some resulte obtained by using the simulation
procedure described previously. Figure 12 is a simulation of the first sampla listed in
table 5 and presents the simulated sampling distributions of the T and V statistics for
a sample of size 52 where 79% comprised failure observations and 21% were nonfailure’
censcred values. For comparison, the empiric distributions of the T and V statistics
for uncensored samples of the same size g8 the number of failure observations—in this
example 42 specimens—have been superimposed in the figure as dotted lines. A study of
this figure shows the slight increase in the spread of the solid line which represents the
censored case,

Figures 13 and 14 present simulated distributions representative of other samples from
table 5. A comparison of these figures clearly illustrates the increase in the amount of
bias in the distributions of both the T and V statistics as the level of censoring
becomes larger. This bias is helieved to be a result of firat the extent of the censoring of
the data and second the limited size of the sample. Again returning to the f{iguvces, it is
readily apparent that the bias in each uncensored sample’s V-statistic distribution is
less than that exhibited by the complementary censored sample. Furthermore, it can he
noted thot bias does increase as the sample size decreases, except for the T-statistic
distributions of the uncensored cases which, as expected, appear fairly unbiased.

Finally, figure 15 is presented to illustrate the relative impact on the T and V
distributions of the absolute number of failure observations and the level of censoring.
This has been achieved by maintaining the ratin of failure to suspended observations
but doubling the sample size. For this example, the data alrendy shown in figure 14
were selxcted as the reference; i.o., a sample comprising eight failure ohsarvations and
40 suspensions. Now, by doubling this to 16 failures and 80 suspensions, the level of
censoring has beer maintained ot the original 83%, but the absolute nuraber of failure
observations has been increasued by eight data points. A study of figure 15 shows that
the level of censcring becomos correspondingly less important as the number of observed
valuey increases. -

One additional check was conducted and is presented in figure 16. It should be noted
that all the preceding tiguves have been based on a flexure parameter (a = 0.64).
Therefore, in order v check whether variation in the value of this parameter should be
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a consideration, the first two data samples of table 5 were again simulated using
different values of «; the results were plotted in figure 16. It is readily apparent from
this figure that significant differences in ths distributions were not observed.

A direct result of this developed and demonstrated simulation methodology is the
! ability to obtain bounds for parameter estimates made from censored data. This is
} readily apparent from the figures where the deviation of the estimated values from the
: true values is clearly illustrated. For example, from figure 12 can be seen that the scale
parameter 90% bounds are 0.76 at the 5th percentile and 1.25 at the 95th percentile.

: 3.6 DEVELOPMENT OF UNBIASED MINIMUM VARIANCE ESTIMATORS
b FROM THE ML ESTIMATORS OBTAINED FROM CENSORED FATIGUE DATA
g

The following discussion is based on the assumptions that the variate X denotes the
logarithm of fatigue life, (i.e., X = n N, (see sec. 2.1), that the appropriate transform
(8ec. 2.1.2) is taken to be

W (x) =n(+Vx3+]) ~w < x oo

and that the shape (or flexure) parameter is known, but the location and scale
parameters, u and y, recpectively, are unknown (sec. 3.3.1).

Assume that a censored sample of the first r ordered observations out of n is given.
The computational procedures described irn section 3.4 are known to solve the implicit
; ML equations necessary to obtain the MLE's, £ and 9 Therefore, for any particular
i sample of size (r,n), the statistics

l::E:.ﬁ.
Y

v
Y
=T
U=y

are known to be invaviant with respect t¢ the parameters, but their sampling
distributions must be found by the simulation fechnique given in section 3.6. Thus by
generating a sequence of obsccvations, the distribution of the statistics

(T}, Vi‘) fori=1,...,m




can be described when m is large. Furthermore, the sampling bias can also be obtained
by coniputing the expectations, valid only for large sampies

The variance of these statistics is given by

2ab
E(T-abV)? = 2 2 f:] }: T, + @Y ):v= =2

| m

L R S
...m;z’IVi 6'-; g

var (V)

Thus, for any real sample of censored fatiguo data of the same sample size (r,n) as the
simulation, the ML estimators, 5 and $ can be used to construct unbiased estimators
of the true parameters u and v by: :

=ﬁ+ub9
§-tp

It follows that these ostimates are unbiased since

E(ﬁ-u)mﬂi (%-‘i)mwﬁv =()
[6 whyBYV =4y

3.6.1 DISCUSSION OF EXPLORATORY APPLICATION AND RESULTS

Sever:' censored data samples from referonce 16 were analyzed using the technigques
just spesified, An attempt was made to only work with sample sizee that were both
gimilar and large. The data used for this example are listed in table b; it is seen that
the oxteni of censoring varies between 20% and 90%. Figure 17 presents the scale
parameter sampling bias results obtained by simulation for these data and clearly
illustrates the increasod bias that occurs with fewor real observations. Two extra points
have been spotted on this curve to show the offects of decreased total sample aizes. In




each caee, it is noted that the bias is increased with the smallest sample showing,
relatively, the most bias. Figure 18 shows the location parameter sampling bias resuits
for the same set of data samples, and the trend is obviously similar to that noted for the
scale parameter,

These initial results show a promising consistency which suggests that a matrix of
factors might well be a practical goal. This would then circumvent the need to do a data
simulation every time an unbiased estimate is made of the distribution parameters from
a data sample. '

3.7 SIMULATION OF THE DISTRIBUTION OF
ESTIMATED POPULATION PARAMETERS OF CENSORED DATA

Assume that a data sample of size (r,n) is one which has been truncated at the r
ordered observation out of n, Given values of r and n, a collection of m different
data sets must be generated, each ene being the first r out of n ordered observations
drawn from the standard distribution. In thie application the standard distribution is
defined by u = 0 and y = 1,

The jth set of these 1 values is denoted by

Yyroonyy forj=l,...m

Solving for the MLE's of the location and scale parumeters for these values allows the
determination of the statistics

T:

TR ST
] *’»7“‘”1 T

;V~='—Q; forj=1,...,m
£y !
Thus, if m is large, the empiric frequency distributions of these statistics can be
described.

Now consider a second different data sample of size (r*, T). By repeating the above
procedure the corresponding statistics

TjT,UjT,VjT forj=1,...,m

ave computed.

The foliowing ratio

vivit forj=1,..,m

is calculated, and its cumulative frequency distribution is determined.




Thus, it can be sven that by this process the joint bounds of the statistics Vy and V,*
have been generated. Furthermore, it followa that if the two censored samples of size
(r,n) and (F,n) both have the same true scale parameter (i.e., y = 713. then their ratio
ia simply the ratio of estimated scale parameters y and (y)*. Therefore, by calculating
the actual ratio of the scale parameter estimates for the two samples and comparing
this ratio with the simulated distribution, it is possible to test the hypothesis that the
two sets of data come from a population with the same scale parameter (i.e., with the
same unknown vy, but possibly different u's).

For example, assume that it is necessary to test the hypotheses of equivalent scale
parameters at the 10% level; i.e., to test whether

H;,:7='y1',l~ll:7¢-y1'

Now compare the ratio of the MLE's, y and ¥ T, for the two real data samples with the
simulated distribution, and note whether the ratio falls outside the 5th and 95th

percentiles. If it does, Hy is rejected at the 10% level, asserting a 90% certainty that the
true-scale parameters of the two data samples are different:

A similar process to test the hypothesis that the two samples (r,n) and (r*,nt) also have
the same true location parameter u has been developed for application to those
samples that pass the y test. Here, a simple relationship between the MLE’s of the
samples’ location paramevers will not suffice as the prior test has already demonstrated

. that both samples most likely have the same true, but unknown, scale parameter y.

Thus, a comparison should be made between estimates of the two samples’ location
parameters, which have been based on this true scale parameter. Consequently, the
empiric distribution of the “T* stetistic (T = (u-u)ly) is of interest for the location
parameter hypothesis test. The following relationship

'I‘j -TjT forj=1,2,..,m

is caiculated, and its cumulative frequency distribution is determined in a similar
manner to the V ratio already described.

The value of the scale parameter, which must be common to both data sumples (r,n) and
(r*nt) in order to test the hypothesis of equality of the lovation parameters, is
computed in the following manner. The empiric distributions resulting from the
simulation of the V and V' statistics are used to obtain the bias factors b and b'
and the spresd factors s and st which are the spread of the V and V' distributions,
1eapectively, at some fixed percentile. Recalling the presumption that y = y*= y which
is unknown, the minimum variance unbiased estimate of y, based on the statistics y and
yt, is given by:

7= + Bt = b+ ctorat




where

2
¢ = (bysp 2/ Z (bys)  i=1,2
‘,?
e .
where ¢; = ¢, ¢y = ct
-
* Note that s is assumed to be proportional to o the standard deviation of the V
: statistic, '
This estimate can, of course, be generalized for the case yy = yg = ... = V=7 for any
g 2> 2. Under these conditions
9 Q
P var (y) = E ¢ byist =47/ 2 (b;s;)?
) i 1
-
ki This iy, in fact, the minimum variance estimator since by the Cauchy inequality; i.e.,
(2CH (B2 > (0;)?
A :
i
3 it follows that

¢ ¢
Z (cihisi)’ . 2: (hisi)"2 pr I |
] |

for any set of ¢ = 0 so that

L

It should be noted that the spread & orst rather than the variance has been adopted
for the sake of computational expodiency. However, it is presumed that the minimum
variunce unbiased ostimate, ¥, will produce a common value so close to the true value of
. v that the empiric distribution of T can be used justifiably in this investigation for
tests or confidence bounde ob the location parameter u. Although this approximation
- A may not be exact, the actual difference is unlikely to vitiate any of the conclusions
reached while improving the basic capability of the relinbility unalysis mothod to treat
cansored data.
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3.7.1 DISCUSSION OF EXPLORATORY APPLICATION AND RESULTS

Several samples of censored fatigue data from table § have been paired for comparison
sccording to the methods described in the previous paragraphs, and the results are
presented in figures 19 through 22, :

Figure 19a and 19b present the simulation-generated cumulative frequency
distributions of the V and T joint statistics for two censored samples of size (41,62)
and (88,63). From these figures it is clear how bounds for the “V-ratios” and
“T.differences” can be established. For example, it can be seen that the 90% bounds for
the V-ratio for two samples of size (41,52) and (33,53) are

\ v
(V‘l‘—’-ﬂ =(0.695 and (\71‘—‘—&’- = 1.45
31, 53/ 0.05 33,853/ 095

In & similar way the values -0.25 and 0.232 are the 90% bounds for the joint statistic
(T4qy,52-T33,53)-

Table 6 gives the MLE's of the scale and location parameters for the various date
samples examined. It is noted that the estimated scale parameter of the first test
gample (of size 41,62) has a value of 9, = 0.40 and the second test sample (of size 33,63)
has a value of §; = 0.696, Therefore, the ratio $1/4) = 0.576.

Returning to the results of figure 19, discussed earlier, it was noted that the low value
of the 90% bound of the V-ratio was 0.695. Therefore, it can be concluded that it is 90%
certain that the true scale parameters of the censored data samples 1 and 2 are
different,

Referring once more to table b, it is seen that sample 3 is also the same size as sample 2
(.0., r=383, n=53), and 8o the simulation results are equally applicable to either the
(sample 1/sample 2) or (sample 1/sample 3) ratios, From table 6 it is found that
Q,Bmpw g = 0.686 and, therefore, the ratio &,/84) = 0.748. Thus, in this case the test
data ratios fall within the 90% toierance bounds of figure 19, and the hypothesis that
the Lame true-scale parameter applies to both samples 1 and 3 cannot be rejected at this
level.

Figures 20 and 21 illustrate the joint-scale and joint-location statistics obtained through
simulation of two other combinations of samples. Figure 20 is interesting because it
reprosents the expected variability between two independent and identically sized
gamples, such as items 2 and 8 of table 6. From figure 20, it can be found that the
hypothesis of the scale equality of samples 2 and 3 cannot be rejected at the 90% level.

Figure 21 applies to data samples 4 and 6, and from those results the hypothesis of
acale equality of samples 4 and 6 is not rejected at the previously selected test level of
90%. This figure is interesting because sample 6 i3 over 90% censored. Consequently,
there is considerable bias to the estimates of its scale and location parameters as is
apparont ir the "V” and “T” plots of figure 21.
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This discussion has covered the comparison of paired samples based on the estimated
scale parameters, and for the examples tested, it was found that the sample pairings
such as 1 and 3, 2 and 8, and 4 and 6 were not rejected. The minimum variance
unbiased estimate of the scale parameter of each of these three paired samples was
calculated, and then the MLE of the location parametars of each sample, with specified
flexure and scale parameters, was computed. These results are shown in table 7
togother with the differences of the revised location parameters. The difference values
were then compared to the location parameter bounds shown in figures 19, 20, and 21; it
was clear that the hypotheasis of location equality for each pau'ed samplo could not be
rejected at the 906 level selected earlier.

It is believed that the few examples discussed in the preceding paragraphs are sufficient

for illustrating the developed procedure for testing whether or not censored samples

could have come from the same parent population. It has been noted that the testing
procedure is able to either reject or not reject the hypothesis of scale equality and
subsequent location equality.
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4.0 SIGNIFICANCE OF MIXED POPULATIONS

4.1 THE INITIAL FLAW CONCEPT

The structural design goals and subsequent operation of the airplan: are based on the
rationale that ecach etructure is manufactured eimilarly. The performence of each
structure should, therefore, be consistent. However, the tolerances that are necessary
both during the production of the material and its subsequent manuiacture into m
structural detail or component do cause a variation in the performance of individual
structures. This variability is usually taken into account during the design by the
assumption of some average level of performance which ie then downgraded through use
of various factors to a more represontative performance lavel.

Thorefore, in a roundabout menner, procedures such as the above presuppose the.
existence of a statistical population which can be simply described by central tendency
and veriability parameters. Thus, for example, the fatigue performance of any structure
rveflects the performance in terms of time or cycles to a dotectable creck of the typical
structure, i.e,, it comes from the same parent population.

However, there are data available, such as that collucted, analyzod, and presented in
reference 17, leading to the hypothesis that a numhber of early structural incidents
belong to a population that is both different and worse than the population from which
the typical structures come., This means that if sufficlent data were available, the
frequency of plotted times-to-crack initiation would appear bimodal with the lower mode
representing the fatigue observations resulting trom initial flaws, manufacturing
damage, etc., and tho second mode representing the average fatigue perfnrmunge of the
typical structure, It follows then that the present method of fatigue performauce
prediction, based on the behavior of the typical structure, cannot predict the very eaxly
incidents that occur as the result of an inadvertent flaw. Under this cireumstanco. the
analysis of the reliability of a structure, based on the single typical population, will be
unconaervative, especially during the early life of tho structure prior to a rouatine
inspection. Therefore, it is important to recognize the initial flaw population so that the
inspection procedures can be adjusted accordingly and a high level of reliability
maintained, Furthermore, the current Air Force philosophy (ref. 15) is orianted to the
concept of the initial or preflaw for the analysis of damage-tolerant structure, However,
not all details are necessarily proflawed, and one of the tasks of this study is the
extension of the reliability analysis methodology to assess the effect of the presence of
details with a reduced level of fatigue performanco in a fleet of aircraft. Hence, for tiie
purposes of this investigation, the possibility is considered for somo structural detalls or
componente entering service with an existing flaw or damage of magnitude equal to or
greater than some specified minimum detectable size.

The model that has been developed accounts for both the probable frequency of flawed
structures entering service and the probable flaw or damage size in the strvicture, It is
realized that there may be considerable difficulty in obtaining suitable information on
the likelihood of flaws or damage in new structure and the probable magnitude of these
flaws or damage.
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Nevertheless, work such as ‘that of reference 17 already provides indications that
applicable. input information can be obtained. If not, perhaps judicious selection of input
values may be done. Consequently, the development of an intial flaw model and its
‘inclusion in & structural reliability analysis system should provide an added measure of
vealism to the ensuing results.
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5.0 THE RELIABILITY MODEL

5.1 STRUCTURAL RELIABILITY ANALYSIS METHOD

An analysis method to estimate the structural reliability of an airplane structure based
on the interaction of cumulative and maximum operational loads, residual strength of
fatigue domaged structure, and routine inspection and crack detection and repair of the
structure was developed in earlier investigations and reported in references 12 and 13.
Some of the design variables that were included in this reliabilily system were the
central tendency time; to initiation of a detectable crack and its variability, the size of
the detectable crack, and the central tendency crack growth rate and its variability.
Monte Carlo simulation techniques are then used to generete a timo to a detectable
crack of specified size and, subsequently, to grow the crack until it is either arrested by
a crack stopper or the part is failed,

This reliability system was based on the principle of the single typical population, as
discussed in section 4.0, from which random initiation times are selscted. Obviously,
such a model could generate some crack initiation times approaching or at “zero time”
depending on the values of the central tendency and variability parameters initially
input into the reliability systom, However, this would be as a direct result of the typical
component population’s tail and not representetive of the nontypical structure with the
flaw. Consequently, it was decided to expand the reliability aystem of references 12
and 13, and thereby increase its comprehensiveness to include tho initial or preflaw
madel discugsed in the following pages.

8.2 FLAW SIZE DENSITY

Given that flaws of differing sizes are distributed randomly in utructural materials, it is
assumed that this flaw size density is exponentially deoreasing.

Let T donote the random initial flaw gize with purameters p, and 7, related by the
constraint

Plr < o) = Pp

Hore 7 is some practioal minimum detoctable flaw/darage size, and p,., 0 <p, <1, is
that portion of the area under the density curve representative of the flaws that are
below 7¢ In size and therefore not detectable,

Now asgsurne:
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where Z is the standardized normal variate with zero mean and unit devietion and o is
the correlation parameter between the minimum detectable flaw/damage size and its
frequency, as represented by the following relationship:

= 14
(] "To/ga

where { is the standard normal quantile at a given probability level, a, with « taken as
(14+py)/2; and, » is the magnitude at which flaw size density in the structure is
exponentially decreasing.

Flaws or damage, in a atructural component, of size <ry are considered to be typical,
and the standard operational procedurs is to compute the time to initiation of a crack of
size 79 and, subsequently, to determine crack growth to critical size. However, when
flaws or damage of size ary exist, the structural component is considered to be

. preflawed and only the subsequent crack growth in the structure need be considered.

The procedure for this vperation {ollows:
Generate Z ~ N(0,1); test whether Z < { , where a is the probability level as before.

Now if this is the case, then no flaw or dumage of detectable size exists in the structure
and the time-to-crack initiation muwt be computed. However, if Z & {q then a flaw or
damage of size

T =0z’ > 7,
is already present in the structural component so that only the subsequent crack growth
in the structure needs to be considered,

From this procedure, it followe

PIT < 7]l =p,

and a continuous density for flaw sizes exceeding rq of:

12 )
f(r,v) = 21 L9 forr > r, P >0

1Tt Vo
Tyl
G)

Now, let 7y be the uiz(; of a large initial Maw or crack which has some small probability i

¢ of existing in a component entering service. 'rhis is given by the foilowing consgtraint

PlY=rl=¢
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The behavior of the density of the initial flaw sizes excoeding 79 varies radically with N
" the value of v > 0, as shown in the following schematic:
i ¥
(5
v,
]
|
B
b
A
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Flaw size, 7 5
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Pronf: In all cases, for given v > 0

Farwv)=PT < 7} =P[IZ| < (5 1/ul .__2(2)[(5')1/;']_1

where ®(x) ia the cumulative distributior of the standard normal. It is checked directly
that F(rgw) = o and by differentiation that

T {p-1
(i) = 26121 L (D)

which reduces to the preceding resuit.
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6.0 INTERACTION OF MATERIAL/
STRUCTURE VARIABILITY WITH RELIABILITY LEVEL

8.1 DISCIISSION OF EXPLORATORY APPLICATION RESULTS
The results of purameiric studies using the expanded structural reliability analysis
system are discussed in this section. The hypothetlcal cases that have been investigated
are based on the following assumptions:
o The characteristic life to a detectable crack of size 0.03 in. is 120 000 hr.
¢  The minimum or tlireshold size for crack detection is 0.02 in.

o  The scheduled inspection period is 7500 hr,

¢ The fail-safs residual atrength of a component with a cracked detail is taken to be
limit load capability.

The reference stress intensity factor for alumirum is taken as 16 ksi Vin,

The crack growth rate for aluminum is taken as 1.25 x 10°% inJoyole.
The critical stress intensity factor for aluminum is taken as 75 ksi Vin.
The reference stress intensity factor for steel is taken as 20 ksi Vin.
The crack growth rate for steel is taken as 6.5 x 10°8 in./cycle.

o The critical stress intensity factor for steel is taken as 100 ksi Vin.

It should be noted that any deviations from these values are indicated in the
appropriate figures (23 through 30).

Two different loading cases wore also used to describe the mean rates of nccurrence of
specific structural load levels per hour, These load cases are illustrated in figure 22 and
represent exceedance values that may be expected at two different locations of a
four-engined jot tanker/trangport type airplane on a routine mission.

Figure 23 illustrates the results of comparisons made botween several cases with
differing preflaw assumptions. The example’s structure was assumed to be basically an
aluminum skin panel with crack stoppers placed at 14-in. intervals. The preflaw or the
initiated fatigue crack was assumed to be located at a central hole botween the crack
stoppers. The component was assumed to be fail-safe, so that if a crack propagated to
the full width of a bay, the remaining structure would still be capable of carrying limit
load. The approach used to describe the preflaw density parameters was determined by
gelocting two flaw sizes and their respective probability levels and then computing the
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exponent that would best fit these points. The reference curve at the lower right corner
of figure 23 represents the probability of failure, or alternatively, the reliability of the
fail-safe component (just described) when exposed to the case A loads of figure 22, The
other curves plotted in figure 23 illustrate two things: that component failure
probability increases as the probability of an extant detectable flaw at "zero-time”
increases; and also that the probable size of the undetected fluw is a significant
parameter, since the component reliability decreases with increased flaw size. Another
expected observation is that the decreased component reliability which results from an
assumption or a preflaw (or damage) condition is most noticeable at the lower lifetimes
where several orders of magnitude diffurentiate between the flawed and unflawed cases.

Figure 24 illustrates the influence of the residual strength on the failure probability of
the component. Basically, the two lower curves represent fail-safe structures, whevoas
the upper curve is for a structural component whose cracked strength is little more than
the strength of the detail represented by the single bay. In these examples, the
component was assumed to be free of flaws, However, figure 2b presents the same cases

except that a high likelihood of preflaws was assumed. It is clear that the combination -

of high preflaw probability and low fail-safe strength results in an unreliable structure.

Figure 26 is included here to iliustrate the importance of the load environment. The
results shown in this figure come from the assumption that the structure is exposed to
the case B loads of figure 22. Consequently, by comparing the results in figure 23
with those of figure 26, the effects of the load cases A and B, respoctively, on structural

" reliability can be noted. it is clear from this comparison that the load exposurs term is

an important one; it can alter not only the probability of failurs but also the trend of
the results. For example, in contrast to the results of figure 23, figure 26 does not show
the very large differences in structural reliability between the unflawed and preflawed
examples,

Figure 27 illustrates the results of similar studies to those of figure 26 except that in
these cases the type of structure is changed. For these examples, the structural
component comprises several pinned details, so that loss through cracking of any one
detail still leaves the component with sufficient residual strength to sustain limit load.
It should be noted that tho various parameters used to obtain the results shown were
selected specifically to maintain a similar probability of failure curve for the reference
unflawed condition as shown in figure 26 for the skin-type structure. A comparison of
these two figures clearly illustrates these results.

Figure 28 represents cases identical to those of figure 27 except that the material has
been changed from aluminum to steel. Once again, in order to have a reference baseline
for comparison with other cases, the parameters were selected to produce a probability
of failure curve for the unflawed component, similar to those of figures 26 and 27. The
results of the equivalent aluminum and steel cases show that the latter structure is
somewhat more sensitive to the preflaw agsumptions,
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Figures 22 and 30 compare the effects of the residual strength -agsuiaptions on the
aluminum and steel structyral components, respectively. Although it is clear that the
trend of hotk: figures is similar, it is equally cbvious that the latter steel structure is
racte gensitive to the residual strength term. However, in both cases it is also clear that
maintaining a high level of residual strength in the precracked state, by incorporating
fail-safe design procedures, is very important.

It ig obvious from these oxamples and discussions that the reliability anlaysis method
con cousider and evaluate the influence on reliability of possible flaws in a rew
structure, Furthermore, the presence of initial flaws or even other conditions leading to
mixed (o heterogeneous) populations of fatigue performance in terms of initiation time
to detectable crack has a definite effect on the fatigue behavior and reliability of a fleet
of aircraft. The combination of the probabilitive of an initial flaw and the usually
expected flaw-frac or damage-free structural detail will tend to develop an S-shaped
character to the cumulative distribution function of a group of details as compared to
the usual linear function when plotted on normal probability paper with logarithmic
abarcissa. If there is a positive probability of initial flaws or cracks at time zero, the
distribution function would become asymptotic to this probability level, On the other
hand, should there be a positive waiting time before flaw or crack initiation occurs, a
“reversed flexure would cause the initial toe of the distribution to rise more steeply than
the expected linear representation. Certainiy, the inclusion of the preflaw or
mixed-population concept into the reliability analysis scheme is important to the
development of inspection control plans and maintenance schedules of an aircraft
structural system. As another related point, the effects on structural reliability of
cracks, which originate either from a preflaw or initiate in unflawed structure due to
fatigue, are senpitive to a number of interdependent variables including loads,
materials, structural configurations, residual atrength, and crack detectability, Finally,
it should be noted that with the inclusion of fail-safe components, the atructural
reliability of a system can be maintained at a high lavel even with the assumption of a
high probability of a preflaw in a detail.
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7.0 STRUCTURAL DATA INPUT CONSIDERATIONS
FOR APPLICATION OF RELIABILITY MODEL

The durability and integrity of a structural system exposed to a fatigue environment
are responsive to the application of reliability analysis technology. However, the degree
of responsiveness of the analysis is really dependent upon the modeling details and the
input data. Furthermore, almost every rational scheme which quantifies the elements of
the fatigue process provides some measure of insurance, though not necessarily security,
aguinst the serious consequence of unexpected fatigue damage. The more realistic the
approach, the more insight provided for the task of determining & numerical measure;
i.e., the probability of structural survival, to judge progress toward operational
structural goals, While this remark suggests that the application ot reliability analysis
technology alone may not be sufficient to resolve the fatigue problem, the technique has
a potential to provide a workable and useful tool for aiding in the resolution of the total
fatigue assessment process from design through useful life.

Considerations leading to this somewhat paradoxical comment are those related to the
complexities of the fatigue process itself, as well as the applied reliability technology.
Primarily, cumulative fatigue damage, whether dealing with crack initiation or stable
crack growth, the residual strength of the fatigue-damaged structure, and the coincident
actual mechanical and physical environment have shared, to various degrees, in
confounding the durability and integrity goals of fatigue critical structures. During the
development of the reliability analysis scheme of this study and the preceding
oxploratory work, the emphasis has been toward relating the reliability analysis
methods to recognized or measurable structural fatigue properties of materials in their
structural form. For instance, different structural deiails of the same material can have
widely differing fatigue performance levels. Furthermore, identical details in differing
loading environments also can exhibit a different response, Recognition and separation
of these complex elements are believed necessary to make the application of reliability
technology a tractable task. Skill, understanding, experience, and even prescience are
gome of the ingredients that influence the degroe of success in making the cumulative
damage prediction process match operational results. Hence, this reliability analysis
plan is directed toward utilizing the known and reasonably identifiable
material/structures fatigue properties. Although variability of identical structures
under a specific load environment is universally observed to respond to statistical
treatment, the exact nature of that statistical behavior is not nearly as well defined,
particularly in referonco to extreme behavior. Nevertheless, this approach offers a
means to oxplain an observable behavior (viz, the initiation of fatigue damage) in a
rational manner through reliability analysis techniques. As the important technologies
and knowledge pertinent to the cumulative damage process are extended, such a
reliability analysie scheme will incorporate those advances,

As an example of the preceding concern, the static strengths of commercially available
materials are treated by reliability methods. First, variability is recognized and then
characterized by presuming a normal distribution t‘or the specific structural properties,
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such as ultimate tensile strength or tensile yield stress. A confidence level, reflecting
input.knowledge (viz, the number of tests performed to obtain the specific value), has
been established for certain materials such as the aluminum alloys, With that baseline,
a probabilistic level is selected to determine a strength level that will be equaled or
exceeded by that particular alloy. The “A” and “B" material property values of the
MIL-HDBK-6 compilation of such structural data illustrate this application of
reliability methodology. The universal acceptance and demonstrated usability of this
technique are believed reasonable justification for the procedure and encourage its use
in the fatigue evaluation process. However, one difficulty in this phase of the
application of reliability methodology to fatigue concerns the added dimension of fatigue
performance. The collection of the static properties of a material is a rather
straight-forward procoss. For instance, 10 static test specimens from each of 10 different
heats of a material can be tested at a reasonable cost. The mere introduction of load
cycling and the very local nature of fatigue damage. initiation in structural details,
particularly in complex components, make the task several orders of magnitude greater
in specimen and test cost as compared to characterizing the static strength properties.
However, with definition of the nature of the distribution for variability of the
particular fatigue properties, statistical estimation procedures for small samples, such
as one or two, etc., provide a means to estimate the tolerances in performance
unavoidably due to such limited input data.
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Coutinuing the static/fatigue comparison, the determination of the static strength of
structures from reliability-determined material properties introduces a further
complication, Full-scale static tests of structures made from known materials do not
always fulfill their static analysis goals. A natural step is to compeare the results of this
structural testing with the estimated goal. The discrepancies are then presumed to be
variable or statistical quantities that can be treated in a probabilistic manner and then
introduced into the strength reliability evaluation process. However, it should be
evident that the stress analysis procedures are basically deterministic in nature. Hence,
| the variation between demonstrated strength and calculated strength is not truly a
5 statistical quantity but rather a problem in analysis procedure, Such miscalculations as
: an inadequate assessment of local buckling or net section area of a structural
component are not a result of the material’s structural behavior. Fortunately, the
design and production of an aircraft structural system have usually included a
demonstration or verification phase, the static test, which effectively ferrets out such
errors, if oxisting. Local structural revisions can correct the static analysis deficiency
usually in some reasonable and practical manner. On the other hand, to treat the entire
structure with its various load conditions resulting from random variations and usage,
analyzing all possible local deficiencies would be virtually impossible and would add a
structural weight penalty. Furthermore, this weight penalty cannot always be fully
compensated with an increased payload or performance.
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A similar difficulty exists in the case of fatigue-critical structure. Fatigue performance, 2
whether in terms of crack initiation, crack growth, and/or residual strength, is a '.q-s'
variable resulting from a highly individualigtic behavior of a particular bit of material 4
in a specific structural configuration and variable loading environment. Nevertheless, ;
the probable behavior of such material fatigue performance will respend to the #
nondeterministic approach offered by reliability analysis methods. Unfortunately, '
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fatigue performance is more sensitive to actual local geometry and repeated loading
conditions than the comparable elements of static strength. Furthermore, experience
shows that deterministic analysis to predict and interpret fatigue performance is a more
difficult task, since it is: much less understood than that of static strength design.
Nevertheless, it is suggested that analysis procedures for fatigue assessment
incorporate some deterministic aspects as well as statistical ones despite the
eignificance of unexpected incidents which occur in new and/or different structural
systems. However, careful and knowledgeable treatment of the elements causing fatigue
damage can aid in the precision of the deterministic phase of the task. Then further
assurance is obtained by recognizing the clements of variability and characterizing
their behavior so that the likelihood of damage occurrence is a remote or acceptable
possibility.

Inherent in the background of this development is the importance of structural
configuration and material selection to fail-safe (i.e., damage-tolerant) concepts and the
associated inspection maintenance plans. This consideration provides security in
maintaining structural safety and reduces fatigue damage to an economic consideration
rather than one of safety.

In continuation, the important feature in the achievement of static structural integrity
in aircraft structures has been the practice of design and test verification before a fleet
has advanced significantly through a production line, Fatigue performance is responsive
to similar treatment but with some reservations. The well-practiced and demonstrated
procedures of static stength design are not sensitive to the local strain behavior of
actual complex structures. Likewise, the expected use may be established for design
purposes, but both the actual use and responge of the structural system may depart
from the design presnmptions. However, the analysis difficulties cun be essentially
resolved by specific developmental and/or verification testing or by the use of previous
experience. Such representative testing provides an estimate of fatigue life distribution
location parameters, while reasonable interpretation of other comparable data provides
guidance for estimating the necessary shape parameters.

The condition of a structural system can only be determined by inspection. The success
of the inspection plan depends upon its sensitivity and thoroughness. The material
properties of crack growth rate and residual sirength are the most important
parameters in the formulation of any such surveillance scheme. The intervals between
the time at which a crack is detectable and the time at which the crack has developed to
the critioal fail-safe size provides the only opportunity to Jotect the damage. The
principles of fracture mechanics provide a means to estimate crack growth and resultant
strength of the damaged structure. Furthermore, the generation of crack growth
information is a far simpler task than determining time to initiation of a dotectable
crack in structural details, In addition, the rapid development of fracture mechanics
information has provided usable data on crack growth rate and residual strength.
Hence, appropriate models can be selected and subsequently verified experimentally. As
noted in earlier studies, the intercept and slope both appear to vary when plotted as a
function of crack growth rate versus stress intensity iactor within the useful range of
stress intensity values.
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In summary, the key materials/structures fatigue performance input parameters in this
proposed application of reliability methodology include the following:

1. Time tn detectable crack initiation with its variability identified in a distribution
with its parameters determined by the specific detail

2. Crack growth rate with its variability identified by a distribution with its
parameters determined by the specific material of construction

3. Residual strength or fracture toughness properties of the detail

Closely associated with these material/structures variability beheviors are
complementary deterministic analyses or supportive programs:

1. Cumulative damage analysea for determining crack initiation time and its
responsiveness to environmental exposure of the particular detail

2. Cumulative crack growth analyses for the environmental exposure of the
particular detail

These input functinns or parameters are referenced in terms of specific details. These
details may be a particular fitting, a joint, a component, or a typical structural area
such a8 a mechanically fastened skin-stiffenor structure or a bonded structure,
However, all the concepts ars developed with consideration of the properties of metal
alloy structures having local fatigue-critical details,
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8.0 CONCLUSIONS AND RECOMMENDATIONS

8.1 CONCLUSIONS

There are severa} goals of the statistical investigation that have been accomplished:

1.

The study of a symmetric class of distributions for application as a model for the
variability of fatigue damage initiation

The development of unbiased oaﬁimution procedures for the parameters of the
distribution using censored date

The development of a technique for testing the hypothegis of two censored samples
belonging to a common parent populution

Additionally, developmental work pertaining to the reliability of airplane atructures
with mixed populations resulting from different lavels of fatigue performance capability
has been incorporated into the structural roliability analysis system. Several
parametric evaluations of diveras structural variables were conducted using the
reliability analysis system, and the results have been prosented and discussed.

Conclusione that mey be drawn from this investigation include the following:

1.

The symmetric throe-parameter distribution does desoribe the empirically
determined fatigue distribution.

The flexure paramster of this distribution may be prosumed to be a conatunt,.
MLE's of the remaining parameters are scomputable from censored data.

A practical simulation procedure for censored data has been developod, an
important step resulting in the capability of:

¢  Computing bounds for cengored data
¢  Obtaining unbiased point estimates from censored data

¢ Testing the hypotheses that two independent censored samples have a
common parent population

Sitructural reliability is significantly affected by the thugnitude and the froguency
of initial flaws or damage.

Parametric studies conducted in this investigation have ghown that structural
reliabiltiy iv dependent on several interdependent design variables, such as:
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¢ Loading environment

¢  Residual strength

X : e  Design configuration

‘}. ¢  Material characteristics

Finally, the reliability model with the concept of initial flaws or mixed populations of
fatigue performance can reflect the extreme initial behavior shown in the collected
i groups of experimental fatigue test data. Therein, the empirical cumulative failure
distribution when plotted on normal probability paper exhibits a characteristic flexure,
" If there is a positive probability of an initial creck at time zero, the cumulative
distribution will become asymptotic to this value. Furthermore, if there is a waiting
time until the crack initiates, the cumulative distribution function will rise more
steeply in the early extreme portion than the empiric fatigue performance distribution
function. Hence, inspection and maintenance control plans should be based on models
that reflect such conditions, and not upon lincar extrapolations from data.

8.2 RECOMMENDATIONS
It is recommended that:

i 1. The reliability analysis system be expanded to censider more complex structural
N configurations and loading conditions. An initial attempt to evaluate a
mechanioally fastened skin-stiffener type structure is described in reference 14,
and some results are presented. It is proposed that this technology be developed to
encompass flaws and fatigue cracks in either the skin or the stiffener, at or away
from the fastener holes, under typical flight loads.

2. A corrosion term be included in the reliability analysis system to complement the
initial-flaw mode) as a possible source of early fatigue incidents,

3 8. A capability to modify selected input parameters during the operational lifetime of
- a structure be incorporated into the rellability anelysis system. Thie would
g facilitate the application of the analysis system to fleet evaluation and
management tasks,

4. The collection and evaluation of suitable information be undertaken to determine

the magnitude and frequency of such preflaws typical of current airplane
structures,

‘ ' 5. The data simulation procedures be used to develop a usable matrix of factors which
can be used to unbins estimates from censored samples.

e 6. The statistical methods developed for application to censored data be extended to
b include other distribution models.
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Table 1.—Aluminum Alloy Fatigue Data—Uncensored Samples
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Table 2.—Comparison of STAR Estimator and MLE Results From Four Data Sarmples

Fatigue data—lives In cycles
A B8 C D
228 000 400 000 30 74
230 000 400 000 36 ' 116
240 000 498 000 120 118
264 000 666 000 138 119
260 000 640 000 460 126
262 000 683 000 3210 132
277 000 676 000 3318 140
300 000 708 000 3459 140
309 000 759 000 3612 142
369 000 1 236 000 4136 - 166
STAR estimator results
W= 12.61 13.34 6.36 4.82
T - 0.20 0.37 4.31 0.14
o u 0.68 0.60 0.43 0.92
. MLE resuits
=] 1240 13,36 6.63 4.8
<l o018 0.42 3.02 0.20
o = Assumed known constant value = 0,64

Table 3.—Comparison of Parameters From Data With Differing Life Lengths

Location Number {n-normal STAR estimator MLE
purameter of standard paramatars seale parameter (¢)
range observations deviation Flaxure (@*) Scale (v*) (fixed o= 0.64)
0 to 10% 333 0.27 0.62 0.42 0.38
104 10 10° 408 0,35 0.63 0.68 0.48
108 10 6,108 262 0.33 0.67 0.42 0.40
5108 10 108 217 038 0.63 0.49 0.48
>108 202 0.53 0.64 0.77 0.67
010103 0.63
0to 104 0.62
0to 108 0.62
0 to 6,108 0.63
0to0 108 0.63
0to >10¢ 0.63
56
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Table 4,—Comparison of Parameters From Diffarent Specimen Types and Loading Conditions [ ’ :
STAR estl MLE R
estimator . R
d as?::lrtlon oﬂuu’:mll‘o% parametars scale parameter () i
Floxura (o) | Scale (y*) | (fixed x=064) ° -
Lap joints—variable amplitude 300 0.62 0.38 0.34 . , : g
Lap joints-—constant amplitude 386 0.84 0.682 0.68 e [ 3
Butt joints—constant amplitude 21 0.62 0.63 0.46 £ e
Structures 223 0.82 0.3 0.68 " ;
Monolithic notched 381 0.66 0.18 0.38 A
o | Strugtueal simulators ; o :'
* locatian parameter runge co ¢
Oto>108 " - - 771 0.63 _ ' N
0to108 821 0,83 T
010 108 398 0,63 . i
0to 104 160 0.82 SR
Oto 108 163 0.62 B
P i
Ny
Lo
. R
_"3 t, N ,'
1 . \‘
IR <N
L.
B . } __v‘« .
]
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i
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Table 5.--Samples of Censored Fatigue Test Data

v e saver

{48 suspenslons at 250 k)

Sample no, th:m?:al;of Censoring, % Fatigue lives, ke

1 41 21 78 m 128 132 134 141 142
142 160 156 161 1686 m 182
190 191 191 197 187 198 190
20 212 214 218 221 222 223
223 226 229 229 230 236 238
240 240 248 248 249 250
{11 suspensions at 260 kc)

2 33 38 74 96 103 110 116 114 126
128 140 140 140 142 146 146
149 160 164 166 160 1683 172
174 176 176 189 189 190 196
200 223 236 240 247
{20 suspensions at 260 kg)

k] 33 38 101 113 120 134 134 136 137
139 148 163 164 166 166 168
172 177 183 147 188 193 208
212 213 214 216 220 223 234
237 244 244 246 248
120 suspansions at 260 k) N

4 20 46 161 163 166 170 178 186 187
191 200 204 204 208 208 209
21 W 227 229 230 .23 233
233 Y 245 247 248 248 248
250
{26 suspansions at 250 ke)

5 29 37 57 84 100 108 108 112 13
17 124 126 126 128 142 148
163 164 177 180 187 197 211
216 223 227 237 240 246 246
243
{17 suspensions at 2560 k)

(3} 10 81 138 180 181 193 200 2158 220
226 236 260
(44 suspensions at 260 ko)

7 2] 21 188 196 221 234 248
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Table 6.—Scale and Locatfon Parameter Estimates of Censored Test Data Samples

Sample no. scale parameter

Scale parameter ratio

1

~N O A WN

MLE MLE
location parameter

0.40044 12,269
U.69624 12,246
0.53516 12.314
0.29699 12414
0.78967 12,262
0.43971 12.692
0.20873 12,710

0.40044/0.69624 = 0.675
0.40044/0.63515 = 0,748
0.69624/0.53515 = 1.301
0.53516/0.20698 = 1,802
0.69624/0.20098 = 2,344
0.78867/0.29698 = 2,669
0.43971/0.29609 = 1,481
0.20873/0,78967 = 0,378

Table 7.—Location Parameter Estimates of Paired Censored Test Data Samples

Sample no.

Scale parameter Yy
(for paired sample)

MLE
location parameter

Location
paramete; difference

r—
1

3

0.47

0.62

0.39

12.268
12.308

12,215
12.319

12.427
12.662

0.040

0.104

-0.236
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{a) Notched Data {b) Structural Simulators Data

1.0 r or .
38 tost groups. - 92 tost groups '
-381 test observations, - 787 test observations

Currulative frequency
o
| 4

Cumulative frequency
o
T

:
]
(] Y E
5|8 PR
bog g B
.8 B8 g
X B :
§|c g !
_=E]e |8
P . ] W i ")
0 b : 1.0 0 b 1.0
Flexure parameter, " Flexure parameter, a*
10 v (o) Structures Deta 10 _ (d) Totsl Data
26 test groups ' 164 test groups
223 test observations _ 1454 test observations
>
: :
E g
o 5 - 5
[\ '
3 £
5 5
E E
: * 3 v,
e |3
) @ =
3 g 18
[ E~]
> 8
& 3|8
HE
i i | ) N _J
-0 B 1.0 0 5 : 1.0
Flexure parameter, o * ' Flexure parameter, a*

Figure 8 —Comparison of Aluminum Alloy Fatigue Test Specimen Types
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{a) Structursl Simulators Dats; {b) Structural Simulators Dats: :
Constant Amplitude Only Variable Amplitude Only

o 66 test groups

487 test observations
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300 test observations
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Figure 9.~Comparison of Variables Within One Aluminum Alloy Fatigue Test Specimen Type
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12.60

Censored fatigue data sample

1266 B~

132000 143000 147000 168 000

16 fallure 160000 162000 181000 191 000

observations 182000 204000 236000 240000
241000 244000 245000 248000

32 suspended

[~ observations 250 000
12,50 b ! l ' ' 4 J
B .66 8 .66
m—-—-—b 7

Figure 11.—Iteration Results From Censored Data
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{a) Distribution of the 'V’
Statistic (Y000 Trials)

~==wn= Reference uncensored sample
with: 41 failure obsarvations

10.0

(b) Distribution of the ‘U’
Statistic (1000 Trials)

====w Rafarance uncensored sample
with: 41 fallure obmservations




(a) Distribution of the V'
Statistic (1000 Trials)

L

Curnulative frequency

-w=== Refarance uncensored sample
with: 33 faliure observations

(b) Distribution of the ‘U’
Statistic (1000 Trials)

wewmme Reference uricensored sample

with: 33 failure observations
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Number of observations as a percentage cf total sample

100 o Note:  Factors obtained from simulations of data samples

of total size varying hetween 52 to 64 spacimeans

A © Samplesize = 48 specimens

A Samplesize = 46 spacimens

50}-

0 "~ 1 2 1 "

1.0 1.10 1.20
Censorad sample unblasing factor (b) e )

Figurs 17,--Example Curve of Unblasing Factors for the Scale Parameter
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N

(s) Distribution of V| Ratios A
{iw1,2...1000)

Cumulative frequency .-

X 1.0 10.0 )
(vi’samgla 1 i
j'sample 2 . e

1.0 e

{b) Distribution of T} Ditferances B
(=12 ...1000) -

Cumulative frequency

0 .k

(T])wmplo 17 ‘Tj)sample 2

Figure 19.—Distribution of Parameter Statistics for Two Independent Censored Data Sumples--
Sample 1: 41 Failures, 11 Suspersiors, Sample 2: 33 Fallures, 20 Suspensions
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' Figure 20.—Distribution of Parameter Statistics for Twe Independent Censored Data Samples— §
' Sample 1: 33 Failures, 20 Suspensions; Sample 2: 33 Failures, 20 Suspensions L .
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(a) Distribution of Vl Ratios
{i=1,2,...2500)

Cumulative frequency
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1.0 - - '

(b) Distribution of T} Differences
{=1,2...2500

Cumulative frequency

2 ]
-1.0 5 0 b 1.0
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Figure 21.—Distribution of Parameter Statistics for Two Independent Censored Data Samples—
Sample 1: 10 Failures, 44 Suspensions, Sample 2: 29 Failures 26 Suspensions
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Noto: These curves are based on data recorded from
approximataly 18 000 hr of operations of
four-engined jat transport airplanes
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Figure 22.—Exceedances of Gust-Induced Load Ratios for Two Critical Major Locations of a
Jet-Engined | anker/Transport-Type Alrplane
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Figure 24,-Impact of Rezidual Strength on the Reliability of a Skin-Type Structure
Without Initisl Flaws—Type A Loads
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el
0%
10°4 " /

/Wt.et.bu Initial flaw size sssumed to be > 0,02 in,

. also, the probabllity that the Initlal tlaw size 3 0.26 in.
Iy assurned to be 0.06%

Crack at hole
1073 _

108k

Probability of fallure cf an arbitrary component

10*6 .Y 3
) 30 60 x 103
Tirme, hr

Figure 26.--Impact of Initial Flaws on the Reliability of a Fail-Safe Structure—Type B Losds
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Joint-Connection Structure—Type B Loads
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Figure 30.—Impact of Residual Strength on the Reliablility of a Steel
Joint-Connection Structure—Type B Loads
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