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Preface

What contributions can current research in cognitive psychology make to the
solution of problems in instructional design? This volume presents responses to
this question from some of the best workers in an emerging field that I have
labeled “Cognition and Instruction”: people concerned with the investigation of
the cognitive processes involved in instructional situations. The focus of this
volume was presaged by comments made in a previous volume on cognitive
psychology (Forehand, 1974):

In what seems remarkably few years, information-processing psychology has come to
dominate the experimental study of complex human behavior. That rapid success
encourages me to speculate that within a comparably short time the approach will have
as much of an impact on psychology in the field as it has had on psychology in the
laboratory. In particular, its potential for illuminating recalcitrant problems in education
seems evident [p. 159].

The chapters in this volume indicate the extent to which this potential has
already begun to be realized.

The book is divided into four parts. The first three parts include sets of re-
search contributions followed by discussions, and the fourth part contains
three chapters that offer critiques, syntheses, and evaluations of various aspects
of the preceeding p2pers.

The chapters in Part I represent different strategies for instructional research.
In the first chapter, Carroll, raising some of the issues facing psycholinguistic
theory, asks whether we yet know enough to intentionally teach language
skills according to a systematic instructional theory. He summarizes three
lines of theoretical development—naive, behavioral, and cognitive—that bear
upon the issue, and finally suggests that an information-processing view of
the cognitive processes undeilyiig language behavior may ultimately provide the
basis for a theory of language instruction. In Chapter 2, Calfec presents a
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X  PREFACE

research strategy that focuses upon the interpretation of the empirical results
obtained in both the laboratory and in instructional settings. He points out
the potential pitfalls awaiting the instructional evaluator who has not care-
fully considered all possible sources of interdependency in the cognitive models.
The statistica! analyses proposed by Calfee may be useful to those faced with the
task of identifying the extent and the pattern of the effects of instruction.

Resnick focuses upon the area of early mathematics instruction, and she
reviews and evaluates the precuisors of current procedures in task analysis. Her
contribution traces the development of a stratcgy in instructional research that
utilizes information-processing models of cognition to meet the practical
demands of creating effective instructional procedures.

Atkinson provides a glimpse of the latest products of his extensive research
program, which is aimed at developing what he calls “adaptive instructional
systems.” His research stra’-zy is based upon the view that “an all-inclusive
theory of learning is not a prerequisite for the development of optimal
procedures.”

Part I concludes with discussions by Gregg and Olson, and their comments
further emphasise the variety of strategic approaches to research on instruction.
Gregg argues for the importance of understanding and representing the learner’s
strategies in instructional situations, whereas Olson raises the issue of the
ultimate social utility of what we decide to teach to children.

The chapters in Part II focus upon process and structure in learning. The
emphasis is upon the precise, explicit, and detailed representation of what is
learned, how it is utilized, and how it is modified. In Chapter 7, Greeno
demonstrates what such an extensive representation might look like. He provides
an elaborate statement of the cognitive objectives for three different areas:
elementary arithmetic, high-school geometry, and college-level psychophysics.
Knowledge in each area is represented by a different collection of building
blocks taken from current information-processing theories.

One of the central issues in instructional research is how new knowledge is
acquired. Hyman, in Chapter 8, describes a paradigm for exploring the ways in
which memory is restructured when new information is discrepant {rom pre-
existent stereotypes. Hyman uses a paradigm borrowed from social psychological
studies of impiession formation, and shows that 1t has implications for the more
general issue of information acquisition.

In Chapter 9, Norman, Gentner, and Stevens utilize tcols—some of them
already described by Greeno—10 define the general notion of *‘schema.” The
analysis by Norman, Gentner, z .d Stevens is extremely fine grained, they
develop detailed representations for an increasingly rich understanding of such
basic concepts as “‘give” and “buy.” They argue that such representations make
it possible to be quite precise about how instruction should proceed.

Shaw and Wilson, in Chapter 10, address the issues of process and structure
from a more abstract—almost philosophical—position, but they also provide
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PREFACE i

concrete examples from Shaw’s work on perception. The central issues concern
the ability to understand an eatire concept from experience with just a subset of
its instances. Such an abi%i 3, Shaw and Wilson argue, lies at the heart of an
understanding of invariance.

The discu..ior s by Farrham-Diggory (Chapter 11) and by Hayes (Chapter 12)
offer stimulating critiqies of the positions presented in Part II. Citing an
alarmingly modern inst-uctional program devised over half a century ago, Farn-
ham-Diggory asks first “What's new?"” and then “Is it better?” Hayes suggests
some wavs that one can begin to train students directly in cognitive skills. He
focuses upon a recurring theme in the chapters of Part 1I: “What does the
student know about his own cognitive processes?”

An essential but neglected element in instructional research is the role of
instructions per se, and the contributions to Part III focus upon the processes
that underlie the comprehension of verbal instructions. Just and Carpenter take
the sentence as their unit of analysis. Using a sophisticated and explicit model of
sentence nrocessing, ihey are able to account for an impressive variety of
empirical ro-ults. Then they suggest ways in which larger units, such as those
used in reading comprehension tests, could be analyzed similarly. Simon and
Hayes take a larger unit of analysis—the entire instruction set. They report on
the development of an information-processing model 2imed at explainirg the
processes that underly the understanding of instructions for complex puzzles.
Then, using the unambiguous components of their model as points of reference,
they sketch the broader implications that a theory of understanding could have
for instructional research and practice.

In the discussions in Part III, Coilins (Chapter 15) and Shaw (Chapter 16)
suggest areas for extension of the modeis of comprehension described earlier.
Collins asks about the nature of the comparison process—a basic unitary process
in the Just and Carpenter model—and speculates that it might itself be composed
of even more elementary subprocesses. Another issue raised by Collins is the role
played by the broader knowledge base in which the comprehension processes for
sentences or task instructions operate.

Shaw's comments range somewhat farther afield, touching on the papers in
Part 11 as well as those in Part Iil. He outlincs programs in two diverse areas—art
instruction and treatment of aphasia—that derive from a theory of compre-
hension that draws upon elements of the n:odels presented in many of the
previous chapters.

The three chapters in the fourth and final section represent responses to many
of the issues raised in previous chapters. Glaser (Chapter 17) addresses the issue
of how we can take the results of scientific research and apply them to practical
problems. He argues for the development of a linking science—a science of
instructional design—that would transform our knowledge of cognitive processes
into instructional procedures while at the same time providing tests and chal-
lenges for the existing theories. Cazden (Chapter 18) raises some very practical
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questions based upon her varied experience as both a classroom teacher and a
research psychologist. One example of the kind of issue that is ceatral to a
theory of instruction but still inadequately handled by our curreni theories is
Cazden’s question. “What is the value of practice?” Finally, Klahr (Chapter 19)
sketches some of the issues that would need to be resolved before one could
construct a model of a learner.

ACKNOWLEDGMENTS

The contributions to this volume are based on some of the. presentations given at
the Tenth Annual Carnegie Symposium on Cognition, during the first week in
June, 1974, in Vail, Colorado. The Symposium was supported by a contract
jointly funded by the Personnel and Training Research Progams, Divisic. of
Psychological Sciences of the Office of Naval Research, and ihe Advanced
Research Projects Agency of the Department of Defense. 1t was held under the
auspices of the Department of Psychology at Carnegie-Mellon University.

Several people who do not have chapters in this volume nevertheless have had
an inflrence on its contents. These people presented workshops at the Syrpo-
sium: informal descriptions of on-going instructional explorations. The work-
shops were distributed through the week of the Symposium in order to prcvide
some concrete instances of interesting instructional problems. The workshop
leaders were not requested to prepare formal papers, thus, the workshops are not
included in this volume. There seemed to be no adequate way to convey the
content of the workshops and the discussion they generated, although much of
the intellectual excitement during the Symposium came from these sources.

The workshops included:

1. “The adantation of instruction to individual differences: an information-
processing approach.” by J. G. Wallace, University of Southampton.

2. “On some cognitive processes presumed to be opcrating in computer
assisted instruction,” by Dexter Fletcher, University of lllinois.

3. “Intuitive and formal modes of representing music,” by Jean Bamberger,
Massachusetts Institute of Technology.

4. “Teaching problem solving,” by J. R. Hayes, Carmnegie-Mellon University.

5. “Teaching formal operations,” by Robert Siegler, Carnegie-Mellon Univer-
sity.

I would like to thank each of these participants for enriching the Symposium
with their informal presentations.

In organizing the Tenth Symposium and in editing this volume, | was assisted
in diverse ways by several of my colleagues at CMU. Careful and critical readings
of early drafts of various chapters were ably done by John S. Carroll, J. R.

*p



’t
o S

PREFACE  Xxiii

Hayes, William Leaf, and specially Jola A. Jakimik. Bibliographic assistance
came from Elaine Shelton, and Mariene Naughton did the lioness’ share of uie
secretarial work for both the Symposium and the book itself. Symposium
planning, execution, and follow-up were masterfully managed by Marcia Gold-
stein, assisted by Marshall Atlas, Michelene Chi, and Kenneth Kotovsky. 1 would
like to thank all of these people for assisting a neophyte editor and symposium
organizer. 1 would also like to acknowledge the constructive approach to
contract supervision that was evidenced by Dr. Joseph L. Ycung, Assistant
Director of the Personnel and Training Research Programs, Office of Naval
Research. He played a key role in the initial conception of the Symposium topic
and provided unobtrusive encouragement throughout the whole enterprise

Finally, 1 gladly thank my wife Pat for her advice, encouragement, and
wisdom, and for the assumption of responsibilities that this book at times caused
me to neglect.

DAVID KLAHR
Pittsburgh, Pennsylvania




Part |

STRATEGIES FOR
INSTRUCTIONAL RESEARCH

It is often thought and said that what we
most need in education is wisdom and broad
understanding of the issues that confroat us.
Not at all, I say. What we need are deeply
structured theories in education that drasti-
<ally reduce, if not eliminate, the need for
wisdom. 1 do not want wise men to design
or build the airplane | fly in, but rather
technical men who understand the theory of
acrodynamics and the structural properties
of metal ... And s it is with educa-
tion. .. 1 want to sce a new generation of
trained theorists and an equally competent
band of experimentalists to surround them,
and | look for a day when they will show
that the theories | now cherish were merely
humble way stations on the road to the
theoretical palaces they have constructed
{Suppes, 1974].
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Promoting Language Skills:
The Role of Instruction

John B. Carroll

Educational Testing Service'

Can language skills be taught? The answer to this question depends upon how we
define “language skills” and what we mean by “teaching.” There appears to be a
fundamental divergence—usually between behavioral scientists on the one hand
and educators on the other—zs to wiiat these terms mean.

In the context of behavioral science, irstruction is often taken to mean
definite, specifiable “behavicral ' obicctives, high!y-controlled instructional set-
tings and materials, and definite procedures for observing and measuring learning
~utcomes. But in the minds of educators, it is generally the case that:

Instruction’ is a word within the system (education; that has no operational defini-
tion. It refers to many different ways in which the relationships among students,
teachers, learning materials may be structured. Discursive situations, at all levels of
instruction, tend to be seen as effective. They, and other types of structured situations,
are being defended against displacement by instruction geared only to operationalized
episodes [Dickinson, 1971, p. 112].

Even McKeachie (1974), a behavioral scientist, is inclined to express his unhappi-
ness with the term “instructional psychology,” “for ‘instruction’ carries i
connotation of teacher direction or building that is less pleasing . .. than the
emphasis on the student implied in ‘learning’ [p. 162].”

Dispute over the meaning of “instruction’ and “teaching” is found also among
educational philosophers. It is commonly agreed that teaching is any activity
that is designed to result in learning on the part of the individual being taught,
but there is debate as to whether such an activity should be called teaching when
there is no inten? on the part of the teacher to teach, or when it is not successful
in producing its intended outcome (Scheffler, 1960).

! Currently, Department of Psychology, University of North Carolina at Chapel Hill.

Preceding page blank
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4  JOHN B.CARRGLL

Consider the claim that the child leams his native 1+ juage without being
“taught,” simply by “exposure” to adult models. To support such a claim, one
would have to have in mind how he distinguishes between teaching and non-
teaching, and how he means to define “exposure.” On the other hand, it is
commonly accepted that one can “teach” vocabulary knowledge, or a foreign
language.

If we are to study rationally the problems of teaching language skills, we must
embrace such concepts as “creativity in language” within a scientific, deter-
ministic framework. If there is “uch a thing as a natively predetermined “lan-
guage acquisition device” (McNeill, 1970) that accounts for the acquisition of
language skil’s, we must describe it scientifically. If the system of language is
“interna“zed” by language learners, the resultant internalized states must be
open to scintific study by appropriate observation of the “behavior” (broadly
defined) that occurs under specifiable conditions. Some of these “specifiable
conditions” will fall under the concept of “instruction,” but I assume that they
will cover not only the kinds of deliberate, formal operations that a teacher
performs in the classroom, but also the informal, largely nondeliberate actions of
people interacting with each other through language and other means, for
example, the interactions of a mother and her child, or the interactions of one
student with ancther ir. a “discursive” situation. Whether these actions are taken
with an “intent” to teach or produce learning, and whether these actions are
“successful” in producing learning, are questions that are not of central interest.
It does not much matter whether or not we say that the child learns his language
“without being taught.” What matters is what external influences, that we might
be able to have under our ontion or control, there are upon the child’s learning.
There are many kinds of “language skills”: spesking, listening, reading, hand-
writing, spelling, and written composition are the native-language skills that are
given most attention in the schools, but we might also want to discuss what are
often called “communication skills,” including nonverh:al communication skills.
In all these skills, there is a developmental dimension as +ne individual moves
from infancy to adulthood. In a previous publication (Carroll, 1971b) I have
reviewed the literature on the development of these native-language skills be-
yond the early years. In addition, we may want to consider the problems of
teaching a second or a foreign language, or of teaching a “standard” form of a
language when the iearner’s native tongue is a “nonstandard” form of that
language. I have reviewed research on many aspects of these matters in a number
of publications (Carroll, 1963, 1966, 1968a, 1971a), and 1 do not intend to
recapitulate these reviews here. Instead, I propose to focus attention on the
models of the language leamer that seem to be implicitly assumed by teachers,
writers of instructional materials, and others in education, as well as s:ch models
as are offered by psychologists, psycholinguists, and linguists. We must see 1
what respects these models are inadequate or conflict with one another. We * .ust
also attend to what role these models assume for “instruction” —defined broadly




1. PROMOTING LANGUAGE SKILLS 5

as any external influences on the development of language skills, as represented
both by formal teaching actions and by more informal social interactions.

NOTIONS OF SKILL, COMPETENCE, AND FZRFORMANCE

If we are to begin promoting language skills, we need a notion of what these
skills consist of. Indeed, it would be to our advantage if we had available a
complete theory of how people acquire and use language skills—both productive
and seceptive skills, and both skills with the spoken language and skills with the
written forms of language.

One prerequisite for the development of such a theory is consideration of the
relation between a language system, as described by linguists, and the activities
and behaviors that involve its use. In recent years, this problem has been
discussed in terms of the distinction, most trenchantly formulated by Chomsky
(1965), between *“competence” and “performance.” The distinction has been
debated almost ad nauseam (Bever, 1970; Fillenbaum, 1971; Fodor & Garrett,
1966; Hayes, 1970) and it would be a distraction to fully discuss the matter
here, but since I have a particular viewpoint, I need to state my position with
some semblance of justification. I believe that all Chomsky literally meant to
refer to was, on the one hand, what is learned (competence), and on the other,
the behavior that manifests chat learning (performance), including both receptive
and productive language behaviors. The notion of competence is entirely neutral
as to what type of grammatical model should describe competence. Chomsky
offered generative grammars as theories of competence, but linguists (and
others) are free to select other kinds of grammar to describe competence.
Further, the notion of performance is neutral as to what theory or model of
performance mechanisms one might adopt; a model of performance mechanisms
might be derived from behavioristic principles, from cognitive psychology, or
from any other psychological system. Much of the discussion about competence
and performance, however, has been concerned with the extent to which a
model of performance must “incorporate” a competence model, and if so,
whether the compctence model (ie., the type of grammar chosen) determines
the form of the performance model. In my opinion the determinatior is in the
opposite direction: the form chosen for the performance model will tend to
dictate the form of the competence model and therefore the form of the
grammar. This is the case because the mechanisms or processes that a perfor-
mance mode! assumes are not indifferent to their content, i.e., to the elements
upon which they operate.

There are perhaps many possible ways to write grammars for verbal output,
but the type of grammar that makes psychological sense is determined by the
kinds of mechanisms that are assumed in the performance model. There are
various alleged demonstrations (e.g., Bever, Fodor, & Garrett, 1958) thet a
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6  JOHN B.CARROLL

transformational grammar cannot be handled by an associationistic, “stimulus—
response” theory. This is usually interpreted to mean that a behavioristic
account of language behavior is unacceptable—so great is the faith in transforma-
tional grainmar. Suppose, however, that no mechanism can be found to handle
such a grammar. (In fact, I am not aware that anyone has formulated such a
mechanism.) This would present a problem of the psychological acceptability of
transformational grammar for any performance model.

My conclusion is that the designer of a performance model czn afford to be
indifferent concerning what type of grammatical theory the linguist may want to
choose to satisfy his or her own criteria. As a psychologist, my criteria lie within
the realm of psychology. Thus, the kind of grammar I choose must satisfy the
basic psychological criterion that it must be plausible from the standpoint of
being capable of being handled by known or discoverable psychological pro-
cesses. In effect, this means that a grammar for a given language system must be
included within the performance model for that language, the distinction be-
tween competence and performance remains as before—~competence refers to
what is learned, performance refers to a behavior manifesting that learning.

This point of view is actually not as heretical as it may seem. Labov (1971, p.
452) says. “‘There seems to be general agreement that a valid theory of language
must eventually be based on rules that speakers actually use.” Bever (1970, p.
345) tells his readers that if they will “accept the possibility that ongoing speech
behavior does not utilize a linguistic grammar,” they will not be surprised “that
the mechanisms inherent to ongoing speech behavior do not manifest transfor-
mations or any operations directly based on them.”

A point of view that seems much closer to mine is that of Schlesinger (1971),
who writes:

There iz no place for intentions in a grammar, but any theory of performance which
fails to tuke intentions into account must be considered inadequate. The model of a
human si»2aker must, of course, cortain rules that determine the grammatical structure
of the output. These ruies, however, must be assumed to operate on an input which
represents the speaker’s intentions [p. 64].

I would identify these rules as a grammar incorporated into a performance
grammar—in Schlesinger’s terms, they would be *“realization rules” for convert-
ing “I markers” (input or intention markers) into utterances. There is a certain
similarity here to Bever’s (1970, p. 286) notion that “talking involves actively
mapping internal structures onto external sequences, and understanding others
involves mapping external sequences onto internal structures”—that is, if we
identify internal structures with Schlesinger’s I markers. Much of Bever’s paper is
concerned with trying to identify “heuristics” or “cognitive strategies” whereby
the hearer finds out how “external sequences” (i.c., strings of speech) are to be
mapped into internal structures. While it is debatable whether he has identified
the heuristics that language users actually employ, the enterprise seer1s to be in
the right direction.
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To emphasize the clzim that the grammar must be incorporated in, and
determined by, the performance model, I have called the gre~—mar that I have
developed for a small subset of English sentences a “performance grammar”’
(Carroll, 1974a). This performance grammar thus far centers attention on
language production; it is my belief that the problem of production must be
dealt with before problems of reception and comprehension can properly be
investigated. This is because the hearer’s problem is to determine the I marker of
the speaker; it seems reasonable to suppose that to the extent that speaker and
hearer share the same language system, the hearer would rely to a large extent on
the same “realization rules” for converting I markers into speech that the
speaker does. The performance grammar is conceived of as having two compo-
nenis: the intentive component, and the code component. The intentive com-
ponent specifies the elements, variables, and structures found in I markers, and
the code component contains the “realization” rules for converting the contents
of 1 markers into grammatically acceptable speech. The rules in the code
coraponent can be stated as “production systems” in Newell’s (1573) sense, i.e.,
they can be stated in the form of one or more condition—action pairs. This type
of grammar, incidentally, is exemplified also by Halliday’s systemic grammar
(Hudson, 1971; Muir, 1972), which Morton (1968) calls a “Category B” gram-
mar that describes how language behavior can be produced outside the rules of
grammars of a more linguistic character. Like my performance grammar, Halli-
day’s systemic grammar emphasizes the choices open to the speaker as he speaks,
but I would feel that the “intentive” component of Halliday’s grammar is as yet
only a latent structure; i.e., the conditions for the choices are not made explicit,
whereas they would have to be in a complete performance grammar.

Discussions of “~>mpetence” in linguistics have laid little ernphasis on whether
the competence may vary from one speaker to another, or whether competence
can be quantified. Muscat-Tabakowska (1969) has presented an interesting
discussion of these as issues they apply in foreign-language teaching; her remarks
are applicable also to the competenr: of native speakers. She narrows the
definition of competence to mean “the actual knowledge of the underlying
system of rules at a given time,” from which she concludes that (1) “compe-
tence . .. can be learned, and probably can also be taught; (2) competence is
relative, for it can be bigger or smaller, both in different speakers at the same
time and in the same speakers at different times; and (3) competence is
measurable, in that it is possible to infer the amount of competence from the ob-
servable data (from performance) . . . [Muscat-Tabakowska, 1969, pp. 42-43).”

Elsewhere (Carroll, i968b) I have set forth a series of propaositions about
competence and performance in their application to problems of testing compe-
tence in a foreign language, but they are equally applicable to similar problems
in a speaker’s native language. Among these are:

Competence in a language consists of a series of interrelated habits (acquired stimulus—
response mechanisms) which can be described in terms of stated ‘rules’ [p. 47].
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5 JOHN B. CARROLL

The actual manifestation of linguistic competence. . .in behavior may be called
linguistic performance, and is affected by a large number of nonlinguistic variables [p.
50].

I further asserted that:

There are individual differences, both in competence and performance variables, that
may be a function of either constitutional or experiential variables [p. 51].

I pointed out that individual differences in competence might be found in
different domains, such as phonology, morphology, lexicon, and grammar, and
that individual differences in performance could be observed in such matters as
speed of response, diversity of response, complexity of information processing,
and awareness of competence.

Such an analysis of linguistic competences and performances suggests that it is
quite possible that a diversity of detailed prychological models may need to be
incorporated in a complete performance model. For example, the psychological
inodel used to study the acquisition of a lexical item as 4 linguistic form may be
different from the one used to study the meaning of that linguistic form, and a
still different model may be required to account for the acquisiticn of the
grammatical category and distributional characteristics of the form. Further,
models fo1 the acquisition of phonological items, or of grammatical rules, may be
radically different from any of the models required in connection with lexical
forms. We may already be able to apply certain standard paradigms (Melton,
1964) to several of these cases: for example, acquisition of lexical meanings may
be a case of associationistic leamning, or a case of concept learning; and acquisi-
tion of phonological competence may have elements of perceptual learning ai.d
of psychomotor learning. Where our standard paradigms seem to fail most is in
explaining the acquisition of grammatical rules. It is still unclear what the source
of the difficulty may be: is it that appropriate psychological models have not
even been discovered, let alone refined, or is it that we have not discovered the
way in which grammatical rules should be formulated so as to lend themselves to
the application of psychological models? I suspect there are difficulties on both
of these counts.

NAIVE, BEHAVIORISTIC, AND COGNITIVE THEORIES
OF LANGUAGE LEARNING

What happens when people (or other organisms) acquire la.:gvage skills? What
models of the language leaming process seem to be assumed by their teachers, or
by people who prepare instructional materials?

That people do leam language, even when taught by teachers (e.g., mothers)
uninformed about any systematic scientific principles of leaming, is evident.
Whether people learn any better when they zre taught according to some
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systeme®ic theory of instruction is not so :vident. Even if the teacher, or the
Preparer of instructional materials, can *~ _s3umed to have teen influenced by
some doctrine about learning and teaching, i ishard to tell, from an instunce of his
or her teaching, whether he or she is actual.y being guided by that doctrine, unless
he or she explicitly tellsus so.

I will discuss three “theories” of language leaming and teaching. I assume,
first, that a “naive” or *common sense” theory of learning exists, that in ract it
has existed for cer turies, and that this “naive” tzeory underlies the instructional
procedures used by most people ergaged in promoting language skilis—whether
they be mothers teaching their children to speak or formally certified teachers of
English or foreign languages. I do not employ the term “naive” in a pejorative
sense, but rather to refer to the kind of “common-sense psychology,” described
by Heider (1958, pp. 5~7), as summarizing the common wisdom that people
have about their behavior and motives. Of course, a naive theory of learning may
in many respects be inaccurate, wrolig, or wrongly applied. Nevertheless, it
cannot be all wrong, since it has been part of the underlying foundation of
teaching and leaming over the centuries, that is, the kind of teaching that has
been at least partly successful.

Second, I will describe how “behavior theory” has singled out for
analysis and ieinterpretation cer’din features of the naive theory. By “‘behavior
theory,” I inean one comparable to Skinner's (1953, 1957) with its emphasis on
operant conditioning.

Third, I will indicate some limitations of Skinnerian behavior theory and point
out how cognitive theory provides a refineznent of naive theory (and a reinter-
pretation of behavior theory). The discussion will then lead to the implications
of cognitive theory for instructional procedures in promcting language skills.

Assumptions of Naive Learning Theory

If we examine typical instructional materials, ot 1structional episodes, or
walk with teachers, we can infer that naive | ory is based on eight
principal implicit assumptions:

1. Leaming occurs best when it is “motiva:. Ideally, maximum leaming
occurs when the individual “wants to leam.” Helen Keller (1936, pp. 23-24)
recalls that after arriving at an understanding that “‘everything has a name”
through being shown how the word water is finger spelled, she “left the well
house eager to learn.” Most textbooks are written on the assumption that they
will be used by “motivated” students; some of them attempt, however, to
stimulate motivation and interest. Naive theory further assumes that if an
individual does not want to learn, he can nevertheless be made to learn by
drawing his attention to the consequences of not learning. The critical role of
motivation is assumed to be in every case to direct and focus the individual’s
attention on what is to be learned.
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2. Thus, a critical variabie in leamning is attention, i.c., a state of the learner
whereby he becomes consciously aware of the material to be lear ied and
examines it according to whatev:r meuns are necessary. When the aatter is
complex, this may require diligen! stvdy, but even in simple cases, sone degree
of “attention” is required. We have a report (McNeill, 1970, p. 106) f a mother
trying to “‘correct” her child’s tendency of saying “Nobody don ¢ like me.”
After a series of uusuccessful attempts, she says: “Now listen carefully: say
‘nobody likes me.’ ” In the child’s response, ““Oh! Nobody don’t likes me,” it is
evident that the child does in fact pay greater attention to the stimulus than
before, even though the response is not quite what the mother hoped for. A
series of steps recommended by Fitzgerald (1951) for learning to spell a word
incluae admonitions to “look at the word .. . pronounce it...see the
word . ..say it... make every letter carefully.” In reporting how she learned
the fingerspelling for water, Keller (1936) notes that “her whole attention was
fixed” on the motion of her teacher’s fingers.

A corollary of this proposition is the principle “one thing at a tire.” It is
assumed that to maximize attention, attention should be directed at only one
thing at a time. Divided attention and distractions retard learning. Thus, if the
thing-to-be-leamed is complex, its parts must be attended to separately. Fitz-
gerald (1951), in the prescriptions mentioned earlier, advises the student to “say
the letters in order” and “make every letter carefully.” Instructional materials
generally attempt to focus the student’s attention on particular aspects of what
is to be learned.

Another corollary is that the leamer controls the learning in that he can
control his attention, and is generally aware of how much and how well he
knows he has learned at a given point (the student, of course, be mistaken about
his state of knowledge.).

3. The result of leaming is some change in internal state. This can be eithera
change in state of knowledge about facts, rules, opinions, etc., (“knowledge
that ..."), or a change in state of knowledge about procedures and behaviors
(“knowledge fow to..."). Knowledge can come from a nuraber of
sources—experience, observations of place, events, and others’ behavior, lectures
and explanations, or even from mental discovery—‘‘using one’s head.” Informa-
tion may be stored as memories, although some memories can be forgotten.
Memories about behaviurs are stored as “habits.” Knowledge can even include
information about how to leam: Fitzgerald’s prescriptions about learning to
spell are of this nature. These assumptions abcut what is to be learned are
illustrated in a “bulletin” suggested for use in a “better speech campaign” for
speakers of nonstandard dialects at the secondary school level (Golden, 1960, p.
94). Golden assumes that in order for the nonstandard speaker to learn to avoid
usages like shouldn't ought, disremember, and irregardless, he or she first needs
to be told that they are “‘wastcbasket” words even though there is “nothing
really wrong” with their use in some situations. In his text on teaching English as
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a second language, Dixson (1971, p. 2) gives rules for forming the negative of fo
be: “We form the negative of tc be by placing not after the verb.”” A widely used
textbook of Spanish (Bolinger et al, 1960, p. 57) teaches the student the
distinction between Spanish ser and estar by a lengthy discussion of the varying
uses and meanings of these forms; that is, the student is assum.ed to need 2 store
of information or knowledge 2bout them in order to learn to use them according
to Spanish norms.

4. Practice and repetition contribute to the establishment and strengthening
of memories. Memories become clearer and firmer by repeated exposure to the
subject to be leamed. This is believed to be true both for memories of experi-
ences and for memories of behaviors (i.e , habits). Retrieval of memories for
experiences eventually becomes extremely facile after repeated exposu:e to the
stimuli, and behavior repeatedly performed becomes extremely “automatic”
when the conditions for that behavior are appropriate. Fitzgerald’s (1951)
prescriptions for the learning of spelling advise the student to spell a word
several times, each time checking its correctness. Golden (1960) advises stu-
dents:

“This shifting and perfecting of language pattern is not done easily or overnight. . .. As
it takes continuous practice and many other factors to shift from being merely a
chop-sticks player to being a good musician, so it takes practice and thought and desire
and then more practice to shift into using the patfern that is universal, and to feel so
much at home in the new pattern: that we can truly ‘make music’ witk it [p. 94].

Bloomfield’s (1942) final admonition to the foreign language leamer is “PRAC-
TICE EVERYTHING UNTIL IT BECOMES SECOND NATURE |[p. 16, capitali-
zation in the original].”

S. There are degrees of leaming, and until perfect mastery is attained, re-
sporises must be checked for their “correctness.” “Feedback” has the primary
function of giving the learner information which he can use to compare his or
her response with what the response should be; whether it “rewards” or punishes
the leamer is of secondary concern. We have already cited Fitzgerald’s advice to
the learner to check the correctness of his efforts to spell a word each time he
tries it.

6. Rewards are administered by external agencies for the act of learning (and
punishments for failures in leaming); one does not reward or punish the actual
behavior performed, but the learner himself. Rewards and punishments are seen
as constituting information to the learner regarding the consequences of learning
or not learning; this is true whether the rewards and punishments are adminis-
tered verbally or physically. Rewards (school grades, “A,” “B,” etc.) are also
given to convey information to the leamer concemning his overall progress in
learning.

7. Leaming builds on prior knowledge and habits. Teacheis and textbook
authors generally mean to take account of knowledge and halits already ac-
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quired at a given point. If we look at random at almost any page of a textbook,
we can usually infer what the textbook writer assumes the studert knows or has
learned up to that point.

8. Leaming is an active process; “‘learning by doing” is a watchword among
many educational writers. Textbook authc s are aware cf the need to have
students be able to make active, uncued responses. For example, in the Spanish
textbook cited earlier (Bolinger et al, 1960, p. 28), it is pointed out that the
students’ books must be closed during the performance of a dril! on peison-
number substitutions.

The above assumptions apply not oniy to language learning but in fact to most
types of school learning, anid to most other t''pes of learning as well. The special
difficulties in applying these assumptions te certain aspects of language learning
(e.g., the child’s leurning of his native language, particularly its grammar) are
only dimly perceived in naive theory, but a special theory, that of “imitation,” is
applied to explain lunguage learning. Naive learning theory attaches importance
to imitation as a learning process because behavior that is apparently imitative is
frequently observed. Mothers try to get their children to imitate their language
and are sometimes successful: Kobashigawa (1968) reports an episode in which a
mother elicits a form by using a question intonation; the child tends to imitate
not only the form but the intonation, and imitates a different intonation when
the mother changes hers:

Mother: That’s a radio. . .. A radio? (with question intonation)

Child: [we-o] (with question intonation)

Mother: Radio. (with falling intonation)

Child: [we-o] (with falling intonation)

McNeill (1970, p. 106) reports unpublished material from Roger Brown’s re-
search illustrating children’s (usually shortened) imitations of adult sentences.

Behavioral Learning Theory

The behavior theory developed by Skinner (e.g., 1953) and his followers focuses
on the properties of what are called operant responses and the conditions that
are presumed to control their elicitation, learning, and extinction. The paradigm
of classical conditioning is played down in this theory because it is thought to
pertain mainly to responses of the autonomic nervous system, responses that are
considered not to be of primary interest in educational settings. Discussions of
classical conditioning rarely figure in writings about the application of behavior
theory in instruction (Skinner, 1963).

The salient feature of behavior theory is its treatment of the relations among
stimuli, overt responses, and reinforcements. In the strict form of behavior
theory, mental events and covert responses are assumed to be of no scientific
interest, an¢ aic therefore not considered. 1t is assumed that changes in proba-
bilities of emission of overt responses are functionally related to the occurrence,
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at specifiable points of time, of “reinforcements”—stimuli tending ¢ satisf/
drives—, and, s the case may be, also to the occurrence of certain other stimuii
(“discriminative stimuli”’) that may serve as cues for the emission of the overt
responses. The overt responses thus come unde. the *“control” of reinforcements
and discriminative stimuli when the temporal relations and other conditions arc
as prescribed by the theory. The theory is alsc much concerned with ‘he
“topography” of the responses, i.c., with their diffesentiation, and with the
manner in which re #ards and also discriminative stimuli are differentiated.

It is useful to see how the assumptions of behavior theory compare with those
of naive theory:

1. Behavior theory agrees that the learner must be motivated, but it sees the
problem of motivation as one of identifying drives for which reinforcers can be
specified. Many applications of behavior theory involve reinforcements for basic
drives such as hunger and thirst, but according to the “Premack principle”
(1959) any activity preferred by a leamer can serve as a reinforcer for any
less-preferred activity. Thus, in conducting *programmed instruction,” getting
through a program might be regarded as a reinforcer for the act of going through
a program, on the assumption that the student would rather not be doing a
program than doing it.

2. Any consideration of “attentin” or conscious control of learning is not
recognized in behavior theory. The princi,ie of “one thingata time,” however,
is utilized in behavior theory simply because of the necessity to establish precise
temporal relations between particular responses and particular rewards.

3. The only thing that behavior theory recognizes as being learned is some
overt response (or some integrated combination of responses), which occurs
under appropriate circumstances or stimulus conditions. A strict form of behav-
jor theory makes no assumptions about “information,” “meniories,” “knowl-
edge,” or even “habits,” although if a response is “reliably™ established it i
sometimes loosely referred to as a habitual response.

4. Matters having to do with the practice of responses xnd repeated exposures
to stimuli are dealt with under the rubric of *“schedules of reinforcement,” i.c.,
with the specification of the temporal relations and repetitions of stimuli,
responses, and reinforcing events. Some schedules are found more effective in
producing learning than others. “Forgetting™ of responses would be interpreted
as extinction of those responses resulting from an ineffective schedule of
reinforcement.

S. Feedback. is considered to be a form of reinfescement; it applies to the
learner’s response, not to the leamer.

6. Reward is obviously of central importance; like feedback, it applies to the
learner’s response and not to the learner. Positive reinforcements are believed to
be more effective than negative ones; insofar as feedback regarding incorrect
responses is aversive, the conditions for learning should be arranged so that the
learner makes a minimum of errors.
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14 JOHN B.CARROLL

7. In the theory, there is no such thing as prior knowledge; there are only
behaviors and responses that have been learned previously. These previously
lesmed responses are to be taken account of as “baseline” or “entry” behaviors
which may in fact be prerequisite for further learning and for building integrated
' response repertoires.”

8. Since only overt responses are leamed, learr.ng is obviously “active.” The
Presciiptions of naive theory about active leamning are interpreted as referring to
the necessity of *‘fading” irrelevant cues.

Despite a good deal of pubiicity and experimentation, it can hardly be said
that behavior theory has become popular with all language teachers. However,
the advent of a strict behavior theot; was perhaps the precipitating factor in
various investigators’ attempts to teach some kind of language system to lower
snimals, specifically, chimpanzees.? Nevertheless, it is not clear that behavior
thsory was responsible for the successes of these investigators, suchi as they have
been. The Gardners state that although they recognized the theoretical weak-
nesses of the behavioristic paradigm, they “never hesitated to apply those
principles of reward theory that were relevant,” but they cite a number of other
teaching techniques (guidance, observational learning) that were generally more
effective than straightforward instrumental conditioning procedures (Gardner &
Gardner, 1971). It is obvious that Rumbaugh and his associates and the Pre-
macks were strongly influenced by behavior theory in their work with animals,
using standard instrumental conditioning techniques at lcast in the earlier phases
of their work. Nevertheless, the leamning b:havior of the animals had many
features that could not have been expected or essily accounted for by behavior
theory. For example, Lana (the chimpanzee taught by Rumbaugh and his
associates) would every once in a while make a mistake while she was punching a
sentence into the computer; all by herself she discovered % “correction proce-
dure” for canceling the input of such a sentence when she “knew” she had made
a mistake.

Behavior theory has inspired the generation of instructional theorists who
developed “‘programmed instruction” (Glaser, 1965); it has also been a source of
guidance in the development of “behavior modification™ techniques for chang-
ing children’s language behavior (Hart & Risley, 1974; Sapon, 1969). One very
explicit use of behavior theory is that of Mear (1571) for establishing *‘receptive
repertoires” in children leaining French.

*Gardner and Gardner (1971) taught a version of American Sign Language, the sign
language of the deaf, to a female chimpanzee named Washoe. The Premacks (Premack,
1971; Premack & Premack, 1972) taught a chimpanzee named Sarah 10 ‘e 2 “language” in
which pieces of plastic of different colors and shapes were used to communicate simple
ideas about eating, foods, etc. Rumbaugh, Gill, Brown, von Glasersfeld, Pisani, Warner_ and
Bell (1973) taught a chimpanzee named Lana to use a language in which sentence: were
composed of visual symbols (“lexigrams™); a computer was used to control the disglays of
these lexigrams, which could be produced either by the experimenter or by Lana, by the
punching of buttons in the proper sequence.
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Thus, behavior theory has been highly successful in many ways. By concentrat-
ing on directly observable everits, it has achieved a kind of scientific respectability
that was not achieved by previous leamning theories, certainly not by any
kind of naive theory. More importantly for our present purposes, it has served 23
a filtering device for sorting out critical elements and problems in leaming
theory. But in this respect it has revealed its weaknesses. There is a lingering
appearance of circularity in a theory of reinforcement that seems to define
reinforcers in terms of drives and drives in terms of reinforcers, but there ie
other 1natters to worry about. The maj i gaps in the theory are its inability to
deal with covert events that are undoubtedly relevant in leamning and its failure
to recognize that reinforcers have their effect not on responses ac such but on
the covert events that antecede and trigger overt respoases. It has no satisfactory
theory of knowledge and information processing. nor of the parameters of
memory structures that would presumably underlie the surface “laws™ of rein-
forcement schedules. From a practical viewpoint, it has only a limited theory of
the manner in which responses get emitted, so that the practitioner is often hard
put to identify or elicit responses that can serve as a basis for further leaming.
The Gardners might have had to wait for an eternity before observing responses
that could serve as the basis for communicative “mands,” if they had not in the
meantime discovered that guidance or “molding” (Fouts, 1972) could shape
such responses.’ Fiom the reports published thus far, there is appzrently no
means of knowing how much *guidance” the Premacks had to give their
chimpanzee Sarah in order to get her to make the responses she did.

Two fundamental questions about behavior leaming theory are: (a) does
learning truly take place on the basis of solely the variables indicated by the
theory?, and (b) when language responses are acquired or modified by behavior
modification techniques, is this leaming of the same character, resulting in the
same kind of competence, as occurs in normal language learning? I beiieve that
the answers to both these questions are in the negative. The bulk of the evidence
as to what goes on in the so-called “verbal conditioning™ paradigm is that a
change of behavior occurs only when subjects are consciously aware of, and
pleasa. .tly disposed towards, the arranged contingencies (e.g., Sallows, Dawes, &
Lichtenstein, 1971). Weiss and Bom (1967) doubt that “speech training™ con-
ducted according to behavior modification theory results in true language
acquisition.

Cognitive iLearning Theory
I am not aware that any reasonably adequate cognitive theory of leaming has yet

been developed. 1 would entertain the hypothesis, however, that such a theory

’ A mand, according to Skinner’s (1957) account, is a verbal response that, though initially
occurring with no such function, has been conditioned to communicate some desirc or
motive (“demand™ “‘command™) on the part of the learner.
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would provide a much improved busis for interpreting language leaming phenom-
ena and for suggesting measures for promoting language skills. By “cognitive
theory” 1 mean a theory that would embrace covert events such as expectancies,
plane, sets, images, memory storage and retrieval, conscious control, and com-
plex information processing. I assume that contemporary experimental technol-
ogy (as represenied for example by reaction time studies, computer simulations
of behavior, etc)) has means for elevating these concepts to scientific respecta-
bility.

Let us see how a cognitive theory might deal with the major ;..1ts of what 1
have called a naive learning theory, and incidentally how it would reinterpret the
kinds of observations and procedures that result from investigations based on
behavior theory.

1. The concept of “‘motivation” would be translated into terms of various
kinds of internal events. Some of these would be associated with basic drives,
that is, covert responses to changes in physiological states; others, however,
might be labeled as conscious goals, plans of action to achieve those goals, and
expectancies concerning future events, often in cognitive response to particular
situational requirements. “‘Motivation to learn” would be irterpreted as an
expectancy of some future state of knowledge or ability that would resuit from
performance of a learning task, for example, the ability to communicate in a
foreign language. Certain kinds of motivational siates (intentions) would have a
peculiar importance in learning language. A communicative act involves the
transmission of certain aspects of the speaker's intentions to the cognitive
information store of the hearer. There is at least inferential evidence for the
involvement of “intentions” in the communicative acts of the chimpanzees who
have been studied by the Gardners and by Rumbaugh and his colleagues. Washoe
communicated her desires for more tickling, more banana, etc. by using the sign
for more (Gardner & Gardner, 1969, p. 669). Lana (Rumbaugh et al., 1973)
-ommunicated her desires (intentions) for juice, the presence of her keeper, or
even background music by various button-pushings. (Apparently the Premacks’
Sarah was never given the opportunity to communicate her desires.). Mear’s
(1971) first-grade students learned to apprehend the intentions of their teacher
from her French vocal responses.

2. In contrast to behavior theory, but in agreement with naive theory. cogni-
tive theory would acknowledge the importance of attention in learning. Neisser
(1967, pp. 292 ff.) writes of the usefulness of assuming an ‘‘executive process”
in an information-processing theory that controls the flow of information by
addressing particular sensory registers or memory stores. Cognitive theory would
assume that attention is important at some point in the learning process, even
though its role might diminish after processes become automatized. Cognitive
theory would agree with naive theory in asserting that “motivation” (as de-
scribed above) enhances attention. Expectation of reward, for example, might
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do this; problem difficulty would also do so. Rumbaugh et al. (1973) used
expectation of reward to direct Lana’s attention to the separate parts of visual
messages. In leaming the conditional relationship, Sarah 1s reported by thz
Premacks (1972) to havc een led to “pay closer attention © he sentences,”
apparently because of difficulty experienced with the problem.

3. Cognitive theory would for the most part agree with naive theory in
asserting that informat>n is what is learned, and would object to behavior
theory’s postulation that it is the responses that are learned. According to
cognitive theory, learniag to make particular responses is an internal process, as
is also a decision to emit them on a particular occasion and under particular
conditions. Cognitive theory would provide for the automatization of response
emission by assuming that information transfer processes can become extremely
rapid and that cognitive sets are not necessarily always directly under the control
of the executive. (In fict, an important feature of cognitive theory is its
emphasis on the extreme rapidity of most -ognitive processes.) Cognitive theory
would {urther agree with naive theory in assuming that information can come
from a great varicty o sc wces—through any sensory modality, but it would lay
stress on how this information is evaluated and possibly transformed by the
central processor. It would also be concerned with situational contexts in which
different kinds of information are arriving simultaneously and are evaluates in
terms of each other. Learning the meanings of signs would be a special casc of
such processing, resulting (under suitable conditions) in some kind of awareness
that “X means Y.” In fact, the very concept of naring would be a special
algorithm used in processing many types of information. Note that Sarah
(Premack & Premack, 197?) was able to learn a sign for this concept, in a sense,
a second-order, “metalinguistic” concept. (One may speculate, therefore, that
the Gardners’ Washoe 2 :quired this concept and could easily have learned a sign
for it if the proper contingencies had been arranged.)

4. In cognitive theoiy, the effects of practice and repetition would be handled
throughi refercnce to the parameters of various memory systems and to the
cognitive states occurring during practice and repetition. It would be an interest-
ing exercise to resxamine the extensive literature on the subject from this point of
view. In this wzy it might be possible to search for explanations of the fact that
practice and repei’ n are not universally effective in promoting learning. 1t could
be hoped that cogi. ‘ve theory would extensively refine the assertions of naive
leamning theory.

5. Feedback and correction, in cognitive theory, would be regarded as merely
one kind of information contributing to leaming—though frequently an impor-
tant kind of information.

6. Rewards and reinforcers (including aversive stimuli and their withdrawal)
would merely constitute another kind of information utilized in producing
learning, but rewards would be neither universally necessary nor sufficient. Their
relevance is minimal, for example, in observational and incidental learning.
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18  JOHN B. CARROLL

7. Previously acquired knowledge, stored in something other than shost-term
memory, would be regarded as important in learning to the extent that a
particular learning process required use of that prior knowledge.

8. “Active learning” might be important, in cognitive theory, to insure that
knowledge or other kinds of learning are truly in long-term memory and not
dependent on irrelevant cues from short-term memory.

In addition to all these points, cognitive learning theory would lay stress on
the organism’s interpretation and further processing of the information available
to it at given points during an instructional or problem-solving episode. Particu-
lar sequences and arrangements of stimuli in the instructional setting would
evoke different mental processes, some being more conducive to learning than
others. The Premacks (1972) seemed to be keenly aware of this in their
speculations regarding what instructional sequences might be most productive of
leaming in Sarah. In teaching language concepts, it seemed to be most useful to
present two positive instances and two negative instances. One may hypothesize
that such an arrangement provided Sarah with precisely the information that was
both necessary and sufficient to define the concept. The common features in the
positive instances were perceived as defining the concept only when they were
seen as contrasting with the common features in the negative instances. The way
in which information to be processed must be adequately presented is also
illustrated in the teaching of the if~then conditional sign. Before teaching this
sign, it was necessary to establish a referent for it, namely a set of situations in
which a contingency was present. The Premacks’ teaching of the conditional sign
to Sarah is almost precisely parallel to the manner in which Bereiter (Bereiter &
Engelmann, 1966) taught the meaning of if to disadvantaged children. He did
this by setting up on the blackboard several situations demonstrating a contin-
gency: If a a square is red, it is little; if a square is green, it is big; etc. From this
it was easy to move to teaching the meaning of the word.

CAN LANGUAGE SKILLS BE PROMOTED?—
ANSWERS FROM COGNITIVE THEORY

If it has been possible to develop a “behavioral technology” based for the most
part on reinforcement theory, it may also be possible to formulate a cognitive
learning technology, with a much broader base in information-processing theory,
that would be more generally applicable, more efficacious, and, perhaps, more
“humane” than behavioral technology. Such a technology would, I believe, be a
better guide to the promotion of language skills.

It has become fashionable, in recent years, to speak of language acquisition
rather than language lear ¢, at least in reference to child laiguage. Apparently,
this weasel word is used to dodge the question of whether I> ;guage is actually
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“leamed.” Indeed, it has been suggested that it is “acquired” through some sort
of “langvage acquisition device” (LAD) that is innately specific to the human
species (Lenneberg, 1967; McNeill, 1970). The hypotheses of a language acquisi-
tion device and of species specificity are becoming more suspect in view of the
recent findings with Washoe, Lana, and Sarah. 1 forego discussion of whether
these animals attained systems with all the essential properties of human lan-
guage, partly because the data are not all in (for discussion of this point, see
Bronowski & Bellugi, 1970; McNeill, 1974). We have little information as to the
full range of Washoe’s comprehension of American Sign Language, and at this
writing studies with Lana and Sarah (or their friends) are still in progress. On the
basis of my analysis of instructional episodes with these animals, I suggest that it
should be possible to teach chimpanzees languages more closely related to the
human language than those thus far taught. For example, Washoe could have
been taught a sign for the concept name-of, for Sarah learned this concept quite
readily. Sarah, in turn, could possibly have been taught a language system with a
complexity approaching that of natural language—rather than the relatively
“telegraphic” syntax that was taught.

If language systems can be taught to primates, it would seem that they could
certainly be taught to human children, but ordinarily one does not think of any
need to teach a child his native language, since he seems to learn it by himself or
herself. Of course there are some children who for one reason or another
(deafness, autism, etc.) do not “acquire” language in the normal manner and
who present serious leaming proolems. Possibly a cognitive leaming technology
could contribute towards the solution of such problems, even more than behav-
joral technology has already contributed. Even in the case of “normal” children,
there are variations in rate of language development; we know very little about
the causes of such variations. To the extent that suc/: variation might be
genetically determined, there is little that the cognitive leaming technologist can
do about them. To the extent that they might have environmental antecedents
(as they very likely do), the cognitivist might suggest procedures by which
retarded development could be remedied. The essential need at this time is to
start applying cognitive leamning theory more seriously in research on child
language leaming (and 1 use that word advisedly), not only to explore possible
applications but also to refine the theory itself. Similarly, cognitive learning
theory could inspire research on second-language learning (Carroll, 1974b).

Several lines of theoretical and empirical investigation may be suggested. A
further analysis of the experiments with animals would clarify cognitive language
learning theory because these experiments involve organisms that do not ordi-
narily possess anything like human language: since they cannot be said to possess
a language acquisition device like that of human beings, the special procedures
that have been used to teach animals language must exemplify arrangements that
cause learning rather than a fulfiliment of maturational possibilities.
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20  JOHN B. CARROLL

There is also great need and opportunity to reanalyze and reinterpret, from a
cognitive learning standpoint, findings from studies of child language acquisition.
The research strategy should be to see how much the role of a language
acquisition device can be deli:nited and how much the role of learning can be
amplified.

Take, for example, the concept of imitation, the status of which has had an
interesting history in the study of child language learning. Enshrined as an
important concept in naive learning theory, and interpreted in terms of “echoic
operants” in behavior theory, the concept has generally been downgraded in
importance by specialists in child language study. Ervin-Tripp (1964) at one
point says, “. .. there is not a shred of evidence supporting a view that progress
toward adult norms of grammar arises merely from practice in overt imitation of
adult sentences [p. 172].” Yet Ervin-Tripp and others (Slobin, 1968) have used
imitation tasks extensively to study grammatical development. The problem is
partly semantic: on the one hand, “imitation” can refer to an alleged learning
process; on the other, it can refer to an observed behavior. But the problem lies
also in a confusion about what is imitated. It seems almost certain that children
imitate, or try to imitate, elements such as intonation patterns or single words.
They can also imitate longer segments, or parts of these segments, but only
within memory limitations and the competence they have already achieved. If
the concept or process of imitation is to be used in explaining or promoting
language acquisition, it must be considered as only one process among possibly
many others. Bloom, Hood, and Lightbown (1974) suggest: “One might explain
imitation as a form of encoding that continues the processing of information
that is necessary for the representation of linguistic schemas (both semantic and
syntactic) in cognitive memory [p. 418].”

A further analysis of imitation in terms of cognitive theory might deal with the
manner in which :*nsory information from the person or utterance being
imitated is transfo..ncd into memory templates and, conversely, how inemory
templates for phonetic material are manifested in motor performance (Posner &
Keele, 1973, pp. 824-825). Temporal parameters may be important in imita-
tion. The Gardners (1971) speculated that some of Washoe’s learning resulted
from what they called delayed imitation; that is, Washoe’s imitations of signs
sometimes did not occur until long after the original observations. A process of
delayed imitation might account for the observation that childrern sometimes
come out with a ne.’ word or grammatical structure “overnight,” long after
original exposure to nodels.

Britton (1970) remarks that “It would seem to be nearer the truth to say that
[children] imitate people’s method of going about saying things than that they
imitate the things said [p. 42].” Such an imitative process would account for
improvisations like “I'm spoonfulling it in” or “I'm jumper than you are,” all
based on the imitation of speech patterns that the child observes.
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If we regard language production as a process of converting intentions into
speech, it often presents features of problem solving: the child uses whatever
methods he may have acquired that seem reasonable in this kind of problem
solving. Promoting language skills might entail teaching children useful methods
for expressing their intentions.

SOME BRIEF BUT DIFFICULT PRESCRIPTIONS

The instructional prescriptions I have to offer will sound rather similar to those
of the behavioral technologists, but I hope the reader will appreciate the subtle
but essential difference ir: the oretical outlook.

Like the behavioral technologists, I recommend careful analysis of what is to
be learned—usually, n.nalysis into rather small units, but also analysis in terms of
whatever larger structures may seen relevant. The analysis, hovcver, is to be
made in terms of #formation, and only secondarily in terms ~f overt responses
to be made on the basis of that information. In the case of language skills, the
analysis of information to be learned will have much to say about the stimulus
conditions that correspond to meanings and communicative intentions, and the
linguistic constraints whereby those meanings and communicative intentions are
manifested in overt bchavior in a particular language system.

In the preparation of instructional materials and procedures, careful attention
is to be paid to the manner in which the relevant information is presented to the
leamer. Account must be taken of what prior information can reliably be
presumed to be available to the learner at any given point. There must be great
concern with exactly what new information is presented from moment to
moment in the instruction, with reference to what processing of that informa-
tion is likely to be performed by the learner. This information processing should
be of a nature desired by the instructor.

In the actual process of teaching, the learner should be prepared for what he is
leaming by evoking appropriate sets and expectancies that will direct and focus
his or her attention on particular units of information. Information abont ti.e
manner in which new information fits in with the overall structure of what is to
be learned, and its relevance to more general goals of the leamner, would be
incorpoiated in the learning situation. Instead of speaking of reinforcement, we
should speak of the role that certain types of information can serve in directing
the cognitive processes of the learner [support for this type of prescription can
be found, for example, in recent papers by Bindra (1974) and Boneau (1974)].

The planning of instructional sequences over stretches of time requires consid-
eration of the “cognitive history” of new infornation in terms of ity probable
course through various memory systems. Although as yet we know little about
the properties of memory systems, an idea! cognitive history of any element of
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information to be leamed might be something like this: In a first phase,
preszatations would concentrate on obtaining increased clarity and definition of
the leamner’s perceptions of stimulus materials, leading to a point when we
thing-to-be-leamed receives the greatest possible attention from an “‘executi-"
clement. In a second phase, the information is processed through short-term
memory and eventually into long-term memory, passing into a state where it no
longer needs to be dealt with by an executive in the focus of attention; it
beccmes, however, more and more readily accessible from long-term memory
and thus acquires a characteristic ¢f automaticity.

Throughout this discussion, it is assumed that account will be taken of
individual differences in learners. In a recent paper (Carroll, in press) I have
suggested that individual differences in the performance of cognitive tasks are
reficctions of parameters of memory stores and of the production systems that
control the flow of information in a total memory model.

I have discussed three types of theory that might apply to the promotion of
language skills. Obviously, I favor cognitive learning theory. I fear, however, that
riy formulations will remain fanciful until they prove productive of improved
instructional outcomes.
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Sources of Dependency
in Cognitive Processes

Robert C. Calfee
Stanford University

For some years I have worked at untangling and measuring independent cogni-
tive skills in beginning reading (Calfee, in press). The goal of this work was
threefold: (a) to create a theoretical model (or models) to describe the process
by which the ability to read is acquired, (b) to use this model to develop 2
system of assessment instruments, each providing independent, unique sources
of information to the classroom teacher and other individuals responsibie for
evaluation of a beginning reader, and (c) to establish the feasibility of indepen-
dent instructional modules. Given solid evidence for independent stages in the
acquisition of reading, then perhaps these can be handled instructionally as
separate matters, contrary to the current practice cf trying to handle everything
at once.

Briefly, my previous efforts focussed on the development of “clean” tests, in
which there was some assurance that ancillary task requirements (understanding
instructions, familiariiy with materials) were elimmated as differential sources of
variability between children. Multiple regression served as ar anaiytic tool for
determining the independent contribution of various prccursor tests for predict-
ing criterion performance in reading achievement (Calfee, 1972; Calfee, Chap-
man, & Venezky, 1972).

More recently I have been thinking about the general question of what is
meant by independence of cognitive processes, and the related question of how
we might test various sources of independence. Sternberg (1969) was the first to
point out the central importance of independence to information-processing
models. His presentation was quite clear and has served as a basis for a great deal
of fruitful research on cognition. However, I now realize that several different
interpretations of independence have been intertwined in my thinking and, I
suspect, in the thinking of other investigators as well.
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24 ROBERT C.CALFEE

In this chapter, I will first pres:nt a generalization of Sternberg’s additive-
factor paradigm for testing stage independence. Next, I will turn to the question
of how to evaluate individual differences in an independent-process analysis, and
will present a unified framework for testing different classes of hypotheses about
the independence of cognitive processes. An illustration of these techniques will
then be discussed. Finally, some implications of this work for test design will be
pointed out.

This chapter deals with assessment of instruction, rather than with methods of
instruction, and hence is most readily applicable to test design and interpretation
of test data. But assessment is intimately interwoven with the development of
substantive theories of instruction. A process-oriented assessment system should
help us understand how a student thinks when he is learning something. This
allows us to formulate reasonable hypotheses about the character of efficient
instructional strategies, and to evaluate the effects of variation in instructional
strategy.

STERNBERG'S ADDITiVE-FACTOR PARADIGM

It has been the fashion for the past several years among cognitive psychologists
to represent theoretical ideas in the form of flow charts or block diagrams.
Stemberg (1969) pointed out that, if this activity was to be taken seriously, it
was necessary to demonstrate the functional independence of the processes
represented by difierent blocks in the system. He presented a methodology for
showing process independence for the case of a single additive measure, reaction
time.

The first step in this paradigm is the analysis of the underlying cognitive
operations required to perform a task. This provides a rudimentary information-
processing model. The next step is to identify one or more factors uniquely
associated with each operatic:i. Then a procedure is developed in which it seems
reasonable to suppose that the operations are carried out as a series of stages,
one following the other. The total time to perform the task is the sum of the
times taken by each stage.

For example, consider a task in which a subject is asked to read a list of words,
and to memorize them so that he can recall them after a delay interval. The list
is long, and during the delay interval the subject is distracted in some way, so the
task requires more than short-term memory. The subject can study the list for as
long as he wishes; the study time is the primary dependent measure.

The first step is to specify the mental operations required to perform the tas)..
The model in Fig. 1 appears reasonable for this situation. The subject uses som.e
time to read each word in the list and some more time adding the word to an
organized semantic structure which aids later recall.
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FIG.1 Relation of factors to prycesses in “study” model.

The next step is to identify one or more factors that should have a unique
effect on a gwen stage. In Fig. 1, one such factor is suggested for each stage. We
then construct a factorial design around thes: variables; a subject is given word
lists containing familiar or unfamiliar worde which are either easy or difficult to
categorize.

If the processes in Fig. 1 are sequentially independent, and if the assignment of
factors to processes is appropriate, then a rigorous test of the model is possible:
there should be no interaction between factors associated with different stages.

This conclusion is reached as follows. Assume it takes f seconds to read a list
of familiar words, and u seconds to read a list of unfamiliar words, and that f <
u. Similarly, the time, e, to organize an easily categorizable list is assumed to be
less than the time, d, for a list that is difficult to categorize. Then the
independent-process hypothesis predicts that for each type of list specified by
the design factors, study time should be the sum of the component times. The
prediction is shown in Fig. 2 algebraically and graphically.

An observable feature of this prediction is thit the data should trace out
paralle! functions. The effect of the categorizability factor should be the same at
both levels of the familiarity factor. Any other result—any deviation from
parallel functions—is evidence of an interaction, vhich would mean that the
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26 ROBERT C.CALFEE

theoretical analysis is faulty at some point. In this event, general statements
about thr effects of either factor are impossible, since the effects of one factor
vary fron level to level of the other factor.

A GENERALIZATION OF THE ADDITIVE-FACTOR PARAD!GM

A representative of a generalized process model is shown in Fig. 3. Processes A,
B, and C are assumed to be cognitive operations underlying the performance of
some task. To establish the independence of these processes,' it is necessary to
associate with each process a factor set and a measure Set. A factor set consists
of one or more independent variablis, variation in which is presumed to
influence the corresponding process and that process only. A measure set
consists of one or more dependent variables, each of which reflzcts the operation
of the corresponding process and that process only. In other w ords, for a process
model to serve any useful purpose theoretically or practically, we ought to be
able to specify the input—output features of each process — what sorts of variables
affect the processes, and how can its operation be measured? If zvery factor
interacts with every other factor, and if we have no clear-cut way of measuring
the underlying processes, so that every measure correlates with every other
measure, we have gained little understanding no matter how elaborate our flow
charts.

How ic a model like that in Fig. 3 to be tested? It requires a multifactor
experiment with multivariate measures, in which each subject is tested under a
variety of combinations of factors from each of the factor sets, and a variety of
measures taken under each combination to provide links 1o each component
process.?

Throughout this chapter we consider only designs with two processes, two
two-lever factors in each set, and a single measure for each process. This implies
a 2* design, in which each subject is tested 16 times, once on each of the
factorial combinations. Two measures are taken under each combination. Only
main effects and two-way interactions are discussed since these suffice to test
the model and to describe fully the operation of each process.

VThe term, process, is used extensively and more or less uncritically throughout this
paper, to refer to a mental operation of some kind, Stage has been avoided because of the
possible confusion with developmental stages. Process independence is a property of a
particular task for subjects of a given sort. There is no effort to deal with the question of
whether “independent processes” might be structural in nature, the result of learning, or
situation specific. Finally, process independence does not imply instructional independence,
although as suggested earlier this isa possibility worth pursuing.

3The present proposal is intended only as a generalization of Sterberg’s ideas, not a
replacement. In particular, single-measure analysis remains an important technique for
investigation of process independence. This includes additive measures like reaction time,
but might be usefully extended to multiplication measures like proportions (Calfee, 1970).
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FACTOR SET FACTOR SET FACTOR SET
R} 3 L
FROCESS FROCESS PROCESS
MEASURE SET MEASURE BET MEASURE SET
a b c

FIG.3 A generalization of the independent-process model. Associated with each compo-
nent process is a set of factors and a set of measures, each assumed to be uniquely linked to
the process.

The details of the design are spelled out in Fig. 4. The sixteen cells are labeled
according to the four factors, two in each factor set. Below the design are
contrast coefficients for the computation of the linear contrast for that source.
These will be discussed shortly. Below that the data are represented i. a general
way. The indices i to I serve as usual to denote levels of the factors 4 through B'.
The m and n indices denote a particular measure (¢ or b corresponding to
process A or B, respectively) and subject.

In Fig. 5 is the general linear factorial model for the design. Each observation
is fully accounted for by this set of parameters. The methods of estimating the
parameters is well known, and will not be dealt with here in any detail.

There are several ways to carry out an analysis of variance for the data set in
Fig. 4 based on the model in Fig. 5. The most convenient method for present
rurposes is based on linear contrasts (Dayton, 1970, pp. 3748, 78-81, 256—
268). It is possible to express the magnitude of each source as a one-degree-of-
freedom linear contrast on the data. For instance, the 4 source (the main effect
of the A4 factor)is the difference between the A, and 4, scores; the A' source is
the difference between A4,’ and A,’, and so on. These contrasts are repre-
sented by the corresponding sets of coefficients, ¢, in Fig. 4. In a factorial
design, the two-way interaction between factors is the crossproduct of the two
sets of coefficients. The coefficients for the A4’ interaction source in Fig. 4
were generated in this fashion.

The contrast coefficients are used to calculate a set of orthogonal parameter
estimates from each subject’s raw data. The magnitude of source S for a given
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xllkl,m,n = bm Mean of measure m

tagmtaimt (0a)ym Effects of factor set A
(by independence, negligible if m = b)

+BmtEimt B km Effects of factor sct B
(by independence, negligible if m =a)

+@imt. .+ @8 )jim Joint effects of A and B
(by independence, these should always
be negligible)

+ Vm,n Genenal effect for subject n

+(@)mnt...+(@a'V)mn Subject-treatment effects of A
(negligible if m = b)

+Bmat... .t BV mn Subject-treatment effects of B
(negligible if m =a)

+(B)igmant ... @BV mp Subject-treatment effecis of A aud B
(should always be negligible)

+ € yki,m.n Residual error

FIG.5 The general linear factorial model for the design in Fig. 4.

measure, m, and a particular subject, n, is computed from tiie contrast coeffi-
cients for that source and the set of observations on the given measure for that
subject:

_2 ikiCSyki,m Xijkt,mn

CS.m.n =
/ E Cs.ikim)’
ikl

For 2P designs like the one under discussion, the numerator of each contrast is
a simple difference score; the denominator normalizes the expression so that
regardless of the chois of ceefficients the variance of the contrast is equal to
the population variance under the null hypothesis.

There is a direct cornspundence between the varizance estimate of a source by
means of a linear contrast and the parameters from the linear model (Fig. 5), the
latter serving often to teach analysis of variance in statistics courses. The
variance estimate for source S over subjects, MS (S), is based on the average of
the corresponding contrasts, Cs ,, .. This average, squared and multiplied by the
number of subjects, is equal to the MS(S). If the null hypothesis holds for source
S, then MS(S) is an estimate of the population variance. The residual variance in
the contrast scores for source S provides a second estimate of the
population variance. The two variance estimates generate an F ratio to test the
plausibility of the null hypothesis.

The point to emphasize here is that the linear contrast provides a convenient
method for representing each independent parameter estimate in the general
linear factorial model in Fig. 5. The procedure, in its essentials, is to compuie
each estimate in the form of a nornzlized difference score for each subject. The
anzlysis of variance becomes, to «.! ".tents and purposes, an orthogonal collec-
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tion of 7 tests on difference scores. This method is algebraically cquivalent to a
convertional repeated-measures analysis of va.iance. I am overlooking the use of
multivariate analysis of variance as an alternative metiiod of analysis, as well as
questions about the dangers of relying on the acceptance of the nuil hypothesis
as a way of supporting a subs’antive hypothesis. These are matters of some
concemn, but they have becn discussed elsewhere and are not central to the
problem.

Process Independence—On the Average

The major prediction of an independent-process model for data like that de-
scribed in Fig. 4 is straightforward. The factor(s) associated with a given process
can affect only the measure(s) associated with the process. No other sources of
variance should be substantial. The details are indicated to the right of Fig. 5.
Variation in Factor 4 or A’ or the interaction 44’ might be expected to
substantially (and significantly) affect measure a; these sources should not have
any noticeable effect on measure b. A similar state of affairs holds for factors B
and B’ with regard to measure b. Any interaction between the two factor sets is
evidence against the independence of the processes, no matter which measure is
affected.

A concrete example may be useful at this point. This study (after Floyd,
1972) is designed to investigate the processes by which young children read
single words presented in isolation.

The model for this task is shown in Fig. 6. Two processes are proposed:
decoding and semantic matching. Reading is conceived as an initial translation of
the printed word into an auditory form, then a search in memory for a lexical
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F1G.6 Example of a two-process model for reading, a word in isolation. (Afler Fiovd,
1972)
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match. For each process, a factor set and a measure set are suggested. The
stimulus words comprise factorial combinations of all the factors shown. The
subject’s task is to proncunce each word, and then to give an associate to the
word. If the pronunciation is incorzect, the proper pronunciation is provided by
the tester. Otherwise the measures would be dependent of necessity. If a child
failed to pronounce a word correctly, then subsequent associations would
necessarily be strange.

The predictions, assuming that decoding and semantic matching are indepen-
dent processes, are as fcllows: pronunciation should be affected by orthographic
factors, and word association should depend on semantic factors. The test is not
a trivial one in this instance; for example, frequency is thought by many
investigators to have substantial effects on *“‘word recognition,” which presum-
ably inclzde- the ability to pronounce a word.

To test these predictions, we compute for each source the appropriate linear
contrast for every individual subject. The average of these contrasts provides a
measure of the magnitude of this source over sutijects. The residual variance
between subjects in the contrast yields a measure of error variance for a test of
statistical significance. The ratio

o MS(vowel complexity for pronunciation
MS(subjects by vowel complexity for pronunciation)

if statistically significant, would fit the hypothesis of process independence. The
ratio
o MS(word familiarity for pronunciation)

MS(subjects by word familiarity for pronunciation)

F

if significant, would be evidence against the hypothesis of process independence.

Process independence is evaluated here by the magnitude of the average effects
due to a given source, compared to between-subject variability in the source.
This procedure provides a reasonably workable approach for testing the general
independence (or dependency) of the components of an information-processing
model. If the empirical results fit the pattern predicted by the assignme.nt of
factors and measures to a postulated cognitive structure, we have a parsimonious
and useful way of understanding how a subject performs the task.

Process |ndependence—|ndividual Differences

The preceding test of process independence involved comparison with an error
variance estimate based on individual differences in subjects’ performance on a
particular contrast. While it is customary in research on cognition to treat
individuul differences as “error’’ (Hunt, Frost, & Lunneborg, 1973, and Carroll,
1976, are exceptions: also, cof. Sternberg, 1969, pp. 307-308), this is not an
adequate ir:atment for educational research and practice.
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32 ROBERT C.CALFEE

Several distinctive sources of individual differences are represented in the
general linear factorial model (Fig. S). Half-way down the list are parameters,
Vm,n Which measure subject n’s general performance level for measure m,
averaged over all factorial combingtions. Below that are subject-factor param-
eters for factor set A, (a¥);m,n> (a'v); ,m,n, etc., next are the corresponding
parameters for factor set B, and "nally the parameters for the interactions of
these sets. As indicated in the figure, if the independent-process hypothesis is
correct, only certain of these parameters should produce substantial variance
estimates.

For instance, suppose that for certain subjects factor A had a large effect on
measure b, contrary to the process independence hypothesis, whereas for other
subjects this effect was negligible. Then MS(subjects by 4 for measure b) would
be relatively large. MS(A for measure b), which represents the general effect of
the A factor on measure b, might be nonsignificant when compared to MS(sub-
jects by A for measure b). Acceptance of the null hypothesis might be taken as
evidence in support of general process independence—an erroneous conclusion,
at least for some subjects.

Large variation between subjects in the parameters for a given source may
compromise the interpretation of the overall variance source. The most vbvious
danger is that an unduly large error variance estimate may obscure evidence
contrary to the independent-process hypothesis. In this regard, comparison of
variance components provides a useful supplement to significance tests in the
examination of data.

Under certain conditions it is possible to test the hypothesis that a subject-
factor variance estimate is larger than expected. The design must permit the
estimation of a residual variance term; replication within subjects or pooling of
high-order interactions often serves this purpose. The test compares each subject-
factor source with the residual error variance. For example, if

_ MS(subjects by vowel complexity for pronunciation)
MS(residual error)

F
is a significant source of variance, this is compatible with the independence
hypothesis. On the other hand, the finding that

i3 MS(subjects by word familiarity for pronunciation)
MS(residual error)

F

is highly significant constitutes evidence contrary to the hypothesis. Such tests
are quite sensitive because of the large number of degrees of freedom for each
variance estimate,

Subject-factor sources may provide the strongest evidence for or against
process independence. If MS(subjects by vowel complexity for pronunciation) is
large, then MS(vowel complexity for pronunciation) will seem relatively small,
and may be insignificant. Such a result does not mean that vowel complexity has
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2. COGNITIVE DEPENDENCY 33

no effect on the decoding process, but rather that the magnitude of that effect
varies widely from subject to subject, in ways that are not controlled by the
between-subject design. Similaxly, MS(word familiarity by pronunciation) might
be insignificant when tested against MS(subjects by word familiarity for pronun-
ciation). But if the latter variance it large relative to MS(residual error), this is
evidenc: contrary to process independence, just as surely as a large average effect

is contrary evidence.

Modification of a Model

The preceding discussion of statistica! “tests” may imply a destructive approach,
in which a model is proposed and then all efforts are directed toward question-
ing its adequacy. In fact, the factor-process measure approach is self-correcting
in the development of a model. Examination of a series of experiments provides
positive information about the character of underlying processes, the specifica-
tion of useful correspondences between factors and processes, and the descrip-
tion of factors and measures in a precise, unconfounded manner. The results of
each experiment lead to “‘perfecting” modifications in the basic model, which
can be subjected to further test.

Parameter Independence

To this point, independence has referred to the absence of interactions between
factors -~ssociated with different processes. Closer examination of the question
of individual differences reveals the existence of another type of independence,
namely, the extent to which the parameters of the general linear factorial model
are correlated. This property of a data set will be called parameter indepen-
dence.?

The idea of looking at the between-subjects correlation between a pair of
analysis-of-variance parameters is somewhat unconventional, but this appears to
be a reasonable question to raise of a data set. Consider the linear contrasts
C4.an and C4' 4 —these are difference scores for the A and A’ factors for
measure a, calculated for each subject n. Imagine that these pairs of scores are
arranged in a scattergiam. The previous analyses have dealt with the margina!
distributions, asking whether the marginal means are zero, and whether the
variance around each marginal mean is comparable in magnitude to an estimate
of the population vartance.

The size of the correlation between C4 40 and C4’ g n, is therefore a new
question, and statistically independent of the previous questions asked of the

3To the best of my knowledge, examination of the specifics of a variance—covariance
matrix along the lines suggested below has not been suggested before. Test for homogeneity
of the matrix is a crude effort at best. Multivariate analysis of variance is rnainly concerned
with appropriate statistical inference when the dependent variable is a vector.
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34 ROBERTC.CALFEE

data. A large correlation would mean that subjects who are strongly affected by
variation in factor A are also strongly affected by factor A', and contrariwise. If
the correlation is negligible, then the effects of the two factors are independent
of each other, in the sense that the knowledge that a subject is strongly affected
by variation in one factor says nothing about his or her reaction to another
factor.

In the preceding example, the contrasts Caanand Cq'an estimate param-
eters for factors 4 and A’ which linked to the same process. This analysis will be
referred to as a test of intraprocess parameler independence. One can look at
cormrelations with interaction contrasts as well as comparing main effect con-
trasts. For instance, the correlation between Cy g,n and C4 4',a,n asks whether
the size of the effects of variation due to factor A are correlated with the
magnitude of differential effects of A at the two levels of A'. It should be
stressed that the correlation between contrasts is not the same as the interaction
between factors. Moreover, one may examine these correlations regardless of the
outcome of the analyses of the marginal distributions.

It is also possible to examine the between-subject correlation of contrasts for
sources from two different processes: C4,q,n and Cg,p,n, for example. It is
consistent with the process-independence hypothesis that both of thesc sets of
contrasts could be significant sources of variance, either on the average Or as
subject-factor interactions; factor A is linked with measure g, and factor B with
measure b. The magnitude of the correlation between contrasts is a separate
questio''. and has no bearing on process independence. If two such contrasts are
highly . -elated, it means that a subject who is strongly affected by a factor in
one process is likely to be strongly affected by another factor linked to a second
process, whereas a subject showing little effect of one factor would not be much
affected by variation in the other factor. This will be called an analysis of
interprocess independence.

General Parameter Independence

There are two other types of independence to be considered in examining
individual differences. These are measured by the correlation (a) between general
parameters, each based on the average for a given measure over factorial
conditions for an individual subject, and (b) between general parameters and
specific contrast parameters. If you refer to the general linear factorial model
(Fig. 5), the first correlation is between the estimates of ¥, , and vy . This is
the correlation between the average scores for different dependent variables,
which is frequently calculated by researchers. I will refer to this as independence
of general parameters.

The correlation between general and specific parameters ha; been examined
Jess often. It conaists of the comparison of terms like ¥5,, 8::d C4,0,n- Actually
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for two-level factors the correlation of Van and ap, is equivalent to the
preceding correlation, and perhaps is a bit easier to grasp. The question raised
here is whether subjects who do better on the average over all conditions also
tend to be more strongly affected by factor variations. Fo. «..zxnple, the student
who pronounces words quite well on the average is strongly affected by variation
in vowel complexity, whereas the student whose pronunciation is generally poor
does about the same whether the words contain simple or complex vowels. I will
refer to this analysis as a test of the independence of general and specific
parameters.

Sources of Dependency: An Overview

It should be emphasized that the different types of independence described
above are statistically separate, and that the answer to one question does not
directly determine answers to any other. That is, one can usefully inquire about
each of the following substantive questions:

1. Process indepei:dence, average over subjects:
Are any between-process sources of variance so large, on the average, that
the hypothesis of process independence is untenable?

2. Process independence, subject-factor interactions:
Are any between-process subject-factor interactions so large that the
hypothesis of process independence is untenable?

3. Intraprocess parameter independence:
Are effects of within-process factors correlated?

4. Interprocess parameter independence:
Are effects of between-process factors correlated?

5. General parameter independence:
Are total scores for different measures correlated?

6. General-specific parameter independence:
Are the specific effects of process factors correlated with generalized
performance as measured by total scores?

The answers to these different questions carry different implications. Ques-
tions (1) and (2) bear on the adequacy of a proposed information-processing
model. Questions (3) and (4) have to do with the degree to which individual
subjects are more or less generally labile in reaction to fictor variation. Ques-
tions (5) and (6) deal with the relation of general performance and process-
linked shifts in performance.

If process independence, (1) and (2), is supported by the data, this is evidence
that assessment (and possibly instriction) may procezd by investigation of each
process as a separable entity. For instance, suppose decoding and semantic
matching operated as independent processes in a series of experiments. Then it

.
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might be reasonable to design assessment and instructional programs that
focussed s, scifically on decoding skills, with minimal concern about the corre-
sponding comprehension processes, and vice-versa.

If answers to Questions (3) through (6) reveal frequent and marked depen-
dencies, this supports a “G factor” interpretation of individual differences in
cognitive processes for the task. If strong correlations hold between measures in
different tasks, there is little need for extensive assessment of an individual
student. Administration of a few “subtests” will indicate the student’s general
level of performance, or his reaction to factor variation, or both. From this we
can predict his performance under other conditions. On the other hand, if
dependencies are negligible, the development of comprehensive assessment sys-
tems becomes a worthwhile endeavor.

AN EXPERIMENT ON LINE DRAWING

Here is an illustration of how to apply these techniques to a data set. The study
was not designed to test an independent-process model, and it seems unlikely
that the treatment factors are uniquely linked to underlying processes. But the
within-subjects portion of the design raises interesting questions, and the data
were readily available for the analysis.

The study was part of an investigation of impulsivity—reflectivity in young
children (Kagan, Rosman, Day, Albert, & Phillips, 1964). Some children seem to
attack a problem impulsively—more quickly and with a ligher error rate. Others
tend to work reflectively—more carefully and accurately There is some evidence
that impulsivity is correlated with poorer reading achievement. Our particular
interest was in determining the extent to which speed and accuracy measures
were affected by situational variables in a simple motor task.

The children were shown a paper with half a dozen items like the ones in Fig.
7, and told that their job was to draw a line from each rabbit along the “road”
to the carrot without touching the lines. Time to complete all six items on a
page was measured, as were the total number of line-touching errors. The
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FIG.7 lixample of malerials used in line-drawing lask.
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INSTRUCTIONAL
SET DIFFICULTY
RATE OF ACCURACY OF
MOVEMENT MOVEMENT
LATENCY
MEASURE DRAWING ERRORS

FIG. 8 Information-processing model for line-drawing experiment.

children, first-graders and kindergartners, were tested twice with three months or
so between sessions.

The two within-subject factors of primary interest are related in Fig. 8 to a
tentative processing model. One process determines rate of movement, and the
second process determines accuracy. Latency and errors seem natural measures
for these processes.

The Set factor describes the instructional conditions under which the child
performed the task. The first two pages were always done with no set. The
instructions emphasized neither speed nor accuracy: “Draw a line down each
road from each bunny to his carrot. Try not to touch the sides of the road. If
you do touch the side of the road, it’s okay, keep going, but try not to touch the
lines.” On the next two pages, accuracy was stressed: *‘Be very, very careful not
to touch the sides of the road.” Finally on the last two pages, the child was
asked to draw as fast as possible: “Get each bunny to his carrot as quickly as
possible. Try not to touch the sides of the road, but if you Jo, it doesn’t matter,
the important thing is to complete the page as quickly as possible.” Set and
order are confounded in this design as a matter of practical necessity.

The Difficulty factor denotes whether each page had easy items (the lines
connecting rabbit and carrot were 5/8 inch apart) or difficalt items (the lines
were 1/4 inch apart).

For purposes of analysis, the Sct factor has been identified with the timing
process, and the Difficulty factor with the movemenx process. This linkage is not
really satisfactory, as noted earlier. Each factor seems likely to affect both
processes as constituted. Nonetheless, let us see what the analysis tells us about
the data.

Analysis of Process Independence

Univariate analyses of variance were carried out on the two measures for
preliminary statistical evaluation; these are presented in Table 1. In Fig. 9 time
and error scores are shown as a function of Grade, Set, and Difficulty. Grade,
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TABLE 1
Analysis of Variance (selected sourcet! of Line-Drawing Experiment?
Time (sec) Errors
Source F MS(E) F MS(E)
Grade/Age (G) 5.6* - 13.2+ -
Ability (4) <1 = <1 =
GxA ~1 - ~1 -
N(GA) - 1743. - 459
Instructional set (/)
No set versus accuracy + speed (/,) 44.8*%* 24179 21.5%* 4.7
Accuracy versus speed (I;) 113.2%* 449.5 47.7%* 9.6
Difficulty (D) 188.9** 416.6 76.0%* 49
Session (S) 3.8 671.5 <1 12.6
I, XD 20.7** 108.7 22,14 3.9
I, xD 64.0%* 78.7 39.0** 5.2
I, x§ 1.7 479.8 <1 3.0
I, x§ 3.2 326.3 <1 2.5
DxS 3.7 275.6 <1 9.7
GxlI, <1 2479 9.1%* 4.7
GXxI, 2.5 449.5 9.5%* 9.6
GxD <1 416.6 13.1** 249
GxI, XD 2.7 108.7 8.6%* 39
GxI,xD <1 78.7 5.9%* 5.2
Residual - 154.0 - 2.5

adf for all tests are 1 and 36.
*F(1, 36, .05) = 4.12. **f(1, 36, .01) = 7.40.

the two Set contrasts and Difficulty are ali significant sources of variance for
both measures, as are certain interactions among these factors. Instructions to
“be more accurate” slow the children down a little, without any noticeable
decrease in errors. Instructions to “speed up” are obeyed by the children (and
happily so), but with a marked increase in errors. Difficulty has a large effect on
both time and errors. The children take much lonfer to connect the rabbit and
carrot when the lines are close together, but they :dso make a greater number of
errors under this condition. The interaction t stween the Set and Difficulty
factors can be traced to the speed instructic.s. The effect of the Difficulty
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FIG.S Time and error scores as a function of Grade, Set, and Difficulty, averaged over
sessions, Easy items are open circles. Hard items are filled circles. N = 20 in each group.

factor is greater for errors and smaller for response time under speed instructions
compared to the other two instructional conditions. The kindergartners make
more errors than first graders, especially in the difficult condition and under
instructions stressing speed.

On the average, then, the students performed the line-drawir = ..k fairly
efficiently without explicit instructions about how to arrange = trade off
between speed and accuracy. They worked about as slowly as they felt they
could, and speeding up led to an increase in errors.

Certain of the subject-factor varianc: estimates are substantially (and signifi-
cantly) larger than the residual variance based on the highest-order interaction.
There are large individual differences in the time measure due to variation in
accuracy vs. speed and difficulty, as well as variation from the first session to the
second. Variation in difficulty is the largest source of individual difference in the
error scores, followed by session and accuracy-speed.

The process model in Fig. 8 must be rejected on several grounds. Both
measures are strongly affected Ly both factors, and the interaction between the
two factors is significant. The large subject-factor variance in time due to
variation in difficulty is also evidence contrary to the model.

These findings suggest that either (a) the two processes are so complexly
related that little is gained by postulating separate processes, or (b) the factors
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TABLE 2
Correlution Matrix of Time and Error Scores, Line-Drawing Experiment?
VARIABLE 1 2 3 4 s 6 7 g8 9
Time ave both 1 ﬁ 95 84 -2 54 68 75
Erorsave both 2 m U % 9 -33
Timeavel 3 8 65 5 =13 ] 46 14 80
Error ave 1 4 -55 89 85 -33
Timeavell 5 82 -38 53 39 47 ;
Emoravell 6 -52 83 -31 ;
TimeINsE 7 719 69 8 -69 49 49 Y S V)
D 8 49 -5% 72 -60 -36 N
AcE 9 82 42 91 43 45 -29 | 71 44 ~
D 10 88 -5 94 -58 Si 41 | 71 54 93
SpdE 11 34 -39 53 -38 -29 | 26 34 4
D 12 S6 62 13 63 43 | 52 53 50
EmorINsE 13 -22 42 -25 51 -39 43
D 14 -33 5§ =31 M 21 45 47 i
AccE 15 -26 32 -20 49 -24 -24  -20 |
D 16 -3 70 -S0 86 30 -43 42 -33 i
SpdE 17 —44 67 -38 62 -3 52 51 -3 -2 i
D 18 -59 8 -713 89 -23 52 -73 -56 -53 o
TimelINsE 19 -66 38 39 -26 74 40 9 28 35 ¥
D 20 74 -21 39 89 48 50 ,g
AccE 21 20 s6 -21 -21 "y
D 22 74 -41 41 -28 87 -43 | 40 20 40 ;
SpdE 23 20 -23 s -37 21 .
D 24 65 -57 39 -3 13 -71 |34 23 8 #
ErrorlINSE 25 35 60 K
D 26 -37 12 -3 42 -21 8 43 -29 -20
AcE 27 -30 39 -31 39 28 -35 -29
D 28 —49 69 -30 36 -53 88 43 -23
SpdE 29 -32 56 -35 4l 57 —45
D 30 -54 80 -19 47 42 95 -56 -39 -35

@First graders above diagonal, kindergarteners below diagonal. For clarity, decimals
omitted, 7's above .5 are in boldface, and 7's below .2 are deleted. Variable name codes are
Ave (average), I and II (first and second session), Ns (No set), Acc (accuracy), Spd (Speed),
E (Easy), and D (Difficulty).

are poorly defined with reference to the two processes, (which seems probable),
or (c) the measures are poor indicators of the underlying processes.

Analysis of Parameter independence

We turn next to an examination of intercorrelations among the measures. Typi- <
cally, an investigator might look at correlational data like that in Table 2, or
some portion thereof. The 2 X 2 matrix in the upper lefthand comer is a likely b
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TABLE 2 (continued)
o 1 12 13 14 15 16 17 18 19 20 21 22
87 4 18 ~ 80 84 29 64
-20 69 8 ~ 8 8 88 48
4 T2 18 2% ~ -23 -20 64 68 41
-2) g1 8 ~ 8 17 9 49
~ 37 9% 54 &
~ 8 8 1 42
~ 20 -21 26 [61 44 31 &
~ -28 -28 32 Sl 37
~ s1 41 25 30
~ 59 62 29
~ 69 5S4 4 29
~ 26 |56 60 30
-~ 53 36 16 73
i~~~ ® s 7 ‘8
P—— ¥ M
8 23— 63
32 71 AT
31 41 -2
-31
-20 27
-28 -2 ~-23
-23 -1 -0
4 -3 -8
8
5 33 4
no 23 25 38
21 4 31
1 53 38
29 41 55

candidate. It give

each student over the entire repeated
negligible in t
that there is a ten

is negative in both groups,
the kindergarten data. It appears

off speed and accuracy on this task;

is to make an error.

The 4 X 4 matrix just down the
and errors ¢

shows the relation between time
average conditions in each session.

diagonal is another reasonable analy.... It
alculated for each scudent from the
Again there is evidence of an ‘nverse relation

s the correlation between time and error scores averaged

for
-measures design structure. The correlatior

he first-grade data but fairly sizable in
dency for children to trade
the faster a child draws, the more likely he
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T2.aLE 2 (continued)
VARIABLE 23 “ 25 26 27 28 29 30
Time ave both 1 36 51 -27 -4 ~ -20
Errors ave both 2 =26 L] N -~ 86 80 34
Time ave | 3 44 -29 -32 -~ -25
Ertorave | 4 =23 37 87 ~ 74 74 72
Time ave 11 5§ &3 51 ~
Error ave |1 6 --27 6l 93 ~ 92 81 90
Time I NsE 71728 -25 ~ -29
D 8 =33 49 ~ -32
Acc E 9 M -~
D 10 48 | -22 -U4 ~
SpdE 11 41 61 ~
D 12 40 75 | -27 ~ -32
Error INsE 13 62 ~ 42 29 44
D 14 29 8 ~ 59 49 56
AccE 1§ ~ ~ ~ ~ o~ ~ ~ ~
D 16 21 46 84 ~ 75 91 S8
SpdE 17 25 55 8 ~ 7 93 65
D 18 -4 25 72 ~ 65 59 76
Time lINsE 19 48 39 ~
D 20 49 42 | -21 ~
AccE 21 33 “4 49 ~ 39 25 30
D 22. .46 29 | --23 ~ =22
SpdE 23 64 ~ -23
D 24 N -27 ~ =20 -34
Error INSsE 25 -26 -33 ~
D 26 -26 -54 47 ~

AccE 27 -31
D 2R -26 -§7 53 74
SpdE ' 43 -48 |53 27
D ?+-32 -74 |45 9 26 79 48

between time and ertdr scores. Performance is reasonably stable from one
session to the next in firs: graders, and moderately so in the kindergartners.

The remainder of the nutrix presents the entire repeated-measures design
structure, perhaps the most defensible way of presenting the raw data. The
correlations between time and error measures are blocked in to emphasize a
particular property of these data. The several time measures tend to be relatively
highly correlated, as do the error rieasures, compared to the inter-measure
correlations. But the pattems are admittedly fuzzy. It is the sort of matrix that
might be subjected to factor analysis in order to clarify the underlying s* -
tures.

However, raw scores are not the measures to examine, given the theoretical
point of view elaborated previously. Each raw score is a combination of factor
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effects (cf. Fig. 5) which may be interrelated in more or less complex fashion.
Let us see what the relations between the parameters of this data set look like.

To determine relations among the basic parameters, we will e linear contrasts
computed from the raw scores for several of the sources fror the analysis of
variance (Table 1). The correlation matrix displayed in Table 3 shows the
relations between certain contrasts along with two average scores, the average
over all conditions (All) and the average over all No-Set conditions (No Set).
Eacit of the entries in this table stands for a parameter from the general linear
faciorial hypotheses for this experiment. For instance, Time All (Variable 1) is
the average response time over all the design variations for a given subject. This is
equivaleni to an estimate of Vime . for subject n. Time A vs S (Varizble 4) is
the contrat in time scores between the accuracy and speed conditions, averaged
over difficulty and sessions. This is related to the estimate of the parameter
@, /s. time,n fOr the subject n.

Table 3 was obtained by computing these parameter estimates for each
subject, and entering these values into 3 standaid correlation program. Since a
great deal of information is compressed in this table. it may be worthwhile to
describe its organization in more detail. There was reason to believe that the
kindergarten and first-grade data might show different pattems, and so separate
analyses were conducted at each grade level. Kindergarten results are below and
to the left of the main diagonal, first-grade above and to the right. Time and
error scores are analyzed separately. Along the margins are the residual standard
deviations for each source (this is the square root of the error mean square from
the analysis of variance calculated separately for each grade), and the F ratio for
the source (again based on separate analyses for each grade). The major elements
of an analysis of variance can be reconstructed from these marginal entries, and
the relative magnitvde of various sources and of error terms can be seen.

The off-diagonal entries in Table 3 are, as noted earlier, Pearson correlations
between the contrast scores. To give a concrete idea of what the relations in
Table 3 mean, two scatterplots are presented in Fig. 10. The kindergarten and
first-grade data have been combined in these plots.

The correlation matrix in Table 3 has a reasonably simple structure. Certain
correlations are very large (positive or negative) and the rest tend to be relatively
small. Except for the No-Set vs. Accuracy-Speed contrast, and the interaction of
this contrast with Difficulty, the correlations within the time and error subma-
trices are high. With few exceptions, the correlations outside these submatrices
are small.

This pattern, together with an examination of the scatterplots for the larger
correlations (those in Fig. 10 are typical), shows that children who either work
fast or make lots of errors are relatively unaffected by variation in the situational
factors, Set and Difficulty. Moreover, students who are strongly affected by
variation in one situational factor (Set) are strongly affected by variation in the
other situationai factor (Difficulty).
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FIG. 10 Sampie scallerplois for contrasi estimates, line-drawing study.

A particulaily interesting feature of these data is that the statemenis above
apply independently to the two response measures. The correlation between
time and error contrast scores is negligible, with a few exceptions to be discussed
below. This result suggests that the process model in Fig. 9 might be reasonably
adequate after all. The Set . nd Difficulty factors do not fulfill the requirements
for testing an independent process model—they were not selected to link
uniquely to the proposed operations—but the model may be a useful approxima-
tion.

In any event, the purpose of this exercise is not to promote any substantive
finding. It does seem noteworthy that the approach leads to a considerable
simplification in the data on its maiden voyage. The data in Table 3 scarcely
require further clarification. The basic structure is immediately apparent: time
and error comprise two independent components, the constituent parameters of
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which are highly interrelated. It is obvious when a constituent drops out. For
instance, the No-Set vs. Accuracy-Speed contrast in time scores is a substantial
and significant source of variance, but unrelated to any other contrast. This
contrast was chosen as the orthogonal complement to the Accuracy vs. Speed
contrast, but it may not make psychological sense. One possibility is that the
No-Set scores might serve better as a covariate. However, as can be seen in Table
3, these scores are highly correlated with the overall average, and the pattern of
contrast relations with No-set and All scores are practically identical. The matter
remains unresolved at this point in the analysis.

The kindergarten saniple also exhibits a noticeable departure from time-error
independence. Average time is inversely correlated with average error (this was
observed in Table 2), as well as with several error contrasts. The Easy vs.
Difficult contrast for time measures is also correlated with the error rate. In the
younger children, movement accuracy is more or less controlled depending cn
instructional set and difficulty. In the older children, the two systems are totali ’
independent. This statement is more precise and informative than the conclusion
from Table 2 that time and error scores were inversely correlated.

Analysis of the Line-Drawing Scudy: An Overview

Several features of the data are brought into focus by the variance—covariance
analysis of specific linear contrasts that would be obscured in more conventional
analyses. Let us review briefly the main implications of this analysis:

1. Frocess independence, based on the relations predicted in Fig. 8 for average
{actor effects, must be rejected. Factors linked to one process affect
measures linked to other processes directly and through interaction.

2. Process independence, looking at subject—source interactions, is irrelevant

given the preceding result. But subject—source intera-tions are large enough

in at least one instance to suggest that independence can also be rejected by
this test.

Intraprocess parameter independence is not testable in this design.

4. Interprocess parameter independence is supported by the low correlations
between time and error contrasts. This suggests that time and errors tap
separate processes which the design factors may be affecting in confounded
fashion. Speed and accuracy are influenced in varying degrees from one
student to another by variation in situational factors.

5. General parameter independence holds for the first-grade sample, but not
the kindergarten sample.

6. General—specific parameter independence can be rejected in almost every
instance. Average time and error scores are highly correlated with respon-
siveness to situational factors.

w

;
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IMPLICATIONS FOR
EDUCATIONAL TEST PROCEDURES

Current test construction proceeds as if we place buckets under psychological
processes and collect the output more or less directly from :adividual subtest
measures (usually total correct responses). Control over variation in the input is
modest at best, and nonexistent in most instances. This simple model has been
extended by such methods as factor analysis, but it seems to have some inherent
weaknesses. It does not provide a natural way for introducing process-criented
variables and contextual variables into the testing situation in an easy-to-measure
fashion.

Factorial test designs seem to provide a simple but informative way to build a
test around a process model. This approach is similar in spirit to the notion of
facet tests discussed by Guttman (1965; Guttman & Schlesinger, 1967). Careful
analysis of a task may tum up many factors of potential importance, but
fractional factorial designs allow optimal arrangement of a factorial test struc-
ture so that a maximum amount of relevant information is obtained for a given
number of test items (Kirk, 1968, Chapters 9, 10). The experimental control
obtained in such designs provides great sensitivity with a reasonable constraint
on test length.

Linear contrasts have come into common use in the experimental psycho-
logical literature, especially in the analysis of repeated-measures designs. Their
use in test analysis as an alternative to subtest or factor scores holds considerable
promise. To be sure, there are unsolved problems connected with item analysis
and test reliability.

ADDENDLUM

This volume has directed its attention to educational matters, and to the role of
cognitive psychology in providing a better understanding of instructional pro-
cesses. The preceding remarks on test procedures are directed toward educators.
But for those readers whose interests are more directly related to cognitive
psychology, I should point out again that the analysis of contrast scores has
direct implications for tests of information-processing models. Since Sternberg’s
(1969) landmark paper on the use of factorial designs in evaluation of indepen-
dent cognitive process models, repeated-measures designs have played a central
role in research on cognition. The analysis of the variance—covariance structure
of 2 set of contrasts described here is not covered by the standard methods of
analysis now in use. These are new techniques. They ask new questions of data,
questions which are critical to an understanding of individual differences in
thought and action.
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Task Analysis
in Instructional Design:
Some Cases from Mathematics

Lauren B. Resnick

University of Pittsburgh
Learning Research and Development Center

This chapter takes as its general theme the actual and potential role of task
analysis, particularly information-processing analysis, in instructional theory and
instructional design. Some definitions are needed to make this opening statement
sensible. The tenn “instruction” is used here in its most general sense to refer to
any set of environmental conditions that are deliberately arranged to foster
increases in competence. Instruction thus includes demonstrating, telling, and
explaining, but it equally includes physical arrangements, structure of presented
material, sequences of task demands, and responses to the learner’s actions. A
theory of instruction, therefore, must concern itself with the relationship be-
tweei any modifications in the leaming environment and resultant changes in
competence. When the competence with which we are concerned is intellectual,
development of a theory of instruction requires a means of describing states of
intellectual competence, and ulimately of relating changes in these states to
manipulations of the learning environment.

In developing a theory of instruction for intellectual or cognitive domains, task
analysis plays a central role. 1 mean by task analysis the study of complex
performances so as to reveal the psychological processes involved. These analyses
translate “‘subject-matter”” descriptions into psychological descriptions of behav-
jor. They provide psychologically rich descriptions of intellectual competence
and are thus a critical step in bringing the constructs of psychology to bear on
instructional design.

Psychological analysis of complex tasks is ot a totally new idea. Task analyses
ar performed, althoug:: ot usually under that name, in virtuaity all psychologi-
cal investigations of cognitive activity. Whenever performances are analyzed into
components—for experimental, interpretive. or theoretical purposes—task anal-
ysis of some kind is involved. Although the study of complex cognitive tasks ha:
never dominated empirical psychology, there have been significant occasions on
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which psychologists have turned their attention to such tasks. Not all have been
instructional in intent, but several important attempts bear examination because
they have substantially influenced instructional theory or practice, or because,
considered with instructional qQuestions in mind, they offer insight into the
possible nature of a theory of instruction based on cognitive psychology.

Because task analysis is pervasive in psychological research, it is important to
consider what kinds of analyses are particularly useful in instructional design.
Several criteria can be used to evaluate the potential contribution to instruction
of different approaches to the psychological analysis of tasks. Four such criteria
seem particularly important:

Instructional rolevence Are the tasks analyzed ones we want to teach? That
is, are the tasks studied because of their instructional or general social relevance,
rather thar because they are casy to study, have a history of past research that
makes results easy to interpret, or are especially suited to elucidating a point of
theory? The criterion of instructional relevance implies that most tasks analyzed
will be complex relative to many of the laboratory tasks that experimental
psychologists find useful when pursuing noninstructional questions.

Psychological formulation Does the analysis yield descriptions of the task in
terms of processes or basic units recognized by the psychological research
community? Task analysis is a means of bringing complex tasks, which have
generally resisted good experimental analysis, into contact with the concepts,
methods, and theories of psychology. Thus, while the starting pcint for instruc-
tional task analysis is prescribed by social decisions—what is important to
teach—the outcomes of such analysis, the terms used in breaking apart complex
performances, must be determined by the state of theory and knowledge in
psychology.

It is not always easy to fulfill both the instructional relevance and the
psychological formulation criteria at once; instructional relevance is defined in
different terms than those which psychological researchers use in building their
theories. Nevertheless, it is important to try to analyze instructional tasks in
terms th-t make contact with the current body of knowledge and constructs in
psycholigy so that instructional practice can profit from scientific findings as
they exis: and as they develop.

Instructability Because our concern here is with task analysis as an aid to
instruction, an obvious question is whether the results of a particular analysis are
useasle in instructional practice. In other words, does the task analysis reveal
elements of the task that lend themselves to instruction, i.e., that are “instruct-
able?” It is the function of task analysis to examine complex performances and
display in them a substructure that is teachable—either through direct instruc-
tion in the components, or by Practice in tasks that call upon the same or related
processes.
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Recognition of stages of competence Does the task analysis recognize a
distinction between early forms of competence and later ones? Analyses for
instructional purposes cannot just describe the expert’s performance (although
such description will almost always be a part of such analyses). They must also
describe performance characteristics of novices and attempt to discover or point
to key differences between novices and e xperts, suggesting thereby ways of arrang-
ing experiences that will help novices become experts. Instructional task analysis,
in other words, should elucidate the relations between activity during learning and
competence that results from learning. It should suggest ways of organizing
knowledge to assist in acquisition, recognizing that this organization may differ
from organizations that are most efficient for expert use of that knowledge.

In summary, four criteria can be applied in assessing the contributions of
psychological task analyses to instructioi.. (1) instructional relevance; (2) psy-
chological formulation; (3) instructability; and (4) recognition of stages of
competence. In the course of this chapter, I shall examine several prominent
approaches to the psychological analysis of complex tasks and consider their
contributions to instruction in light of these criteria. I begin with some impor-
tant past efforts to describe intellectual competence in psychological terms, and
then tumn to current information-processing approaches to task analysis. In order
to make tire domain of the chapter manageable, discussion is limited to analysis
of mathematics tasks. The work discussed, however, is not intended to be
exhaustive of task analysis efforts in mathematics. Rather, it is intended to
highlight certain cases that have considerably influenced psychology or instruc-
tion, or both, and that form landmarks in whatever might today be written of a
history and current status report on this brarich of instructional psychology.

A SELECTIVE: HISTORY G TASK ANALYSIS

I will discuss first the work of three predecessors of modern information
processing task analysis, in each case using work on mathematics as the substan-
tive example. These are: (@) work in the associationist/behaviorist tradition
(Thomdike, Gagné); (b) work of the Gestalt school (especially Max Wertheimer);
and (c) the Piagetian task analyses. Both substantively and methodologically, the
approaches of these groups to task analysis reflect differences in their theoretical
positions, differences which in turn affect the kinds of contributions that each
can make to instruct: ;n.

The Associationist/Behaviorist Tradition

Thorndike’s analyses in terms of S-R bonds In the early part of this century,
experimental and educational psychology were closely allied. Many of the major
psychologists of the period up to about 1930 were actively engaged in both

#
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laboratory research and applied research, some of it relevant to instructional
practice. One of the foremost of these was Edward L. Thomndike. His work on
The Psychology of Arithmetic, published in 1922, represents his attempt to
translate the associationist theory of “laws of effect,” which he himself was
active in developing, intn a set of prescriptions for teaching arithmetic. In the
preface to the book, Thorndike states (1922) that there is now a “new point of
view conceming the general process of learning. We now understand that
learning is essentially the formation of connections or bonds between situations
and responses, that the satisfyingness of the result is the force that forms them,
and that habit rules in the realm of thought as truly and as fully as in the realm
of action [p. v].” Based on this then widely agreed upon theory of psychological
functioning, Thomdike proposed a pedagogy that has extensively influenced
educational practice for many years.

Thorndike proposed the analysis of arithmetic tasks in terms of specific
connections, or bonds, between sets of stimuli and responses, and the organiza-
tion of instruction to maximize learning of both the individual bonds and the
relations among them. His book began with a discussion of the general domains
of arithmetic for which bonds must be formed—for example, the meanings of
numbers, the nature of decimal notation, the ability to add, subtract, multiply,
and divide, the ability to apply various coacepts and oprrations in solving
problems. Thorndike then spent some fifty pages discussing the types of bonds
that give precise meaning to this broad definition of the domain of arithmetic.
His analysis did not approach the level of individual stimulus—response pairs but
remained on the more general level of connections between situations and sets of
responses. Citing numerous examples, he argued that certain kinds of bonds
taught in many of the standard textbooks of the day were misleading and should
not be taught, while other helpful bonds were neglected in pedagogical practice.
For example, verifying results of computations, learning addition and substrac-
tion facts for fractions, and solving problems in equation form (even befcse
algebra was added to the curriculum) were considered “desirable” bonds, where-
as senseless drill in finding the lowest common denominator of fractions (when
use of any common denominator would lead to solution of problems) and the
posing of problems unrelated to real-life situations led to the formation of
“wasteful and harmful” bonds that made arithmetic confusing and unpleasant.
Discussion of appropriate and inappropriate forms of measurement of the bonds
or elements of arithmetic knowledge were also included. Thus, the total effect of
the book was to suggest the translation of a standard school subject into
terms—collections of bonds—that suggested applications of known laws of learn-
ing to the problems of instruction.

The laws of learning, and thus of pedagogy, were for Thomdike those dealing
with such drill and practice as would strengthen the bonds. Questions such as
amount o practice, under- and overlearning, and distribution of practice were
considered. These are easily recognized as topics that have continued to occupy
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psychologists—although rarely directly in the context of school instruction—and
that heavily though indirectly influence instructional practice. What is important
about Thorndike’s work, liowever, is thut he developed a concern not only with
the laws of leaming in general, but also with the laws of learning as applied to «
particular discipline, arithmetic. He left the laboratory to engage in applied
research, but brought with him the theory, and to a large extent the methodol-
ogy, of the experimental laboratory. He thus began a tradition of experimental
work in instruction by psychologists. This tradition was interrupted for many
years but is now being revived, as the chapters in this volume bear witness.

Gagné’s hierarchies of learning sets While Thorndike recognized the need for
a theory of sequencing in his presentation of bonds identified as constituting the
subject matter of arithmetic, he had no systematic theory of sequencing to
propose. In the decades following Thomdike’s work, mathematics educators and
educational psychologists (¢.g., Brownell & Stretch, 1931; Hydle & Clapp, 1927)
studied, with varying degrees of care and precision, the relative difficulty of
different kinds of mathematical problems. They thus empirically, if not theoret-
ically, extended Thomdike’s work in instructional analysis. The suggestion
underlying this later work was that arranging tasks according to their order of
difficulty would optimize learning, especially of the more difficult tasks. Skin-
ner’s (1953) prescription for the use of “‘successive approximations” in instruc-
tion rep;esented a refinement of this basic idea. However, neither Skinner nor
his immediate int:rpreters proposed a systematic strategy for generating the
order of successive approximations—i.e., the sequence of tasks in instruction. It
was not until the 1960s, and Gagné’s work on hierarchies of learning (Gagns,
1962, 1968), that any organized theory of sequencing for instructional purposes
appeared within the behaviorist tradition.

Leaming hierarchies are nested sets of tasks in which positive transfer from
simpler to more complex tasks is expected. The “simpler” tasks in a hierarchy
are not just eavier to learn than the more complex; they are included in—
components of—the more complex ones. Acquisition of a complex capability,
then, is a matter of cumulation of capabilities through successive levels of
complexity. Transfer occurs because of the inclusion of simpler tasks in the
more complex. Thus, learning hierarchies embody 2 special version of a “com-
mon elements” theory of transfer.

Hierarchy analysis has come into rather widespread use among instructional
designers, particularly in the fields of mathematics and science (see White,
1973). For the most part, the analyses have been of the kind Gagné originally
described. Thus, hierarchies for instruction are typically generated by answering,
for any particular task under consideration, the question: “What kind of capa-
bility would an individual have to possess to be able to perform this task
successfully, were we to give him or her only instructions?” One or more
subordinate tasks are specified in response to this question, and the question is
applied in tum to the subordinate tasks themselves.
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TASK 1

TASK 2

Stating, using specific numbers,
the series of steps necessary to
formulate a definition of addition
of integers, using whatever
properties are needed, assuming
those not previously established

Adding integers

Supplying the steps and
identifying the properties
assumed in asserting the
truth of statements involy-
ing the addition of integers

%

o |

Stating and using the 1
definition of the sum {
of two integers, if at
least one addend is a
negative integer

csdhaas

Supplying other names
for positive integers in
statements of equality

b

Identifying and using the
properties that must be
assumed in asserting the
truth of statements of

Stating and using the
definition of addition
of an integer and its
additive inverse

equality in addition of &
integers &
e t.-.. £5
£

b ; i‘

Stating #nd using the %

definition of addition of >

two positive integers ]

IVa IVb IVe Ivd
Using the whol Supplying other ¢ Supplying other Identitying numerals
smg. o "‘° numerals for whole numerals for who'e for whole numbers,
:t‘i‘::l"‘t' f 'd::nit. numbers, using the numbers, using the employing the closure
Ve 4 associative property commutative property property
\
Va Vb

FIG. 1 A leaming hierarchy pertainin
acquiring knowledge of a mathematical

whole numbers

Performing addition
and subtraction of

Using parentheses to
group names for the
same whole number

g to the addition of integers. (From “Factors in
task™ by R. M. Gagné, J. R. Mayor, H. L. Garstens,

& N. E. Paradise, Prychologicel Monographs, 1962, 76 (WVhole No. 52¢). Copyright 1962 by
the American Psychological Associatica. Reprinted by permission.)
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Figure 1 shows an example of one of Gagné's hierarchies. The tasks descrived
in the top-ievel box are the targets for instsuction. Lower levels show successive
layers of subordinate capabilities, that is, simpler tasks whose mastery would
facilitate leaming the more complex ones. Instruction would begin with the
lowest-level capabilities not already mastered and proceed upward. The tasks at
the low end of the hierarchy can be analyzed further, depending on assumptions
about the leamer’s kziowledge. It is assumed that the more elementary capabil-
ities are leaned through more elementary types of learning. In other words,
implicit in a complete learing hierarchy for a task such as the one shown in Fig.
I is another hierarchy of “types of learning,” progressing from simpl: S—R
leaming, through chaining and discrimination, to higher-level concept und rule
leaming, as shown in Fig. 2. A more complex task such as problem solving would

Problem Solving (Type 8)

requires as prerequisites

Rutes (Type 7)

which require as prerequisites

Concepts {Type 6)

which require as prarequisites

Discriminations (Type 5)

which require as prerequisites

Verbal associations {Type 4)

|

or other Chains (Type 3} o

which require as prerequisites

Sumulus Response connections (Type 2}

FIG. 2 Gagné’s hicrarchy of types of kearning (From R M. Gagné, The Conditions of
lesrming (2nd ed.), New York: Holt, Rinchart & Winston. 1970. Copynght 1965 by Hoit,
Rinehart & Winsion. Repnnted by permission.)
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involve more concept and rule leaniing and would lead 1o the discovery of
progressively higher-order generalizable cules.

Gagné’s hierarc'ty analyses appear to fiirt with information-processing concep-
tions of psychology. but not to come to grips with them. There is a kind of
implicit process analysis involved in the method of hierarchy generation. Presitsi-
ably, in order to answer the question that generates subordi-.ate tasks. one mus?
have in mind some idea of what kinds of operations—mental or otherwise -an
individual engages in when he or she nerforms the complex task. However, this
model of performance is left entirely implicit in Gagné's work.

Gestalt Psychology and the Analysis of Mathematical Tasks

Gestalt psychology was an immigrant 11 Amenca. In its Tirst generation it spoke
a language so unliks the rest of Amencan psychology that it was barely kstened
to. Now. in a period when we speak easily of cognition and mental operations.
the gestalt formulations take on more interest for us. Gestalt theory was
fundamentally concemed with perception «nd particularly the apprehension uf
“structure.” With respect to the complex processzs involved in thinking. the
concept of structure led 10 2 concem with “unde standing” or “insight.” often
accompanied by a visual representation of some kind. With respect to problem
solving. the central corcem was with the dynamics of “productive {hinking.”
Several gestalt psychologsts, particulary Wertheimer (1959) and s students
(Katona. 1940; Luchins & Luchins. 1970). attemnpted to apply the basic princi-
ples of gestalt interpretation to problems of instruction and. in particular. to the
teaching of mathematics. It is reasonable to imagine that mathematics. especially
geometry. was of purticuiar interest to gestalt theonsts because of its hugh degree
of internal structure are its susceptibility to visual representation

Wertheimer contrasied his theory of productive thinking both with tradstional
logic and with associationist descniptions of problem solving. Neither of these. he
daimed. gives a complete picture of how new knowledge 1 produced by the
individual With respect 10 teaching. he was concerned that prevaient methods of
teaching. with emphasis on practice and recall. produced “senseless combina-
tions™ rather than productive problem solving based on the structure of the
problem.

Wertheime 1's (1959) book. Aroducnive Thinking. ongnally published in 1945,
discusses work on several mathemaucs problems - for example. finding the area
of a panalielogram. proving the equality of angles. Gauss's formula for the sum of
a senes. symmetry of oscillations. anthmetic calculations. 2ad the sum of angles
of a figure. Analysis of these tasks. for Wertheimer. consasted of displaving the
problem structure on which algontams are based. rather than analyzing actu: .
performance. Thus. for example. the problem of finding the area of a pa:aliclo-
gram was seen as a pioblem of “gap fiting” too much on one ude. too httle on
the other (see Fig 3). Once the gap s filled and a rectangle formed. a penenal
principle for finding area can be appaed 1t 1s recogmtion of the nature of the

i‘. ",q‘,
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FIG.3 Wertheimer's area of a parallelogram problem.

problem—the possibility of transforming the parallelogram into a rectangle—that
constitutes for We:theimer “‘understanding’ or “insight.” Solutions that follow
from this understanding are for him true solutions, elegant cnes. Those that
“blindly™ apply an algorithm, even if the algorithm should work, are “ugly”
(Greeno. Chapter 7 of this volume, discusses another example from Wertheimer).

Though Wertheimer talked little about general schemes for instruction, his
notions imply the necessity of analyzing tasks into components, perceptual and
structural. such that their nature in relation to the whole problem is clear. Only
when the true structures of problems zre understood can principles derived from
them be properly generalized. Whenever possible. it should be left to the student
to discover both the problem and its solution. Instruction, if it should be
necessary. should proceed in a way consistent with the internal structure of the
problem. and in the proper sequence. so that a true understanding is gained by
the child. leading to soluticn. Just how the understanding of components and
their part—whole relationships is 10 be taught is not made clear. Wertheimer
suggested that exercises could be introduced which focus students’ attention on
certain aspects of the problem structure. which should increase the likelihood of
achieving nsight. He also spoke of certain cperations involved in thinking
processes —grouping. reorganizing, structurization—from which oae might devise
ways of teaching.

Piagetian Analyses

In discussing Piagetian task analysis we must consider two quit* distinct bodies
of literature: (1) Piaget's own work (and that of others in Genev); and (2)
attempts - largely by American and British psychologists 10 isolute the specific
concepts and processes underlying performance on Piagetian tasks. 1 will discuss
these in succession.

G.nevan work Much of Piaget's own work (on number, geometry. space, etc.)
is heavily mathematical in orientation 1t seeks to characterize cognitive develop-
ment in terms of a succession of logical structures cominanded by individuals

i g

s '.;;ﬁ__:n. fa



60 LAUREN B. RESNICK

over time. The “clinical method™ used by Piaget in his research yields great
quantities of raw process data—protocols of children’s responses to various tasks
and questions. The protocols are interpreted in terms of the child’s “having” or
“not having” structures of different kinds. Explanation of a task performance
for Piaget consists of descriptions of the logical structures that underly it, and of
the structures that ontologically preceded and therefore in a sense ‘“‘gave birth
to” the current ones.

Piaget’s tasks are chosen to exemplify logical structures that are assumed to be
universal. Many of them tum out to involve mathematics, but by and la:ge not
the mathematics that is taught in school. One result has been considerable
debate over whether the Piagetian tasks should become the basis of the school
curriculum, whether they are ieachable at all, and whether they set limits on
what other mathermnatical content can be taught (for differing points of view on
this matter, see Furth, 1970; Kamii, 1972; Kohiberg, 1968; Rohwer, 1971).
Although until recently Piaget’s work has not been motivated by instructional
concerns, others have tried to interpret his work for instruction. This has often
resulted in at !z: { partially competing interprtstions.

Piaget’s inost unportant contribution to :.sk analysis is probably his pointing
out, in compelling fashion, that there ar» important differences between children
and adults in the way they approach certain tasks, the knowledge they bring to
them, and the processes they have available. However, his analysis in terms of
logic Jeaves questionable the extent to which his descriptions elucidate the
“psychologics” of behavior on these tasks, that is, w!iat people actually do. It is
certainly the case that for psychologists accustomed to the explicit detail of
information-processing analyses, the leap from observation to references con-
cerning logical structure is often difficult to follow in Piaget’s work.

Experimental analyses of Piaget’s tasks. Much of the English-language research
literature on Piaget has focused on locating specific concepts or component
processes underlying the ability to perform well on particular tasks. Conserva-
tion tasks have been mostly heavily studied, classification tasks probably next
most heavily. There has been relatively little study of tasks characteristic of the
stage of formal rather than concrete operational thinking (see Glaser & Resnick,
1972).

Two basic strategies can be distinguished in this research. One is to vary the
task in small ways to allow inferences about the kinds of cognitive processes
being used. An example of this first strategy is a series of studies by Smedslund
(1964, 1967a, b), in which he presented double classification tasks with attri-
butes covered or uncovered, labeled or visually precented. From performance on
these variations, he concluded that processing was probably done at a symbolic
rather than a perceptual level, that memory was involved, and that some kind of
analytic mechanism might be involved in committing perceptions or symbols to
memory.
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The second research strategy is to instruct children in a concept or © jocess
hypothesized to underly performance on some Piagetian task, and then test to
see whether they thereby acquire the ability to perform the task. Examples of
research of the second kind are Gelman's (1969) study on training conservation
by teaching discrimination of length, density, and number; and Bearison’s
(1969) study inducing conservation by training in equal-unit measurement of
liquid quantity. Of the two approaches, the second is more directly interesting in
the present context, because the strategy of instruction demands an analysis in
terms of instructable components.

Assessment of the Approaches with Reference to Instruction

How do these past approaches to task analysis match the criteria outlined for
instructional relevance? To what extent does each address itself to tasks of
instructional interest? To what extent do the terms of analysis provide a link to
the main body of psychological theory and knowledge? Are instructable units
identified? Do the analyses d'~*inguish usefully between performance of leamners
and of experts?

Instructional relevance. With respect to the choice of tasks, only Thorndike
and Gagné show a clear instructional orientation. Their tasks are drawn from
school curricula, and where formal validation studies of their analyses occur,
they are to a large extent based on the effectiveness of actual instruction in the
units identified (e.g., Gagr.é, Mayor, Garstens, & Paradise, 1962). Wertheimer
and the others of the Gestalt school analyze a few tasks drawn from mathe-
matics, but m:ke no attempt to analyze a whole range of subject matter.
Further, despite some discussion of productive thinking as a generalized phe-
nomenon of educational concern, there is no cnalysis of it as such in Wert-
heimer’s work. It seems likely that Wertheimer chose tasks from mathematics
that would best lend themselves to analysis in terms of perceptual “Gestalten™
rather than selecting those of particular importance to instruction. On the
criterion of types of tasks analyzed, Piaget’s work is even less directly relevant to
instruction. There is, in fact, serious question whether the concrete operations
tasks he studied ought to be the objects of instruction, since they are psychological
“indicators” of general cognitive status rather than socially important tasks, and
since they appear, at least in Western and certain urbanize.! cultures, to be acquired
without formal schooling in the course of development (Glaser & Resnick, 1972).
1t may be, however, that formal operations need to be taught explicitly, since it is
by no means clear that formal operational thinking is universally acquired
(Neimark, 1975).

Psychological ‘ormulation. Each approach addresses well the analysis of com-
plex tasks in terms of the fundamental psychological constructs relevant to their
own times and theories. Thus, Thondike's analyses describe arithmetic in
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terms of the basic psychological unit of then-current theory, the associationist
bond, and thus suggest specific pedagogical practices drawn from known princi-
ples of leaming. Gagné’s analyses interpret instructional tasks in the terms of
behavioral leaming psychology: transfer, generalization, and so forth. His con-
cem for the leaming of “higher processes” such as rules and principles suggests
some sharing of concem with cognitive psychology; however, basic cognitive
processes, such as memory and perception, are alluded to only as general abilities
assumed not to be instructable or further analyzable. Wertheimer’s analyses of
mathematical tasks explicitly indicate how gestalt field theory would interpret
problem solving and learning in these domains. Finally, Piaget’s analyses,
like Wertheimer’s, attempt to show that performaice on complex tasks can be
interpreted in terms of underlying structures. For Piaget and Wertheimer, expli-
cation of the structures constitutes psychological explanation of the perfor-
mance. Both are concerned with characterizing the broad outlines of cognitive
structures rather than with dctailing the processes involved in building or
utilizing these structures. Only in the experimental analyses of Piagetian tasks do
we begin to find attempts to interpret peiformance more explicitly, that is, in
information-processing tersu ..

Instructability. With respect to the criterion of instructability, Thorndike
and Gagné are directly on target. Their aim in task analysis is to facilit: te
instruction, and ine honds - .r subordinate capabilities identified are quite clearly
described as instructable components. Wertheimer is more difficult to assess with
respect to this criterion. His analyses are specific to particular tasks. They do
display the basic structure of each task and therefore suggest quite directly ways
of teaching that are likely to produce maximum understanding, transfer, and
elegance of solution; but there are no general units identified which would be
useful across a number of tasks. Piaget's own analyses involve no identification
of instructable units. However, a review of studies involving instruction in
Piagetian tasks (Glaser & Resnick, 1972) suggests that Piagetian concepts are
indeed instructable, or at least lend themselves to analysis into certain prerequi-
site skills which may be instructable. The studies also suggest how delicate the
process of task analysis and instruction is for tasks of any psychological com-
plexity. It is necessary both to identify the appropriate underlying processes or
concepts and to find effective ways of teaching them. Identifying one underlying
concept will rarely suffice for full success in instructional efforts because there
may be several abilities which must be combined, and the absence of any one
may lead to failure to leam the target task. Further, “instruction” itself is a very
delicate matter. There are no simple rules for constructing situations that will
convey the concepts or processes to be taught in a clear way. Even with an
appropriate task analysis, the mapping from identified components to instruc-
tional strategies remains very much a matter of artful development.

Recognition of stages of competence. Finally, we turn to the novice—expert
distinction, the criterion of recognition of stages of competence. On this matter
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Thomdike is not very explicit. He recognizes a need for sequencing instruction
scientifically, but offers no psychological theory as to how to proceed. Indeed,
the impression left is that the difference between novices and experts lies solely
in how many bonds have been leamed and how well-practiced these are. That
there may be important differences in the organization of knowledge for novices
and experts is at best only hinted, and not seriously explored. Gagné's particular
contribution within the behavioral perspective is a practical method for generat-
ing sequences of instructable tasks. In his general notion of transfer—inclusion of
simple tasks in more complex ones—Gagné offers a strong suggestion for how to
organize instruction for purposes of acquiring higher-order knowledge and skills.
Thus, at a certain level, the criterion of recognizing and dealing with differences
between novices and experts is explicitly met in learning-hierarchy analyses.
Wertheimer's analyses, by contrast, attend not at all to the distinction between
novices and experts. The implicit assumption is that behavior in accord with
good structural principles is “native” and has simply been stamped out or
squelched by ths drill orientation of schools.

Piaget, of couise, is particularly attuned to changes in the structures available
to people at different stages in their intellectual development. In fact, with
respect to instruction, Piaget’s largest contribution is very possibly the highlight-
ing of substantive changes in competence which occur in the course of develop-
ment. Piaget’s work makes it impossible to ymore differences between perfor-
mance strategies of novices and experts—wherher or not we find Piaget’s own
analyses convincing or accept his explanations of how these changes occur. By
contrast, the experimental or neo-Piagetian work is uneven on this criterion. For
the most part, these studies investigate single tasks and look for competence
versus incompetence rather than for stages or transformations of competence.
There are a few exceptions, largely in recent attempts to interpret changes in
performance on Piagetian tasks in terms of information-processing constructs
(see Kiahr, in press). Investigators have attempted to analyze sequences of
Piagetian tasks so that adding one or two simple processes to an individual’s
repertoire, or modifying extant processes, can be shown to account fcr succes-
sively more complex performances on the Piagetian tasks. This work takes “infor-
mation processing” as its theoretical orientation and makes heavy use of computer
simulation strategies for formal analyses. It thus formsa useful bridge te the second
part of this chapter, which is concerned specifically with the oresent and potential
role of information-processing task analysis in instructiona! design.

INFORMATION-PROCESSING ANALYSES
FOR INSTRUCTIONAL PURPOSES

A major branch of cognitive psychology today curries the labe! “information
processing.” As is often the case with an emerging branch of study, it is #asier to
point to examples of information-processing research than to give a con'plete or
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consensual definition of it. Nevertheless, psychologists working in this area tend
to share certain assumptions as well as certain research strategies.

Information-processing studies attempt to account for performance on cogni-
tive tasks in terms of actions (internal or external) that take place in a temporal-
ly ordered flow. A distinction is generally drawn between data, or information,
and operations on data, or processes. Thus, the concern of information-process-
ing psychology is with how humans act upon (process) data (infcrmation).
Frequently-but not universally—information-processing models for cognitive
tasks are expressed as “programs” for performance of particular tasks. These are
often formalized as computer programs whose theoretical validity is judged by
their ability to simulate actual human performance.

Most information-processing theories and models find it useful to characterize
the human mind in terms of the way information is stored, accessed, and
operated upon. Distinctions are made among different kinds or “levels” of
memory. While the details and ihe labels vary, most theories distinguish between
a sensory intake register of some kind through which information from the
environment enters the system, a working memory (sometimes called short-term
or intermediate-term memory) in which the actual processing work goes on, and
a long-term (semantic) memory in which everything one knows is stored,
probably permanently. Within this general structure, working memory is pivotal.
It is only by being processed in working memory that material from the external
environment can enter the individual's long-term store of knowledge, and only
by entering working memory can information from the long-term store be
accessed and used in the coune Of thinking. Processing in working memory is
usually assumed to be serial—one action at a time. Further, working memory is
considered to have a limited number of “slots” that can be filled, so that it is
only by rehearsing or by “chunking” material into larger units (so that a body of
interrelated information takes up a single slot) that loss of information from
working memory can be avoided.

Information-processing analyses of instructional tasks share these general
assumptions as well as a body of research methods that have been developed for
testing the validity of models of cognitive performance. Information-processing
analyses are clearly distinguished from behaviorist ones (Thomdike and Gagné in
the present case) by their explicit attempts to describe intemal processing. They
differ from the cognitivist Gestalt and Piagetian positions in their attempts to
describe the actual flow of performance—to translate “restructuring’ or “logical
operations” into temporally organized sequences of actions.

In characterizing information-processing analyses of complex tasks, it is useful
tv distinguish between rational and empirical analyses. Rational analyses are
descriptions of “idezlized” performances—that is, performances that succeed in
responding to task demands, often in highly efficient ways, but not necessarily
the ways in which humans actually perform the tasks. Work in artificial intelli-
gence can be considered a form of rational task analysis which is today being
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applied to increasingly complex kinds of tasks. So can some much less ambitious
analyses of simple tasks, some of which are discussed below. Empirical task
analyses are based on interpretation of the data (errors, latencies, self-reports,
eye or hand movements, etc.) from human performance of a task; the aim of
such analyses is to develop a description (model) of processes that would
account for those data. In practice, rational and empirical unalyses are rarely
sharply separated. Rational analyses, for example, may provide the starting point
for empirical data collection, leading to an iterative process in which succeseively
closer matches to human performance models are made. Nevertheless, the
distinction is a useful one in considering the kinds of investment in information-
processing analysis that will be most valuable for instruction.

In the remainder of this chapter, I consider information-processing analyses of
scveral of these kinds. 1 describe first some of our work in rational process
analysis, work that was explicitly concerned with instructional design require-
ments. Next, | describe some empirical analyses of the same kinds of relatively
simple tasks, and consider the relationship between rational and empirical
analysis for instructional purposes. In a final section, I consider the problem of
more complex tasks—problem solving, reasoning, tasks that we use as measures
of “intelligence” and aptitude—and what the role of formal simulations and
empirically studied information process models might be for instruction in such
domaius.

Rational Task Analysis for Curriculum Design

Rational task analysis can be defined as an atternpt to specify processes or
procedures that would be used in highly efficient peformance of some 12<k. The
result is a detailed description of an “idealized” performance—one that solve:
the probleru in minimal moves, does little “backtracking,” makes few or no
errors. Typically 4 rational task analysis is derived from the structure of the
subject matter and makes few explicit assumptions about the limitations of
human memory capacity or perceptual encoding processes. In many cases
informal rational task analysis of this kind can serve as a way of prescribing what
to teach (i.e., teach children to perform the processes laid out in the analyses),
and instructional effectiveness serves as a partial validation of the analysis.

In order to convey the flavor and intent of rational process analysis as applied
to instruction, | will describe in some detail part of our own ecarly work on
simple arithmetic tasks. This work grew initially out of an attempt to apply
learning hierar-hy theory to the problem of designing a preschool and kinder-
garten matirematics curriculum. We found it necessary, in order to sccure
agreement among our staff on the probable ordering of tasks, to imroduce a
method in which the processes hypothesized 1o be involved in a particular task
performance were explicitly Inid out (see Resnick, Wang, & Kaplan, 1973).
Figures 4 and 5 show examples of the analyses that resulted. The top box in
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Fixed ordered set of objects
Count objects.
. 4 1
Ila L Iib :l lic
Fixed ordered set Fixed ordered set When last object
has been touched
——s:
Touch first object and Touch next object and State last numeral
say first numeral (“'one’’). say next numeral. as number in set.

L |

Ilia Hib ilic
Set of objects Fixed set of objects
Synchronize touching Recite numerals in order. Touch each object once
object and saying a word. and only once (i.e.,
“remember”’ which objects
have been touched).

IVa IVb Ve
Word repsated by Repeated tap or touch Row of objects
another person by another person
Touch an object or tap Say a word each time Touch each object in
each time word is stated. there is a tap. order beginning at an
end of the row,

FIG. 4 Analysis of Objective 1-2:C, “Given a fixed ordered sel of objects, the child can
count the objects.” (From “Task analysis in curriculum design: A hierarchically sequenced
introductory mathematics curriculum by L. B. Resnick, M. C. Wang, & J. Kaplan, Journal
of Applied Behavior Analysis, 1973, 6, 679-710. Copyrighl 1973 by the Society for the
Experimental Anzlysis of Behavior. Reprinted by permission.)

each figure shows the task being analyzed, the entry above the line describing
the presented stimulus and the entry below the line the expected response. The
second row in each figure shows a hypothesized sequence of behaviors engaged
in as the presented task is performed. Arrows indicate a temporally organized
procedure or routine. The lower portions of the charts identify capabilities that
are thought to be ecither necessary to performance (i.e., prerequisite to) or
helpful in learning (i.c., propadeutic to) the main task. The identified prerequi-
site and propadeutic tasks were used to build hierarcliies of objectives that
formed the basis of a curriculum.

\
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Numeral stated and
a set of objects

Count out subset
of stated size.

lla lib e
Nume al stated Set of moveable objects When stored numeral
is reached
“Store’’ numeral. Begin counting the objects, Step counting.
moving them out of set as
they are counted.
v I
e oS .
['ma 1 b ]
: See further : Numeral stated _ :
I analysis in Remember numera’
: 1-2:8. : while counting.
________ it A1

FIG. 6 Analysis of Objective 1-2:E, “Given a numeral stated and a set of objects, ‘he child
can count outl a subset of stated size.” (From “Task analysis in curriculum ¢esign: A
hierarchically sequenced introductory mathematics curriculum” by L. B. Resniik, M. C.
Wang, & J. Kaplan, Journal of Applied Behavior Analysis, 1973, 6, 679-710. C.oyright
1973 by the Society for the Expe:imental Analysis of Behavior. Reprinted by permis. =)

At the outset, the process analyses functioned for us as aids in developing
prescriptions for instruction. We carried out the kind of research that seemed
most directly relevant to that prescriptive function. That is, we looked at the
extent to which the analyses generated valid task sequences, sequence: which
aided learning of the most complex tasks in the set. Two research strategies were
involved. First, we conducted scaling studics. In these studies, tests on a number
of tasks were given to a sample of the children prior to instruction, aid the
results were evaluated for the extent to which the tests formed a Guttman scale
in accord with the predicted prerequiite relations (e.g., Wang, 1973; Wang,
Resnick, & Boozer, 1971). A good approximation to a Guttman scale implied
strong prerequisite relations among the tasks—relations that specified optimal
teaching orders. A second set of studies (Caruso & Resnick, 1971; Resnick,
Siegel, & Kresh, 1971) involved more direct assessm>nt of transfer relations
among small sets of tasks. Tasks in a sinall hierarchy were taught in simple-to-
complex and complex-to-simple orders. We then looked at transfer effec's on
trials to criterion and related measures. These studies showed that teach. :in
hierarchical sequence was the best way of assuring that most or all o the
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children in a group learned all the objectives. For the minority who were capable
of learning the mor. complex objectives without intervening instruction, how-
ever, “skipping” of prerequisites was a faster way to learn. What these children
apparently did was to acquire the prerequisites in the course of learning the
more complex tasks. An important instructional question raised by these results
is whether we can match iistructional strategies to individuals’ relative ability to
learn on their own—that is, withont going through direct instruction in all of the
steps of a hierarchy. Before we are likely to answer that que..iion well, however,
we will probably need more systematic theories than we now have available of
how learning occurs with minimal instruction (cf. Resnick & Glaser, in press).

“he kind of task analysis used in these studies served to describe performance
in temporally organized sequences and to identify general information-processing
abilities, such as perceptual processing (e.g., Fig. 4, Illc and IVc), memory (e.g.,
Fig. 5, 1a and llc), and temporal s;nchrony (e g.,Fig. 4, l11a), that are called on in
performing a specific complex task. As formal information-processing models,
however, the analyses were incomplete because they did not specify every step
(for exampie, stop rules were not typically specified where recursive loops
occuried) nor did they explicitly deal with overall control mechanisms or total
memory load. In addition, they were not empirically verified as process analyses.
Although many observations of performance were made, there was no attempt
to match predicted or “ideal” performance against actual performances. The
hierarchy tests confirmed the validity of the task sequencing decisions made on
the basis of the analyses, but they did not necessarily confirm the details of the
analyses. Performance strategies different from those in our analyses might have
produced similar sequences of acquisition or transfer effects. Thus, while the
scaling and t:ansfer studies met instructional needs quite well, they did not
constitute validations of the models’ details. For tLis purpose, the strategies of
empirical task analysis are needed.

Empirical Analyses of Specific Tasks

What can empirical analyses suggest about teaching specific tasks? An obvious
possibility is that we might use process models of competent performance as
direct specifications for what to teach. Such models of skilled performance are
potentially powerful However, these zlone do not take into account the capabil-
ities of the learner as he or she enters the instructional situation. 1 want to
describe some experiments we have done that suggest a more indirect relation-
ship between what is taught and how skilled performance proceeds. The experi-
ments suggest that what we teach children and how they perform a relatively
dhort time after instruction are not identical-but neither are they unrelated.
They suggest that children seek simplifying procedures that lead them to
construct, or “invent,” more efficient routines that might be quite difficult to
teach directly.
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Subtraction In one study (Woods, Resnick, & Groen, 1975) we examined
simple subtraction processes (c.g., 5 — 4 = ?) in second- and fourth-graders. The
method was borrowed from Groen and others’ work on simple addition pro-
cesses (Groen & Parkman, 1972) and open-senience equations (Groen & Poll,
1973). That is, we gave children a set of subtraction problems to perform and
collected response latencies. Five possible models for performing subtraction
problems (of the formm —n =7, with0 <m < 9,0 € n < 9) were hypothesized,
and predicted response latencies for each problem for each performance model
were worked out based on the number of steps that would be required according
tu the model. Regression analysis was then used to fit observed to predicted
latency functions and thus select the model an individual child was using.

Of five models tested, two accounted for the performance of all but a few
subjects:

Decrementing model. Set a counter to m, decrease it n times, then “read”
counter. For this model, latencies should rise as a function of the value of n, and
the slope of the regression line should reflect the speed of cach decrementing
operation. This function is shown in Fig. 6.
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FIG. 6 Po1 of reaction imes for second-graders solving sublraclion probiems of the form
m - n = 7 Decrementing Model. Numbers bcade solid dots denote actual problems fe.g..
54, 65 signifies that problems S -4 and 6 - S both had a mean tuccess latency specified by
the ®). Underlined problems were omilted in the regression analysis. (From “An experr
mental tes) of five process models for subtracion™ by S. S. Woods, L. B. Resnick. & G. J.
Groen, Journel of Educational Pyychology. 1975, 67(1). ti-21. Copytight t975 by the
American Psychological Assvxciation. Reprinted by permission )
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Choice model. Depending on which has fewer steps. pesform cither the
decrementing routine (previously described) or another in which a counter is set
10 n and i¢ then incremented until the counter reading matches m. The numbe/
of increme.. . is then “read” as the answer “or this model, it is nccessary 10
assume a process of choosing whether to “ir..7¢ment up” or “decrement dow:..”
We assume that the choice process takes the same amount of tirse regardless of
the values of m and n. On this assumption, Ivtencies should rise as a function of
whickiever is smaller. n or (m — n). This function is shown in Fig. 7.

Individual data were analyzed first and & best-fit model wlected for each child.
Then children were grouped according to the model they fit, and the pooled
data were analyzed. All yourth-graders and most second-graders were best
fit by the choice model. 1t seems unlikely that during their arithmetic traimug
the chiidren had been dircctly taught the choice model for solving subtraction
problems. The procedure involved would be difficult 10 communicate verbatly 10
6 and 7-year-olds, and might confuse rather than enlighten children at the point
of their first exposure to subiraction. Most probably. the children had been
taught nitally to construct the m set (increment the counter m times), count
out the n set (decrement n times), and then count (“read out™) the remainder.
This algorithm is close to the cne described as the decrementing model The

e, ': YY)
.
*®
o * e
Y on o o
LA P
oo -
—"‘
30 o .7 .-
-7 on
.-
@riei L
. ow
[S . - >
i e
.p

emew L]
Laad @V weos
20 X3 evierm

te

[ S

FIG 7 Plot vl reaction tmes lor scond-graden wilving subliactton problems  Chowe
Model MIN 1a m - #) reads “"the smalkkrof nand tm - A1) * From “An experimental test ol
five provess models (or subtraction” by S S Woods, L B Resnwh & G ) Groen, Journai
of Educenonal Pyvchoiogy 1915, 67(1). 17-21 Copynght 1975 by the Amencan Py che
lopcal Aswiation. Repnnted by permisascn )
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decrementing model is in fact derivable from the algorithm vwe awsume is
typicaily taught, by simply dropping the steps of constructing the m set and
actually counting the renainder. Thus, it seems reasonable that a child would
develop the decrementing model quite quickly. The choice model, however,
cannot ve derived from the teaching aigorithm in so direct a way Instead, an
invention (the possibility of counting up from n) must be made. This invention
is probably based on observation of the relations between numbers in addition
and subtraction over a large number of instances. Yet the invention appears to
have been tnade as early as the end of second grade by most of the children.

Addition In another study, Guy Groen and | have been looking more
directly at the relation between the algonthm taught and later performance In
the subtraction study we could only guess at what children had been taught,
based on our general knowledge of elementary school pracixe. In the additon
study, we coatrolled the teaching by doirg it ourselves. We taught 4-vear-olds to
solve single-digit problems of the form m ¢+ »: = * (whete m and n ranged from O
to 5) by using the following algorithm. (a) count out m blocks. (b) count out n
blocks. (c) combine the subsets; and (d) count the combined set. We then
kept the childten coming back for about two practics sessions & weel for many
weeks. As scon a3 cach child was perfiwming the additon peocess smoothly
usuing blocks, we took the blocks away and usked the chidren 10 grre theu
answers on a device that allowed us to collect lhatency data. The chudren’
typscal tesponse when blocks were removed was to begmn couniing out sets on
theu fingers. Eventually . however, most shifted to mnternal processing

Eather vork by Suppes and Groen {196 /) had shown that by the end of the
firs: grade, most children added using a choxe-type model i which they set a2
counter to m or n, whichzver was larger, ind then incremenied by the smalier of
the two numbers. This s known as the mm {mmmum) model [because the
latencres ftt man (m. 1)) A few children used a2 model of incrementing m 1imes
then ricrementing m more imes, and then readmg the counter We call thas the
sum model [latencies fit (m + n)] The sum model can be denved from the
procedure we taught by sumpty droppng steps (<) and £4) of vut algotithen. 2ad
it requises no chace The mun model. howeve, requutes an nvention based on
the recogniton that 1ums are the same regardiess of the order m whch numbers
are added, and that 1t is faster w increment by the smualler quantits

For five of the six children whose data have been analvzed thus (ar. it & clear
that by the final two test sessons the mun model gave ugnsfe-ant and “best” fig
In seneral, the trend over blocks of tnals was for subgects 10 be fit well by the
min model a3 swoon as they stopped counting crertly on mast of the tnals [1s x
if these children discovered commutatmity a3 soun a3 they were confident
enough to stop counting on therr flingers’

In the studes just reported chiddren are taught 2 routine which 1 derrved 1rom
the subyect matter After some practice but 1o addinmwnal drect mstruction
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tivey perform a defferent routine, one that i moee effwxent. The effiuncy na
result of fewer steps .out, appirently . {astcr performance of component vpera-
toasj. whxch 0 tum requares ' choxe or dexmaon on the part of the chidd A
stictly aigonthme routse, i other wurds, 13 converted mto anothet routime
whach tems out 10 swive the preseated probiem moee effacenth

A nmular findmg has been reported by Wallace (1972) m 3 study of mforma-
voa-proceming modets of class clusson. Aftzr having recened trameng v the
processes revealed by an mfomanon-procesung analvin. subpcts were prewnted
3 typwal chos ixhunon tashk o which they were ashed 10 tell. for exampic.
“Whach 1 m20ee. the red vaes ot the trungles™ They had been Lught to pans
through the obyect amray twie. each tame quantifving the obgects on owe of the
diffc rent vadue demeawons namad 2ad then comparnng them 1o determune whach
wai mote. At the posttest admanstered immedutehy sfter traang. 1t was found
that some of the children were sbic to perform the tash moee effcaenth
quntfymg on the fiest paws cab obpects havrg ouh one of the dememim
e by the experencnter For exvampic. Wallice prowenied 5 sabpect with exght
trangdes. seven of whath were red 2ad vee groen. Ashed “Whath o more. the red
ones ot the trunghes®.” oae wmbsect snmered, “There's ome green trnnghe amd
that wakes ot more tranghey” (Wallace, 1772, pp 15-16) Sescr = the chm
mcluson task the set harvmg vah vee of the named doenswoe, n wuslh the
mene subset, thes provedure quarkh yiehds the anveer 1t seems BWeh that o
pheromenun of the knd. that n the tramsformutsn of aponthms by the
kamer. s more peaeral thas we hase thoset: wp to mre AL lestt wene peoven
data that sppest ffcxlt 1o miterpre’ wher svevaped ovsr tmae sun  shom
mtcrpectable regulanty whee cah amd Liter phascy of performance are cvam-

med swparatens

Tash Structure. Sidted Pertormancr. arvd Teachirg Routowes

Vit arr the mmphuatnes of fimdogs of the Lnd tor mstrwison® On the face of
.1 woudd wem that wre caght to sbaadon the alpotithma routmey uagp vod
b ratoeal sk asab s m tavee of drecth teachoy the maoce cevieveny alalh
FESPURIRYT proceses that sppeer 1o Charatere even swemasholied pertormams
We omght. = other wonds, to cvechade that the wmatol rataoemad snabveey ofc
wrong wae the & sot matck slbed pertormumce amd ot thes s sl
therefore ot be wwed | mstractam Rather, wo shoud! perform detaded computs
al smabwes of dkalled pertocmuace on € of the ks that 3 cwrtioubem
compenes. aned teach duecth e roubmes catred B the courw of wxh
ansby uy

Suxch 2 custiun, | beiwrve wsuubl be mataken 1t rests < the ssumpine
that etfxeent matrectwoe n arcrands drect matruactywe m shdied peeformnce
wrateprey rathe than matrecinon i routmes that pat kearmcrs m 2 poued poutson
0 dacover of mrvent ef Ixment stesteges for themseives That o what the chadrer
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did in the studics just reporied. They learned a routine but then invented a more
efficient periormance for themselves. It seems reasonable to suppose—although
empirical tests comparing different instructional strategies are needed tc draw a
strong conclusion—that the teaching routines in these studies werc good ones,
because they taught the specific skills in a way that called upon children’s
discovery 2nd invention abilities

To put the case in its most general form, it would seem useful to think in
terms of a “triangulation™ between the srructure of a task as defined by the
subject matter, the performance of skilled individuals on a task, und a teaching
or acquisition routine that helps novices learn the task. There are three terms in
this concepiualization. all three must stand in strong relation to each of the
others—thus the image of triangulation. This relationship is schematized in Fig. 8.
Most empirical information-processing analyses have been concerried with the
relationship between the elements defining the base of the triangle—that is, with
the relationship between the structure of the subject matter, or “task environ-
ment™ (A), and performance (C). Thus, rost information-processing task anal-
vies are state theories, describing performance on a given kind of task at a given
point in iearning or development, but not attempting to account for acquisition
of the perfotmance. The rational process analyses that we have deve'oped in the
course of our instructional work have been concerned primaiiiv with the
structure of the task (A) and an idealized routine that represents the subject
matter well and thus prescribes a good teaching routine (B). Our validation
studees have in effect been tests of the extent to which the teaching routines and
sequences derived through these analyses succeeded in conveying the subject

FIG 8 Relations between icaching routines, performance roulines, and siructure of subject
matier
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matter to learners. The discussion in tte past several pages has been coneerned
with the relationships between teaching 1 outines (B) and performance routines ©).
Gaining understanding of the “transformation” processes that link these two
routines is a necessary step in cmpleting the triangulation that puts information-
processing models into clear relationsiip with instructional design.

According to this “triangulation” notion, there are three criteria to be met in
choosing a teaching routine:

1. It must adequately display the underlying structure of the subjeet matter.
2. 1t must be easy to demoustrate or teaeh.
3. It must be capable of transformation into an efficient performance routine.

The teaching routine, then, is designed to help facilitate acquisition. It provides
the connecting link between the structure of the subject matter and skilled
performanee- which is often so elliptical as to obscure rather than reveal the
basic structure of the task.

Teaching routines, in other words, are eonstructed specitically to aid acquisi-
tion. The design of teaching routines may require considerable artistry, and not
all routines will be suceessful in meeting the eriteria just laid out. Let us consider
some examples. To begin with our own work, the addition routine Groen and |
taught is an instariation of the “union of sets™ definition of addition. Thus, it
is a mathemnatically “‘correct” proeedure, and represents the subject-matter
structure clearly. The routine is also easy to demonstrate and to learn. Our
4-year-c.d subjects (who knew only how to count objects when they began the
e:neriment) were performing addition virtually perfectly, using the blocks. after
abou: 1 half hour of praetice. The routine we taught is awkward and slow to
perform, however. None of us would like to have to use it in our daily activities,
and neither, apparently, did the 4-year-olds. Nevertheless, the data show that the
Toutine is transformable- by a series of steps we ean imagine but cannot for the
moment doeument empirically-to the more efficient performance routine of
the min model. Further, this performanee routine exemplifies another aspect of
the subject-matter structure, commutativity. Thus, the proposed triangulation 1s
completed. A ‘eaching routine derived by rational proeess analysis of the
stbject-matter strueture is transformed to a performance routine that reflects an
even more sophisticated definition of the subject matter.

Tlie ease is similar for the subtraction study. The routine that we presume was
taught instantiated a partitioning-ofsets definition of subtraetion. The perfor-
mance routine derived by thc children is not only more efficient: it also reflects
a more sophisticated aspeet of the subject-matter structure, namely the comple-
mentary relationship betweer. addition and subtraction operations

Not all teaching routincs meet the eriteria enumerated above. Some are
awkward to teach: such would be the case, for example, were one to undertake
to teach 4-year-olds the min model for addition. Others fail to display the
subject-matter strueture in a way that is transparent to children. This 1s true, for
example, in the case of traditional algorithmie niethods of teaching earrving and
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burrowing that do not display the underlying structure (base arithmetic and its
notation) from which the routines are derived.

Sometimes instructional routines are deveioped in order to display the sub-
ject-matter structure but do not meet the transformability criterion —that is,
they are not easily mapped onto a performance routine 1hat is ~fficient and
direct. An example of a performance routiiz that fails on the criterion of
transformability 1s one that was proposed by Bruner (1964) for teaching factor-
ing of quadratic expressions. Bruner was successful in teaching thirdgraders to
perform the factes vz ~rcation by creating a “model” of the expression using
blocks. As shown in ki3 Y., the large square is x units long and x wide, thus

(a) Ve

(b} ¢

of

FIG. 9 (a) Three components for quadratic constructions. (b) Squares of ever increasing
size consiructed wmith componenis. (From “Some theorems on nstruction illusiraied with
reference to mathematics™ by J. S. Bruner, in k. R, Hilgard (Ed.), Theories of Learning and
Instruction. The 63rd Yearbook of the NSSE (Pan 1). Chicago: Chicago University Press,
1964. Copynght 1964 by the Manonal Society for the Siudy of Fducation. Reprinted by
permission. )
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(x?). The rod is x units long and one unit wide, thus (x). Thz small cube is / X
1, thus (1). As shown at the right of the figure (b), children can arrange these three
clements in squares which will have equal factors—eg., (x + 1) (x + 1); (x +2)
(x + 2)-and which can also be expressed as quadratics—e.g., (x> +2x + 1); (x* +
8x + 16). Allowing children to manipulate the blocks may be excellent for
displeying and promoting insight into the structure of the subject matter, but
there appears to be no way to transform the square-arrangement routine to a
factoring procedure used without the blocks.

Certain other teaching routines in early mathematics do meet the transform-
ability criterion vvhile still representing the mathematical structure. For example,
measurement can be taught as a process of dividing into equal units. Wertheimer
(1959) did this when he used division of a figure into squares as means of finding
its area. Bearison (1969), in a less widely known experiment, induced a general-
ized conservation concept by showing childrer how to count the number of 30-ml
beakers that were poured into heakers of different sizes, and demonstrating the
principle of conservation by pouring equal quantities of liquid into containers of
different shapes. This generalized principle of measurement, exemplified in the
liquid measurement procedure taught, produced conservation respouses in tests
of nuriber, mass, length, continuous and discontinuous area, and quantity that
lazied for at least six months. Similarly, the number base system (including
carrying and borrowing) can be taught using blocks in sizes of one, len, and
one-hundred, placed in units, tens and hundreds columns as in Fig. 10 (cf.
Dienes, 1966, 1967a). With these blocks, carrying can be represented by trading
or exchanging extra (..e.. more than nine) blocks in a column for a larger block
that is placed in the next column. Such an exchange would be necessary for the
bottom display in Fig. 10 before the block display could be notated. A reverse
exchange operation can be used to represent subtraction. In each of *hese cases,
as the physical representation is dropped, a performance routine can be con-
structed which initially performs "as if”’ the representation were present and
then gradually becomes moie abstracted from it. This is the kind of transforma-
tion we believe occurred in our addition teaching experiment.

The general suggestion that [ would like to draw from these observations is
that :aost people—even quite young children—use environmental feedback to
simplify performance routines. They do not accept the routines they are shown
as “givens” but rather as starting points. They invent even when we teach them
algorithms. One implication of this line of thinking is that the traditional line
between algorithmic and inventive teaching disappears. We are not faced so
much with a choice between teaching by rules and teaching by discovery. as with
a problem of finding teaching rules that will enhance the probability of dis-
covery—rules that somehow invite simplification or combination with other
rules. This wzy of thinking also draws attention to the extent to which we
presently depend, in our normal instructional practices, on this kind of invention
and discovery by learners. Our instruction is rarely complete, and rather than
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FIG. 10 Block displays for notation problem. (From Resnick & Glaser, in press.)
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taking care to point out the simplifying and organizing principles that undetlie
what we teach, we often choose less than elegant instances and also expect
learners to find the underlying principles for themselves. This suggests that
differences in learning ability—often expressed as intelligence or aptitude—may
in fact be differences in the amount of support individuals require in making the
simplifying and organizing inventions that produce skilled performance. Some
individuals vill seek and find order in the most disordered presenta‘ions; most
«s# do weil if the presentations (i.e., the teaching routines) are good representa-
tions of underlying structures; still others may need explicit help in finding
efficient strategies for performance.

Analyzing and Teaching Generatizer “Learning to Learn*
Abilities

People apparently invent even within the confines of algorithmic instruction.
Nevertheless, as just suggested, individuals differ substantially in how geod they
are at these inventions, Thus, onc appropriate concern for instruction s the
possibility of teaching general strategies for invention and discovery—strategies
that will help learners to be less dcpendent on the instructor’s elegance in
presenting particular tasks. An interest in teaching such general “learning to
learn™ abilities, as they are often called, has been widely expressed by educators
and psychologists. However, few successes have been reported, and there s little
scientific basis at the present time for such instruction. As in the instruction of
any other ability, the first step in teaching general learning abilities is developing
a psycholcgical description—a task analysis—of the competence sought. Such
analyses are only now beginning to become available.

A growing number ofinformation-proccssing analyses of problcm-solving tasks
of various kinds provide a potential basis for instruction. However, it is by no
means evident, without further testing cad cxperimentation, that analysis of
skilled performance on complex problems can be directly translated into instruc.
tional interventions. Onc test of this possibility has been carried out recently by
Thomas Holzmar. (1975). In an effort to determine the instructability of a
generalized pattern detection skill, Holzman looked at an analysis of behavior on
series completion tasks that had been carried out earlier by Kotovsky and Simon
{1973). The Kotovsky and Simon analysis identified three principal subroutines
for discovering the pattern in letter series completion tasks similar to those used
on many inteliigence tests. These were (a) detecting the “period” of the
pattern—that is, the rcpeating units of a certain number of letters, such as three
in the pattern abmcdmefm ... or four in the pattern defgefghfg. .. (b)
determining the rule that gencrates cach symbol in the period: and (c) testing the
inferrcd rulc to see if it holds for all the lettcrs that have been presented. These
subroutines in turn were shown to be dependent upon recognizing three basic
relations between items in the series presented: identity (e.g., f to f); next in the
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alphabet (e.g., f 10 g); or backward next (e.g., h to g). These three relations
exhaust those that were used in the Thurstone (Thurstone & Thurstone, 1941)
letter series completion task which the Kotovsky and Simen study used as a
basis, although a much more extended and complex list of relations could be
used in generating series completion problems.

Based on ik~ Kotovsky and Simon analysis, Holzman taught children from
first through sixth grade the strageties for recognizing the tiiree basic relations
and for finding periods. Instruction ir finding periods w.s doe in such a way as
to prevent extrapolation to other subroutines. Children trained i these relations
and periodicity subroutines improved significantly on the letter series comple-
tion task from pre- to posttest. They also improved significantly more than
control children who simply took the pre- and posttest and did not practice the
series completion task. Comparisons of particular types of errors for the training
and contro! zroups showed that the trained children improved significantly 1nore
than the controls on the more difficult relations (e.g, nexr as opposed io
identity) and on the generally more difficult problems. Control children showed
a practice effect, due to experience with the test itself, which “vas limited largely
to improvement on the most easily detectable relation (i.c., identity). This study
suggests that as information-processing analyses succeed in identifying the
processes underlying problem solution, these processes—at least some of
them—can be directly taught, and that individuals wili then be able to apply
them to solving relatively large classes of problems.

What possibilities exist for analyses of problem-solving abilities that are even
more general than those Holzman found, and what might these yield as a basis
for instruction that would be truly generative of learning-to-learn abilities?
Robert Glaser and I have considered this question in another volume (Resnick &
Glaser, in press) in which we described several studies of invention behavior in
mathematics and related tasks. We argued that the processes involved in problem
solving of certain kinds were probably the same ones involved in learning in the
absence of direct or complete instruction, and that instruction in those procestes
might constitute a means of increasing an individual’s intelligence.

A model of problem solving was developed in which three interacting phases
were identified: (1) problem detection, in which the inapplicability of *“usual
routines” is noted and a problem or goal formulated; (2) feature detection, in
which the task environment (the external situation, which includes both physical
and social features) is scanned for cues to appropriate responses; and (3) goal
analysis, in which goals are successively reformulated, partly on the basis of
extemal task cues, in order to yield soluble subgoais that contribute eventually
to solution of the task as presented. A study by Schadier and Pellegrino (1974)
has shown that requiring the subject to verbalize the goals of the problem and
his or her strategies for solving it before making overt moves toward solution
greatly enhances the likelihood of invention. Along similar lincs, it seems likely
that ways can be found to make individuals more conscious of the role of
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envircnmental cues in problem solving and 1o teach strategies of feature scanniny
and analysis. This instruction should cnhance the lielihood of their noticing cues
that prompt effective actions while recognizing and somehow “deactivating”’ those
that prompt ineffective actions. Extending this general argument of self-
regulation as a2 major charactesstic of successful leaming and problem
solving, Resnick and Beck (in press) have suggested that 2 similar form of
instruction in conscious use of self-questioning and self-monitoring strategies
mught be an effective way of enhancing reading comprehension sbilities.

The speaific suggestions that can be offered at this time for nsiruction of
genetalized learning abilities are limited, since relatively little work has been
done thus far on developing tash analyses that characteruze these general pro-
cesses in instructable terms. Rational analyus seems less hkely to vield good
suggestions for generalized abilities than for specific tasks; thus empincal tash
analyses scem 1o be called for. Further, the ngot of formal simrdaton models
seems especially important wiere the processes are little undesstood and the tash
envire menls loosely structured, as 1s often the case where problem solving and
discovery are called for Thus. with respect to this most gnportant goal of
mstruction, 1t will probably be necessary 1o engage 10 the most costly and
extended forms of tash anatvais. that . those that are formally stated and
empirically validated. To the extent that the analyses 1dentfly instructable
processes. mstructional expenments can serve i one of the major forms of
empinez | valldation of the performance models propused A mutwal mteractron
between screntific and mnttructionsl concerns can thus be envisaged It s, then,
with respect to these peneral abilities in learning. thinkng. and problem sobvng
that information-processng analyus may ultmately have the most o offer to
mstruction. and mstructronal efforts 1o psy chologacal knowiedge
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Adaptive Instructional Systems:
Some Attempts to Optimize
the Learning Process

Richard C. Atkinson'
Stanford University

INTRODUCTION

One canmor help but question the sgnificance of psychology s contribution 1o
the development of effectve instructsonal procedutes. On the one hand. psy -
chology has been very influential in the fiels of education In the last 25 years
amost every major innovation in educatson programmed textbook s, behaviora!
obyectrves, ungraded schools, ndrdualiy prescrited instructson, computer man-
2ged and asusted nstruction. token economees. and tadored testing 1o name 3
few can be traced 10 pivchology In many cases these mnovations have not
been due 10 psvchologts primanh  Wentified with educataon. but rather to
laboratory scaentnts whose research has sppested new approaches 10 mstruc
tuon Pavchology can be prowd of that record of sccomplnhinent Bu! upon
doser exammation. it 15 evadent that these accomplishments are not a3 choseh
kaked 10 psychobopnal rescarch as mam mught beheve Prycholopy has g
prsted new approsches 10 educairon. but these sugpestons have not bed to
ustaned rescarch progyams that have the promne of produceng 3 truh effecine
theony of mstruction  Rather. poychology scems 1o provade the stamubgs for
moovaton. but mnovataon that has not in turn bed to 3 deeper undcistandmg of
the icarning provens

Why has pivchology not had 3 more substanial mpact® There are several
rexson: The brghtest and ablest voung prvchobognts ussalh ate not sttracied
to edwational rescarch. and the rescarch that has been done tends 1o be
precemeal. not pursnmg problerm i real depth Vhn pacture may chamge n the
rear future due 10 the himated number of yobs for new PhD:and to soxeenn's
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ncreaung emphasus on apphed rescarch The more senous problem. howeves, s
that psychologsts know a great .1 about the acquisition of indmidual facts and
shils. but very lntle about how these combine 10 form 3 meaningful mentai
structure. Effectrve methods for scquining skills and facis are important, but the
majos problem 15 the development of hnowledge structures that are more than
the sum of indmdual facts In order 10 deal effectively with educational
problems. we need theones that tell us how knowledge n represented in
memorny . how nformaton s retneved (rom that knowledge structure. how new
mformaton 15 added 1o the structure, and how the svstem can expand that
knowledge structuze by selfpencratve processes The development of such
theonies 18 under way. and increaungh woik in copritve psychology 18 moving
m that direction The contributivns oi Anderson and Buower (1973). Newell and
Sumon (1972). Rumecthart. Lindmy . and Norman (1972). and Schank (1972) are
cxampies of substantual efforts to devebop compechensave theunes of cogniton,
and 1t 1 already evsdent that ths work will hawe mmphcatiom for eGucation
Such theorer will not umph add another wrmile 10 cducatsonal research, but
will lay the foundstrons for research encompasung 2 larper st of educationalh
ugmiscant peodlems than has been conudered in the par

In ths paper | want (0 review the oagomg wurk 0 my boratons that has
mphcatons (ot mstructron Some of that work represents atiempts to deal with
the msue of complex hnowiedge structures. whereas some 1 mote restictae
deahng with the scquimstion of speaific il and facts All of the work mvolves
wmputer-based programs of mtrction used on 2 dash ban m schook and
colieges. These programs can best be described 1 adaprare stseructionsd systems
By that term | maean two thangs (1) the sequence of mstructanal actons taken
by the program vanes a1 2 fenctaon of 2 grven stodent's performance haston . and
(2} the program n orpanwred 1o modify el swtomtatacalh 23 mose stwdents
complete the coune and thew respoase records sdentafy defects i mstructrona!
SrMcpcy

O3 work om adiptrve smstructaonal systems has three fovs One i the devedop
“dacmnmﬂyxpm-q{ammmudmtm
2odeats. the sexoad 1 2 coune for teachang radng n the fryt three prades of
dementan whoots. 30d the thard 1 3 foergn-lanmguape vocabular, program bewy
med 2t the coliege bevel Here | mill review research oo each of thewe peogects

INSTRUCTION tN COMPUTER PROGRAMMING

Owr e effcris 10 teach compuater peogrammemy snvoived the doveh pencnt of 3
computer ammted marrectaa (CAll commesdam 1o teach the Al 1 Alprdran
Intcrpeetre Dabopet | progrsmemeey sngeagr thn couree has beer sxed crten
wely = college and pusace ooy 1 2 BIrodactann 10 CoempRtcr peogsam
g (Beard. Locton. Searle. & Atkmsce. 1973) However it s 2 bencac. “Yrame-
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onented” CAl program and does not provide indndualized matruction dunng
the problem-solving actvity stself  After workung through lesson segments on
syniax, expressoons, etc . the student s assgned a prodlem to solve n AID He
must then leave the mstcuctional program, call up a2 sepatate AlD nterpreter,
perform the requited programusiung tash . and retum to the mtructonal program
with an answer As the student wiites 3 program with AlD. the only sources of
austance are the er1or messages provaded by the nomnstructional interpretet

An madequacy of the AID course, especully for rescarch purposes. s its
bmited abiity 10 characterze indmidual students’ knowledge of speafic skills,
and 1ts mabidity 1o selate students’ skills 1o the cutrculum as anything mote than
2 ratw of problems correct to problems attempted The program cannot make
fine dutinctions beiween a student’s strengths and weaknesses, and cannot
present mstructronsl matenal speafically appropriate to that student beyond
“harder” o1 “easet” kemons In otder to exphoe the effects of different
curnculum selection stratepwes in more detad. we developed another mtroduc
tony programmang course, capable of represcating both ity subject matier and
student performance more adequately  The internal representation of program-
meng skills and thenr relationsheps 1o the curnculom n umidar in some ways to
the semantx networks used i the “generatne” CAl programs developed by
Carbonell and others (C ubonell. 1970 Collins. Catbonell. & Warnock . 1973)

The BASIC instructsonal Progrem

An wzpurtant feature of a tutorml CAl program n to provade amsntance 23 the
tudent attempts to whe 1 probiem The program must contam 2 tepeeeniaton
of the subyect mutter that n compien enough to allow the program to gencrate
ppeoprute amntance 3t any stage of the student s whstion attempt The BASIC
(Bepanens AB-purpose Symbolx fmstructon Code) Imtructanal Program (BIP)
qatams 2 representatn of mioemation spproprote to the teachmng of com-
putct peogammeng that sllows the program both to provade help to the student
=md 10 perform 2 lemted but adogquate amshwn of the currectmens of the
Wsdent s program 2 3 sodutxen to the gren probiem

To the stodent seated 3t 3 termamal BIP kads very much lace 2 typual
tmme-sharmg BASIC opetatamg system The BASIC mitcrpectcr mntten especialh
for BIP. smahzes each program ke aftcr the stwdent tvpes it and notifaes the
sudert of setan crrors When the wwdent e he o her program it n chechad
for surecteral diepbtcs. and dureg restame ~cvecutan” errors are mdacated A
fde storage uiem. 2 aksbator. aad wtdity coenmands arc nadable

Remding sbove the wmmhited operateg nwitem n the “rstor” ot ertrectsonel
program (IP) It overhocds the entre stwdent BIP dubogae and motnates the
estrectonal mecractye I addtion 10 wiectmyg and pericetong poograemeney
peoblcms to the stwdent. the 1P sdentafaey the stadeet s peobdes aeers. Tappeits
smpier “sobtaka” prvs hets or moded sodstsoms ahen meceisan offers debog

84,



84 RICHARD C. ATKINSON

STuUDENT
SIS INTERPRETER
SYNTAR AND ENECUTION
EMROR DETECTION
. TRUCT DML ! ‘

PROGRAMN ANALY2ER

LOGICaL
ERAOR DETECTION

AmALTYIEW SLECTOS

wore.
soLuTons | | UOSLNS
¥

e i H
| wronmarion wetwons |

OaltE S

FIG t BIP informanion Now dagam

png adds, and supplies incidental mistruction in the form of messages. interactive
lessons, or manual references

At the core of BIP 1s an information network whose nodes are concepts, shlls,
problems, sut'problems, prerequisites, BASIC commands, remedial fessons, hts,
and manual references. The network s used to characterize both the logical
structure of the course and our estimate of the student’s current state of
knowledge. more will be said about the network later Figute | illustrates the
nteractyws of the parts of the BIP progzam

The cvrisculum s organzed as a set of programmung problems whose text
includes only the descnption of the problemn, not lengthy desciiptrons cf
programmung structures or explanations of syntax There 1s no fixed order vz =t
the tasks. the decrsion to move from one tazk to another 1s made on ine baus of
the information about the tasks (skills involved, prerequisties. subtask: availsble)
stored in BIPs network

A student progresses through the cuticulum by wnting. 2nvl /:vning. 2
program that solves the problem presented on the termaal Viraally oo jmntta-
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chooses to execute the program. etc The tash on whicn e stud . S weteoyg s
stored on a stack-bhe structure. o that he may rotk ¢ oacther o for
whatever reason. and return to the previous task automancath The curr scutorn
structure can accommuodate 2 wade var ety of student aptitude: ar d siadls Mot
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of the curriculum-related options are designed with the less competent student
in mind. A more competent student may simply ignore the options. Thus, BIP
gives students the opportunity to determine their own “challenge levels” by
making assistance available but not inevitable.

BIP offers the student considerable flexibility in m:king task-related decisions.
The student may ask for hints and subtasks to help solve the given problem, or
may ponder the problem, using only the manual for additional information. The
student may request a different task by name either completing the new task or
not, as he or she chooses. On the student’s return to the original task, BIP tells
him or her the name of the again-current task, and prints the text of the task if
requested. The student may request the model solution for any task at any time,
but BIP will not print the model for the current task unless the student has
exhausted the available hints and subtasks. Taken together, the curriculum
options allow for a wide range of student preferences and behaviors.

The information Network of BIP

Task selection, remedial assistance, and problem area determination require that
the program have a flexible information store interrelating tasks, hints, manual
references, etc. This store has been built usii'g the associative language LEAP,a
SAIL (Stanford Artificial Intelligence Labcratery) sublanguage, in which set, list
and ordered triple data structures are available {Feldman, Low, Swinchart, &
Taylor, 1972; Swinhart & Sproull, 1971; Vanichn, 1973). Figure 2 presents a
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FIG. 2 A segment of BIP information network.
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86 RICHARD C. ATKINSON

simplified relationship among a few programming corcepts. specific observable
skills that characterize the acquisition of the concepts, and programming prob-
lems that require the use of those skills. The network is constructed using the
associative triple structure, and is best described in terms of the various *ypes of
nodes:

TASKS: All curriculum elements exist as task nodes in the network.
They are linked to each other as subtasks, prerequisite tasks,
or “raust follow™ tasks.

SKILLS: The skill nodes are intermediaries between the concept nodes
and the task nodes (Fig. 2). Skills are very specific, e.g.,
*“concatenating string variables™ or “incrementing a counter
variable.” Ry evaluating success on the individual skills, the
program estimates competence levels in the concept areas. In
the network, skills are related to the tasks that require them
and to the concepts that embody them.

CONCEFTS: The principal concept areas covered by BIP are the followiny.
interactive programs; variables and literals; expressions; input
and output: rrogram control-branching; repetition- loops.
debugging; subroutines; and arrays.

OPERATORS: Each BASIC op=ration (PRINT, LET,...) is a node in the
network. The operations are linked to the tasks in two ways:
either as elements that must be used in the solution of the
problem, or as those that must not be used in the solution.

HINTS: The hint nodes are linked to the tasks for which they may be
helpful. Each time a new skill, concept or BASIC operator is
introduced, there is an extra hint that gives a suitable manual
reference.

ERRORS: All discoverable syntax, structural, and execution errors exist
as nodes in the network, linked to the relevant “help” mes-
sages, manual references and remedial lessons.

Clearly in some cases, a hierarchy among skills or problems is implicit; more
frequently, however, such a relationship cannot be ass med. By imposing only a
very loose hierarchy (e.g., requiring that all students begin the course with the
same problem), it is possible to select curriculum anu provide assistance on the
basis of a student’s demonstrated competence level on specific skills, rather than
on the basis of a predetermined, nonindividualized, sequence of problems.
Students who acquire competence in skills in some manner other than that
assumed by subject-matter experts to be standard should benefit most from this
potential for individualization.

Upon completion of a task, the student is given a “post task interview™ in
which BIP presents the model solution stored for that problem. The student 1s
encouraged to regard the model as only one of many possible solutions. BIP asks
the student whether he or she has solved the problem, then asks (for each of the
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skills associated with the task) whether more practice is needed on that skill. In
addition to the information gained from this student self-analysis, BIP also stores
the result of a comparison between the student’s program and the model
solut:on, bzsed on the output of both programs when run on a set of test data.
The student’s responses to the interview and the rzsults of the program compari-
son are used in future BIP-generated curriculum decisions. BIP informs the
student that the task has been comple ted, and either allows the student to select
the next task by name (from an off-line printed list of names and problem
texts), or makes the selection for the student.

An example of the role of the .iformation Network in BIPs tutorial capabil-
iies is the BIP-generated curriculum decisions mentioned above. By storing the
student’s own evaluation o his or her skills, and by comparing the student’s
solution attempts to the stored models, BIP can be said to “learn” about cach
student as an individual who has attained a certain level of competence in the
skills associated with each task. For example, BIP might have recorded the fact
that 2 given student had dernonstrated competence (and confidence) in the skill
~f assigning a literal value to a variable (e.g.. N = 1), but had failed to master the
ikill of incrementing a counter variable (e.g., N=N + 1). BIP can then search the
network to locate the skills that are appropriate to each student’s abilities and
present tasks that incorporate thuse skills. The network provides the bas- from
which BIP can generate decisions that take into account both the subject matter
and the student, behaving somewhat like a human tutor in presenting material
that ecither corrects specific weaknesses or challenges and extends particular
strengths, proceeding into as yet unrencountered areas.

The BIP program has been running successfully with both junior college and
university students. However, the program is stiil very much in an experimental
stage. From a psychologica! viewpuint, the principal rescarch issues deal with (1)
procedur s for obtaining on-line estimates of stu.lent abilities as represented in
the information network, and (2) alternative methods for using the current
estimates in the information network to make instructional decisions. Neither of
these issues s restricted to this particular course, and a major goal in the
development of BIP 1s to provide an instructional model suitable to a variety of
different subject arcas. Two topics must be discussed in relation to this goal: the
naiure of appropriate subject areas and the general characteristics of the BIP-like
stiucture that make it particularly useful in teaching such subjects.

A subject well suited to this approach generally fits the following description:
it has clearly definable, demonstrable skills, whose relationships are well known:
the real content of the subject matter 1s of a problem-solving, rather than a
fact-acquining. nature: the problems presented to the student involve overlapping
sets of shills. and a swudent’s solution 10 a given problem can be yudged as
adequate or inadequate with some degree of confiuence. The BASIC language. as
taught by BIP. is one such subject. but the range of appropriate curnculuins goes
well beyond the area of computer science. For example. elementary stz.istics
ceuld be taught by 2 similar approach. as could algebra, navigation, accounting,
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or organic chemistry. All these subject areas involve the manipulation of infor-
mation by the student toward a known goal, all involve processes that can be
carried out or simulated by a computer, and all are based on a body of skills
whose acquisition by the student can be measured with an acceptable degree of
accuracy.

Because they require the development of problem-solving skills, rather than
the memorization of facts, these subject areas are frequently difficult to master
and difficult to tutor, especially using standard CAI techniques. One limitation
of such standard techniques is their dependence on a “‘right” answer to a given
question or problem, which precludes active student participation in a problem-
solving process consisting of many steps, none of which can be evaluated as
correct or incorrect except within the context of the solution as a whole. in
addition, standard CA! iechniques usually consist of an instructional facility
alone—a mechanism by which information is presented and responses are judged.
This facility can be linked to a true problem-solving facility that allows the
student to proceed through the steps to a solution, but the link does not allow
the transfer of information between the instructional and the problem-solving
portions of the program. The complete integration of the two pans is 2 key
feature of BIP, making it 2 - priate to instruction in subject areas that have
been inadequately treated in LAL

The most general characteristics of the “network” structure include a represen-
tation of the curriculum in terms of the specific skills required in its mastery and
a representation of the student’s current levels of competence in each of the
skills he has beer. required to use. Individual record-keeping relates each stu-
dent’s progress to the curriculum at all tuaes, and any number of schemes may
be used to apply that relationship to the selection of tasks or the presentation of
additional information, hints, advice, etc.

An important element of our network structure is the absence of an estab-
lished path through the curriculum, providing the built-in flexibility (like that of
a human tutor) to respond to individual students’ strengths and weaknesses as
each student works with the course. This can only be accomplished through a
careful analysis and precise specification of the skills inherent in the subject
matter, the construction of a thorough curriculum providing in-depth experience
with all the skills, and a structure of associations among clements of the
curriculum that allows for the implementation of various instru. tional strategies.
Instructional flexibility is complemented by research flexibility in such a struc-
ture, because the natvre of the associations can be modiSied for different
experimental purposes. Once the elements of the network have been established,
it is easy, for example, to change the prerequisite relationship between two
problems, or to specify a higher level of competence in a given skill as a criterion
measure.

The considerable complexity involved in programming this kind of flexible
structure imposes a certain limitation. Standard CAI “author languages™ are not
appropriate to this network approach, and constructing a CAl course on BIP’s
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pattern is not a task tc be undertaken by the educator (or researcher) who has
no programming support. The usefulress of author languages is their simplicity,
which allows subject-matter experts to prepare course material rciatively quick!y
and easily. Most author languages provide for alternative paths through a
curriculum, for alternative answer-matching schernes, and so forth; considerable
complexity is certainly possible. However, the limits, once reached, are real, and
the author simply cannot expand the sophistication of his course beyond those
limits.

The programming support required by the network approach, on the other
hand, implies (1) the use of a general, powerful language allowing access to all
the capabilities of the computer itself, and (2) a programming group with the
training and experience to make full use of the machine. It has been our
experience that the flexibility of a general purpose language, while expensive in a
number of ways, is worth the costs by virtue of the much greater freedom it
allowss in the construction of the curriculum and the implementation of experi-
mental conditions. For a more complete description of BIP and a review of our
plans for further research see Barr, Beard, and Atkinson (1974).

INSTRUCTION IN INITIAL READING
(GRADES 1-3)

Our first efforts to teach reading under computer control were aimed at a total
curriculum .nat would be virtually independent of the classroom teacher (Atkin-
son, 1968). These early efforts proved reasonably successful, but it soon became
apparent that the cost of such a program would be prohibitive if applied on a
large-scale basis. Further, it was demonstrated that sonie aspects of instruction
could be done very effectively using a computer, but that there were other tasks
for which the computer did not have any advantages over classroom teaching.
Thus, during the last for'r years, our orientation has changed and the goal now is
to develop low-cost CAI that supplements classroom teaching and concentrates
on those tasks in which individualization is critically important.?

Reading Curriculum

Reading instruction can be divided into two areas which have been referred to as
“decoding” and *“‘communication.” Decoding is the rapid, if not automatic,
association of phonemes or phoneme groups with their respective graphic repre-

*A studenl lerminal in the current program consists only of a Model-33 telety powriter
with an audio headsel. There is no graphic or pholographic capability a1 the studeni
terminal as there was in our first system, and the characler set of the telelypewriter includes
only uppercase letters. On the other hand, the audio system is extremely fexible and
provides virtually instantaneous access to any one of 6,000 recorded words and messages.
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FIG.3 Schematic presentation of the strand structure. Entry into each strand depends on a
student’s performance in earlier strands. The vertical dotied lines represent maximal rate
contours which control the student’s progress in each strand relative to the other strands.

sentations. Communication involves reading for meaning, aesthetic enjoyment,
emphasis, and the like. Our CAl program provides instruction in both types of
tasks, but focuses primarily on decoding. The program is divided into cight parts
or strands. As indicated in Fig. 3, entry into a strand is determined by the
student’s level of achievement in the other strands. Instruction begins in Strand
0, which teaches the skills required to interact with the program. Entry into the
other strands is dependent on the student’s performance in earlier strands. For
example, the letter identification strand starts with a subset of letters used in the
earliest sight words. When & studeat reaches a point in the letter identification
strand where he has exhibited mastery over the letters used in the first words of
the sight-word strand, the student enters that strand. Similarly, entry into the
spelling pattern strand and the phonics strand is controlled by the student’s
placement in the sight-word strand. On any given day, a student may be seeing
exercises drawn from as many as five strands. The dotted vertical lines in Fig. 3
represent ‘“‘maximal rate contours,” which control the student’s progress in each
strand relative to progress in other strands. The rationale underlying these
contours is that lezrning particular material in one strand facilitates learning in
another strand; thus, the contours are constructed so that the student learns
specific items from one strand in conjunction with soecific items from other
strands.
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The CAl program is highly individualized so that a trace through the curricu-
lum is unique for each student. Our problem is to specify how a given subject’s
response history should be used to make instructional decisions. The approach
that we have adopted is to develop mathematical models for the acquisition of
the various skills in the curriculum, and then use these models to specify optimal
sequencing schemes. Basically, this approach is what has come to be known in
the engineering literature as “optimal control theory,” or, more simply, “control
theory.” In the area of instruction, the system to be controlled is the human
learner ratiier than a machine or group of industries. If a learning model can be
specified, then methods of control theory can be used to derive optimal
instructional strategies.

Some of the optimization procedures will be reviewed later, but in order for
the reader to have some idea of how the CAl program operates, let me first
describe a few of the simpler exercises used in Strands 11, 111, and IV. Strand 11
provides for the development of a sight-word vocabulary. Vocabulary items are
presented in five exercise formats; only the copy exercise and the recognition
exercise will be described here. The top panel of Table 1 illustrates the copy
exercise, and the lower panel illustrates the recognition exercise. Note that when
a student makes an error, the system responds with an audio message and prints

TABLE1
Examples .t Two Exercises Used in Strand |1
(Sight-Word Recognition)?

Telety pewriter Audio
display message

Copy exercise

The program outputs PEN (Type pen.)
The student responds by typing PEN
+

The program outputs (Great!)

The program outputs EGG (Type egg.)

The student responds by typing EFF

The program outputs 1HEGG (No, egg.)
Recognition exercise

The program outputs PEN NET EGG (Type pen.)

The student responds by typing PEN

The program outputs +

The program outputs PEN EGG NET (Type net.)

The student responds by typing NET

The program outputs + (Fabulous!)

dThe top panel displays the copy exercise and the bottom the
recognition exercise. Rows in the table correspond to successive

Iines on the teletypewriter printout.

I ———————rr T |

Wk g



92  RICHARD C. ATKINSON

out the correct response. In earlier versicns of the program, the student was
required to copy the correct response following an error. Experiments demon-
strated that the overt correction procedure was not particularly effective; simply
displaying the correct word following an error provided more useful feedback.

Strand 11l offers practice with spelling patterns and emphasizes the regular
grapheme—phoneme correspondences that exist in English. Table 2 illustrates
exercises from this strand. For the exercise in the top panel of Table 2, the
student is presented with three words involving the same spelling pattern and is
required to select the correct one based on its initial letters. Once the student
has leained to use the initial letter or letter sequence to distinguish between
words, he moves to the recall exercise illustrated in the bottem panel of Table 2.
Here the student works with a group of words, all involving the same spelling
pattern. On each trial the audio system requests a word that requires adding an
initial consonant or consonant cluster to the spelling pattern mastered in the
preceding exercise. Whenever a student makes a correct resporise, a ““+"sign is
printed on the teletypewriter. in addition, every so often the program will give
an audio feedback message; these messages vary from simple ones like “great,”
“that’s fabulous,” “you’re doing brilliantly,” to some that have cheering, clap-
ping, or bells ringing in the background. These messages are not generated at
random, but depend on the student’s performance on that particular day.

When the student has mastered a specified number of words in the sight-word
strand, he or she begins exercises in the phonics strand; this strand concentrates
on initial and final consonants and consonant clusters in coiibination with
medial vowels. As in most linguistically orientated curricula, students are not
required to rehearse or identify consonant sounds in isolation. The emphasis is
on patterns of vowels and consonants that bear regular correspondences to

TABLE 2
Examples of the Recognition and Recall Exercises Used in
Strand 111 (Spelling Patterns)

Telety pewriter Audio
display message

Reccgnitinn exercise

The program outputs KEPT SLEPT CREPT  (Type kept.)
The student responds by typing KEPT
The program outputs +

Recall exercise

The program outputs (Type crept.)
The student responds by typing CREPT
The program outputs + (That’s fabulous!)

i
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TABLE 3
Exsmples of Two Exercises from Strand IV (Phonics)
Teletypewriter Audio
display message
Recognition exarcise
The program outputs ~IN-IT -G (Type /1G/ as in fig.)
The student responds by typing 1G
The program outputs + (Good!)
The program outputs =IT-IN —IG (Type /1T/ as in fit.)
The student responds by typing IT
The program outputs +

Build-a-word exercise

The program outputs =IN-IT -IG

P--  (Type pin.)
The student responds by typing PIN
The program outputs + (Great!)
The program outputs -IG -IN -IT

F-—  (Type fig.)

The student responds by typing FIN
The program outnuts /lIF1G (No, we wanted fig.)

phonemes. The phonic strand is the most complicated one of the group and
involves eight exercise formats; two of the formats will be described here. The
upper panel of Table 3 illustrates an exercise in which the student is required to
identify the graphic representation of phonemes occuring at the end of words.
Each trial begins with an audio presentation of a word that includes the
phonemes, and the student is asked to identify the graphic representation. After
mastering this exercise the student is transferred to the exercise illustrated in the
bottom panel of Table 3. The same phonemes sre presented, but now the
student is required to construct words by adding appropriate consonants.

Optimal Sequences for Individual Students

This has been a briei «.verview of some of the exercises used in the curriculum; a
more detailed account of the program can be found in Atkinson, Fletcher,
Lindsay, Campbell, and Barr (1973). The key to the curriculum is the optimiza-
tion schemes that control the sequencing of the exercises; these schemes can be
classified at three levels. One level involves decision making within each strand.
The problem is to decide which items to present for study, which exercise
formats to present them in, and when to schedule review. A complete response
history exists for each student, and this history is used to make trial-by-trial
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decisions regarding what to present next. The second level of optimization deals
with decisions about allocation of instructional time among strands for a given
student. At the end of an instructional session, the student will have reached a
certain point in each strand and a decision must be made about the time to be
allocated to each strand in the next session. The third Jevel of optimization deals
with the distribution of instructional time among students. The question here is
to allocate computer time among students to achieve instr:-‘ional objectives
that are defined not for the individual student but for the class as a whole. In
some global sense, these three levels of optimization should be integrated into a
unified program. However, we have been satisfied to work with each separately,
hoping that later they can be incorporated into a single package.

Optimization within a strand (what has been called Level 1) can be illustrated
using the sight-word strand. The strand comprises a list of about 1,000 words;
the words are ordered in terms of their frequency in the student’s vocabuiary,
and words at the beginning of the list have highly regular grapheme—phoneme
correspondences. At any point in time a student will be working on a limit.d
pool of words from the master list; the size of this working pool depends on the
student’s ability level and is usually between 5 and 10 words. When one of these
words is mastered, it is deleted from the pool and replaced by the next word on
the list or by a word due for review. Figure 4 presents a flow chart for the
strand. Each word in the working pool is in one of five possible instructional
states. A trial involves sampling a word from the working pool and presenting it
in an appropriate exercise format. The student is pretested on a word the first
few times it is presented to eliminate words already known. If the student knows
the word it will be dropped from the working pool. If not, the student first
studies the word using the recognition exercise. If review is required, the student
studies the word again in what is designated in Fig. 4 as Exercises 4 and §.

As indicated in Fig. 4, a given word passes from one state to the next when it
reaches criterion. And this presents the crux of the optimization problem, which
is to define an appropriate criterion for each exercise. This has been done using
simple mathematical models to describe the acquisition process for each exercise
and the transfer functions that hold between exercises (Atkinson & Paulson,
1972). These models are simple Markov processes that provide reasonably
accurate accounts of performance on our tasks. Parameters of the models are
defined as functions of two factors: (1) the ability of the particular student and
(2) the difficulty of the particular word. An estimate of the student’s ability is
obtained by analyzing his or her response record on all previous words, and an
estimate of a word’s difficulty i: obtained by analyzing performance on that

FIG. 4 Partial flow chart for Strand II (sight-word recognilion). The various decisions
represented in the bottom part of the chart are based on fairly complicaled computations
that make use of the student’s response history. The same recognition exercise is used in
both state S, and S,.
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pe. ticular word for all students run on the program. The student records are
cort/nually updated by the computer and are used to compute a maximum
likelihood estimate of each studsnt’s ability factor and each word’s difficulty
factor. Given a well-defined model and estimates of its parameters, we can use
the methods of control theory to define an optimal criterion for each exercise.
The criterion will vary depending on the difficulty of the item, the student’s
ability level, and the precise sequence of correct and incorrect responses made
by the studer: to the item. It is important to realize that the optimization
scheme is not a simple branching program based on the student’s Jast resporse,
but depends in a complicated way on the student’s complete response history.

Optimization between strands fwhat has been called Level II) was mentioned
carlier in the description of maximum-rate contours. In some respects this
optimization program is the most interesting of the group, but it cannot be
explained without going into considerable mathematical detail, In essence, a
learning model is developed that specifies the learning rate on each strand as a
function of the amount of material that has been mastered in each of the other
strands. Using mathematical methods of control theory, an optimal instructional
strategy is deterinined based on the model. This strategy defines a closed-loop
feedback controller that specifies Usily insicuctional allocations for each strand
based on the best current estimate of how much the student has mastered in
each strand. An account of the theoretical rationale for the program is presented
in Chant and A tkinson (1973).

Optimizing Class Performance

Next let us consider an example of optimization at what has been called Level
III. The effectiveness of the CAl prograin can be increased by optirnally
allocating instructional time among studenty. Suppose that a school has bud-
geted a fixed amount of time for CAI and must decide how to allocate that time
among a class of first-grade students. For chis example, maximizing the effective-
ness of the CAIl program will be interpreted as meaning that we want to
maximize the class performance on a stardardized reading test administered at
the end of the first grade.

On the basis of prior studies, the following equation has been developed to
predict performance on a standardized reading test as a function of the time a
student spends on the CAl system:

At; 1y = A(D) - BG) exp[-1CY3)] .

The equation predicts Student i's performance on a standardized test as a
function of the time, ¢, spent on the CAl system during the school year. The
parameters A(i), B(i), and C\i)) characterize Studenti, and vary from one student
to another. These parameters can be estimated from scores on reading readiness
tests and from the student’s performance during his first hour of CAL. After
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estimates of these parameters have been made, the above equation can be used
to predict end-of-year test scores as a furction of the CAI time allocated to that
student.

Let us suppose that a school hzs budgeted a fixed amount of time T on the
CAI system for a first-grade class of N students; further, suppose that students
have had reading readiness tests and a preliminary run on the CAl system so that
estimates of the parameters A, B, and C have been made for cach student. The
problem then is to allocate time T among the N students so as to ~ptimize
learning. In order to do thus, it is first necessary to have a model f the learning
process. Although the above equation does not offer A very detailed account of
leamning, it suffices as a model for purposes of this problem. This is an impor.ant
point to keep in mind; the nature of the specific optimization problem deter-
mines the level of complexity that needs to be represented in the learning nsdel.
For some optimization problems, the model must provide a relatively detailed
account of learning to specify a viable strategy, but for other problems a simple
descriptive equation may suffice.

In addition to a model of the learning process, we must also specify ar
instructional objective. Only three possible objectives will be considered here:

1. Maximize the mean value of P over the class of students.
1. Minimize the variance of P over the class of students.
11l. Maximize the mzan value of P under the constraint that the resulting
variance of P is less than or equal to the variance that would be obtained if
no CAI were 2dministered.

Objective 1 maximizes the gain for ithe class as a whole; Objective 11 reduces
differences among students by making the class as homogeneous as possible; and
Objective III attempts to maximize the class performance while insuring that
differences among students are not amplified by CAL If we select Objective I as
the instructional objective, then the problem of deriving an optimal strategy
reduces to maximizing the function:

13,12, ... 1] = 24 AD) - Bexpl-a0C0) 1}
D)+ a2+ - + AN =T,

where (i) is the time allocated to Student i. This maximization can be done
using the methods of dynamic programming. To illustrate the approach, compu-
tations were made for a first-grade class for which the parame’ers 4, B, and C
had been estimated for each student. Employing these estimates, computations
were carried out to determine the time allocaiions that rnaximized the above
equation. For the optimal palicy, the predicted mean performance level of the
class on the end-of-year tests was 14% higher than a policy that allocated time
equally among students (i.e., an equal-time policy, where (i) = T/N for all §).

e
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TABLE 4
Predicted Percent Gain in the Mean of P and
in the Variance of P When Compared with the
Mean and Variance of the Equal-Time Policy

Instructional objective

1 n m

Gain in mean of P (%) 14 ~15 8
Gain in variance of ® (%) 15 -12 -6

This gain represents a substantial improvement; the drawback is that the class
variance is roughly 15% greatr than the variance for the class using an equal-
time policy. This means that if we are only interested in raising the ciass average,
we will have to give the rapid leamers substantially more time on the CAl system
and let them progress far beyond the slow leamers.

Although a time allocation that complies with Objective I does increase overall
class performance, other objectives need to be considered For comparison, time
allocations also were computed for Objectives Il and I11. Table 4 presents the
predicted gain in average class performance as a percentage of the mean value for
the equal-time policy. Objective 11 yielded a negative gain in the mean: and so it
should, since its goal was to minimize variability, which is accomplished by
reducing the time allocations for rapid learners and giving more attention to the
sower ones. The reduction in variability for Objective II is 12%. Objective 111,
which strikes a balance between Objective I and Objective II, yields an 8% gain
in mean performance yet reduces variability by 6%.

In view of these results, Objective 11 would be preferred by most educators
and laymen. It offers a substantial increase in average performance while main-
taining a low level of variability. These computations make it clear thut the
selection of an instructional objective should not be done in isofation but should
involve a comparative analysis of several objectives, taking into account more
than one dimension of performance. Even if the principal goal is to maximize
the class average, it is inappropriate in most educational situations to select
Objective 1 over 11 if it is only slightly better for the class average, while
permitting variability to mushroom.?

Effectiveness of the Reading Program

Several evaluation studies of the reading program have been conducted in the
last few years. Rather than review these here, 1 would prefer to describe one in
some detail (Fletcher & Atkinson, | 972). In this particular study, 50 pairs of

’For a more detailed discussion of some of the issue involved in sefecting objective
functions sce Jamison, Fletcher, Suppes, and Atkinson (1975).
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kindergarten students were matchd on a number of variables, including sex and
readiness scores. At the start of the first grade, one memoer of each pair was
assigned to the experimental group and the other to the ~ontrol group. Students
in the experimental group received CAI, but only during the first grade; students
in the control group received no CAl. The CAl lasted approximately |5 min per
day*; during this period the control group studied reading in the classroom.
Except for this 15 min period, the school day for the CA1 group was like that of
the control group. Standardized tests were administered at the end of the first
grade and again at the end of the second grade. All the tests showed roughly the
same pattern of results; to summarize the findings, only data from the California
Cooperative Primary Reading Test will be described. At the end of the first
grade, the experimental group showed a 5.05-month gain over the control group.
The groups, when tested 2 vear later (with no intervening CAl treatment),
showed a difference of 4.90 months. Thus, the initial difference observed
following one year of CAl was maintained, although not amplified, during the
second year when 1.0 CAl was administered to either group.

No definitive conclusions can be drawn from evaluation studies of this sort
about the specific contributions of CAl versus other aspects of the situation.
Obviously the curriculum materials used in the CAl program are important, as
well as other factors. To do the type of study that would isolate the important
variables is too large an undertaking to be worthwhile at this juncture in the
development of the reading program. Thus, to some extent it is a matter of
judgment in deciding which variables account for the differences observed in the
above study. In my view, individualizing ins'ruction is the key factor in success-
fully teaching reading. This does not mean that all phases of instruction should
be individualized, but certain skills can be mastered only if instruction is
sensitive to the student’s particular difficulties. A reading teacher interacting on
a one-to-one basis with a student may be more effective than our CAl program.
However, when working with a group of children (even as few as four or five), it
is unlikely thai the teacher can match the computer’s effectiveness in making
instructional decisions over an extended period of time

SECOND-LANGUAGE VOCABULARY LEARNING

In this section, research on CA! programs for second-language vocabulary learn-
ing will be discussed. As noted elsewhere in this chapter, the principal goal of
our research on computerized instruction has been to deveiop adaptive teaching
procedures—procedures that make moment-by-moment decisions about which
instructional action should be taken next based on the student’s unique response
history. To help guide the theoretical aspects of this work, some years ago we

“In 1his study no allempt was made 10 allocate time oplimally among siudents in the
experimenial group; rather, an equal-time policy was employed.
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initiated a series of experiments on the very restricted but well-defined problem
of optimizing the teaching of a foreign-language vocabulary. This is an area
where mathematical models provide an accurate description of learning, and
these models can e used in conjunction with the methods of control theory to
derive precise algorithms for sequencing instruction among vocabulary items.
Althsugh our original interest in this topic was primarily theoretical, the work
has proved to have significant practical applications. These applications involve
computerized vocabulary learning programs designed to supplement college-level
courses in second-language instruction. A particularly interesting effort involves
a supplementary Russian program in use at Stanford University. Students are
exposed to apyroximately 1,000 words per academic quarter using the com-
puter; in conjunction with normal classroom work this program enables them to
d=velop a substantial vocabulary.® Many foreign-language instructors believe that
the major obstacle to successful instiaction in a second language is not learning
the grammar of the language, but rather in acquiring a sufficient vocabulary so
that the student can engage in meaningful conversations and read materials other
than the textbook.

In examining the work on vocabulary acquisition I will not describe the CAI
programs, but will review some research on optimal sequencing schemes that
provide the theoretical rationale for the programs. 1t will be useful to describe
one experiment in some detail before considering more general issues.

An Experiment on Optimal Sequencing Schemes

In this study a large set of German—English items are to be learned during an
instructional session that involves a series of trials. On each trial, one of the
German words is presented and the student attempts to give the English
translation; the correct translation is then presented for a brief study period. A
predetermined number of trials is allocated for the instructional session, and
after some intervening period a test is administered over the entire vocabulary.
The problem is to specify a strategy for presenting items during the instructional
session so that performance on the delayed test will be maximized.

Four strategies for sequencing the instructional material will be considered.
The random-order strategy, (RO), is to cycle through the set of items randomly;
this strategy is not expected to be particularly effective, but it provides a
benchmark against which to evaluate other procedures. The self-selection
strategy (SS), is to let the student determine how best to sequence the material.
In this mode, the student decides on each trial which item is to be presented; the
learner rather than an external controller determines the sequence of instruction.

SThese CAl vocabulary programs make use of optimal sequencing schemes of the sort to
be discussed in this section, as well as certain mnemonic aids. For a discussion of these
mnemonic aids see Raugh and Atkinson ( 1975) and Atkinson and Raugh (1975).
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The third and fourth scheuies are based on a decision-theoretic analysis of the
task. A mathematical model that provides an accurate account of vocabulary
acquisition is assumed to hold in the present situation. The model is used to
compute, on a trial-by-trial basis, an i .ividual student’s current state of learn-
ing. Based on these computations, iteins are selected for test and study so as to
optimize the level of learning achieved at the termination of the instructional
session. Two optimization strategies derived from this type of analysis will be
examined. In one case, the computations for determining an optimal strategy are
carried out assuming that all vocabulary items are of equal difficulty; this
strategy is designated OE (i.e., optimal under the assumption of equal item
difficulty). In the other case, the computations take into account variations in
difficulty level among items; this strategy is called OU (i.e., optimal under the
assumption of unequal item difficulty). The details of these two strategies will
be described later.

The experiment was carried out under computer control; the details of the
experimental procesure are given in Atkinson (1972b). The students partici-
pated in two sessions: an “instructional session” of approximately two hours
and a briefer “delayed-test session” administered one week later. The delayed
test was the same for all students and involved a test over the entire vocabulary.
The instructional session was more complicated. The vocabulary items were
divided into sevex lists, each containing 12 German words; the seven lists were
arranged in a round-robin order. On each trial of the instructional session a list
was displayed on a projection screen, and the student inspected it for a brief
period of time; the list involved only the 12 German words ard not their English
translations. Then one of the items on the list was selected for test and study. In
the RO, OE, and OU conditions the item was selected by the computer; in the
SS condition the item was chosen by the student. After an item was selected for
test, the student attempted to provide a translation by typing it on the computer
console; then feedback regarding the correct translation was given. The next trial
began with the computer displaying the next list in the round robin, and the
same procedure was repeated. The instructional session continued in this fashion
for 336 trials.

The results of the experiment are summarized in Fig. 5. Data are presented on
the left side of the figure for performance on successive blocks of trials during
the instructional session; on the right are results from the test session adminis-
tered one week after the instructional session. The data from the instructional
session are presented in successive blocks of 84 trials; for the RO condition this
means that on the average each item was presented once in each of these blocks.
Note that performance during the instructional session is besi for the RO
condition, next best for the OE condition which is slightly better than the SS
condition, and poorest for the OU condition. The order of the groups is reversed
on the delayed test. (Two points are displayed in the figure for the delayed test
to indicate that the test involved two random cycles through the entire vocabu-
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FIG.5 Proportion of correct responses in successive trial blocks during the instructional
session and or. the delayed test administered one week later.

lary; however. the values given are the average over the two test cycles.) The QU
conditior:. is best vith a correct response probability of .79; the SS condition is
next with .58; the O condition follows closely at .54 and the RO condition is
poorest at .38. The observed pattern of results is what one would expect. In the
SS condition, the studenis are trying to test themselves on items they do not
know; consequently, during *he instructional sessicn, tney should have a lower
proportion of correct response: than sti:dents run on the RO procedure where
items are tested at random. Siinilarly, the OE and OU conditions involve a
procedure that attempts to identify and test those items that have not yet been
mastered and should produce high error rates during the instructional session.
The ordering of groups on the delayed test is reversed since all words are tested
in a nonselective fashion; under these conditions the proportion of correct
responses provides a measure of a student's true mastery of the total set of
vocabulary items.

The magnitude of the effects observed on the delaysd test are of practical
sigaificance. The SS condition (when compared to the RO condition) leads to a
relative gain of 53%, whereas the OU condition yields a relative gain of 108%. It
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4. ADAPTIVE INSTRUCTIONAL SYSTEMS 102

is interesting that students were somewhat effective in determining an optimal
study sequence, but not so effective as the best of the two adaptive teaching
systems.

Rationale for Sequencing Scheme

Both the OU and QE schemes assume that vocabulary learning can be described
by a fairly simple mode]. We postulate that a given item is in one of three states
(P, T, and 1) at any moment in time. If the item is in State P, then its translation
is known and this knowledge is “relatively” permanent in the sense that the
learniitg of other items will not interfere with it. If the item is jn State T, then it
is also known but on a “temporary” basis; in State T the learning of other jtems
can give rise to interference effects that cause the item to be forgotten. In State
U the item is not known, and the student is unable to give a translation.

When Item i is presented on a trial during the instructional session, the
following transition matrix describes the possible chs nge in its state:

P T U
Pl 1 0 0
L) =T|x() 1 = x(i) 0
L@ 2()  1-p6)-2()
Rows of the matrix represent the state of the item ai the start of the trial, and
columns the state at the end of the trial. On a tria) when some item other than
Item 1 is presented for test and study, transitions in the state of Item { 2! may

take place. Such transitions can occur only if the student makes an error to the
other item; in that case the transition matrix applied to Item i is as follows:

P T U
P10 0
F)=T{0 1-f) fpl.
vlo o 1

Basically, the idea is that when some other item is presented that the student
does ot know, forge tting may occur for Item 7 if it is in State T

To summarize, when Item { is presented for test and study, transition matrix
L(i) is applied; when some other item is presented that elicits an error, matrix
F(i) is applied. It is also assumed that at the start of the instructional session
Item i is either in State P, with probability g(7), or in State U, with probability 1
~ &(); the student either knows the translation without having studied the jtem
or does not. The above assumptions provide a complete description of the
learning process. The parameter vector [x(i), y(i), z(i), J0), g(9)] characterizes
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the learning of Item i in the vocabulary set. The first three parameters govern the
acquisition process; the next parameter, forgetting; and the last, the student’s
knowledge prior to vntering the experiment.

We now turn to a discussion of how the OE and OU procedures were derived
from the model. Prior to conducting the experiment reported here, a pilot study
was run using the same wozd lists and the RO procedure described above. Data
from the pilot study were employed to estimate the parameters of the model;
the estimates were obtained using the minimum chi-square procedures described
in Atkinson (1972b). Two separate estimates of parameters were made. In one
czse it was assumed that the items were all equally difficult, and data from all 84
items were lumped together to obtain a single estimate of the - arameter vector;
this estimation procedure will be called the equal-parameter c..: (¥ case). In the
second case the data were separated by items, and an estimate of the parameter
vector was made for each of the 84 items; this procedure wil' be called the
unequal-parameter case (U case). The two sets of parameter estimates were then
used to generate the optimization schemes previously referred to as the Ok and
OU procedures.

In order to formulate an instructional strategy, it is necessary to be precise
about the quantity to be maximized. For the present experiment the goal is to
maximize the total number of items the student correctly translates on the
delayed test.® To do this, we need to specify the relationship between the state
of leamning at the end of the instructional session and performance on the
delayed test. The assumption made here is that only those items in State P at the
end of the instructional session will be translated correctly on the delayed test;
an item in State T is presumed to be forgotten during the intervening week.
Thus, the problem of maximizing delayed-test performance involves maximizing
the number of items in State P at the end of the instructional session.

Having numerical values for parameters and knowing a student’s response
history it is possible to estimate the student’s current state of learning.” Stated

¢Other measures can be used to assess the benefits of an instructional strategy; for
example. in this case weights could be assigned to items measuring their relative importance.
Also cos s may be associated with the various actions taken during an instructional session.
Thus, for the general case, the uptimization problem involves assessing costs and benefits
and finding s strategy that maximizes an appropriate function defined on them. : . a
discussion of these points see Dear, Silberman, Estavan, and Atkinson (1967), and Smal.
wood (1962, 1971).

"The student’s “response history” is a record for each trial of the vocabulary item
presented and the response that occurred. It can be shown that there exists a “‘sufficient
history™ that contains only the information necessary to estimate the student’s current state
of learning; the sufficient history is a function of the complete history and the assumed
learning model (Groen & Atkinson, 1966). For the model considered in this paper the
sufficient history is fairly simple. 1t is specified in terms of individuz! vocabulary items for
each student; we need to know the ordered sequence of correct and incorrect respon:es to a
given item plus the number of errors (to other items) that irtervene between each
presentation of the item,
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more precisely, the learning model can be used to derive equations and, in turn,
compute the probabilities of being in States P, T. and U for each item at the
start of any trial, conditionalized on the student’s response history up to that
trial. Given numerical estimates of these prebabilities, a strategy for optimizing
performance is to select that item for presentation that has the greatest proba-
bility of moving into State P. This strategy has been termed the one-stage
optimization procedure because it looks ahead one trial in making decisions. The
true optimal policy (i.c., an N-stage procedure) would consider all possible
item-tesponse sequences for the remaining trials and select the next item so as to
maximize the number of items in State P at the termination of the instruc-
tional session. Unfortunately, for the present case the N-stage policy cannot be
applied because the computations are too time consuming even for a large
computer. Monte Carlo studies indicate that the one-stage policy is a good
approximation to the optimal strutegy; it was for this reason, as well as the
relative ease of computing, that the one-stage procedure was employed. For a
discussion of one-stage and N-stage policies and Monte Carlo studies comparing
them see Groen and Atkinson (1966), Calfee (1970), and Laubsch (1970).

The optimization procedure described above was implemented on the com-
puter and permitted decisions to be made for each student on a trial-by-trial
basis. For students in the OF group, the computations were carried out using the
five parameter values estimated under the assumption of homogeneous items
(E case); for students in the QU group the computations were based on the 420
parameter values estimated under the assumption of heterogeneous items (U
case).

The OU procedure is sensitive to interite:n differences and consequently
generates a more effective optimization strategy tian the OF procedure. The OE
procedure, however, is almost as effective as having the student make his own
instructional decisions and far superior to a random presentation scheme.

The study reported here is one in a series of experiments dealing with optimal
sequencing schemes. It was selected because it is casily described and permits
direct comparison between a learner-controlled procedure versus procedures
based on a decision-theoretic analysis. For a review of other studies similar to
the one reported above see Chiang (1974), Delancy {1973), Laubsch (1970),
Kimball (1973), Paulson (1973), and Atkinson ard Paulson (1972). Some of
these studies examine procedures that are more powerful than the ones de-
scribed here, but they are complicated and difficult to describe without going
into mathematical detail. The major improvements involve two fact-rs: )
methods for estimating the model’s parameters during the course of insu icijon,
and (2) more sophisticated ways of interpreting the parameters of the model to
take account of both differences among students and differences among items.
For example, let P(j, /) be a generic symbol for a parameter vector characterizing
student i learning vocabulary item j. In these studies P(i, j) is specified as a
function of a vector A(j) measuring the ability of student 7 and a vector D()
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106 RICHARDC. ATKINSON

mez;uring the difficulty of i ..+ J. Tte problem then is to estizuate the ability
levet of each student and the ditficult. of each item while the studen is running
on the orogram. In a study reporter in Atkinson and Paulson (1972), rather
dramatic results were obtained using, such a Procedure. A special feature of the
study was that students Wwere run in successive groups, each starting after the
prior group had completed the experimari. As would be expected, the overall
gains increased from one group to the next. The :eason is that for the first group
of students the estimates of item difficulty, D(j), were crude but improved with
the accuinuiation of data from each successive wave of students, Near the end of"
the study estimates of D(j) were quite precise wnd were essentially constants in
the system. The only task that remained when 2 new student came on e

time the system improved in effiziency by using data from previous students to
sharpen its estimates of the difficulty of instructional materials.

CONCLUDING REMARKS

The projects described in this chapter Lave one theme in common, namely,
developing computer-controlled procedures fo- Optimizing the instructional pro-
cess. For several of the instructional tasks considered here, mathematical models
of the learning process were formulated which made it possible to use formal
methods in deriving optimal policies. In other cases the “optimal schemes” were
not optimal in a well-defined sense, but were based on our intuitions about
learning and some relevant experiments. In a sense, the diversity represented in
these examples corresponds to the sta art in the field of instructional
design. For some tasks we can use p theory to help define optimal
procedures; for others our intuitions, y experiments, must guide the
effort. Hopefully, our understanding «« matters will increase as more
prcjects are undertaken to develop sophisticated instructional procedures.

Some have argued that any attempt to devise optimal Strategies is doomed to
failure, and that the learner js the best judge of appropriate instruct .>nal actions. |
am not sympathetic to a learner-controlled approach to instruction, because |
believe its advocaies are trying to avoid the difficult but challenging
task of developing a viable theory of instruction. There obviously is a place for
the learner’s judgments in making instructional decisions; for example, such
judgments picy an important role in several parts of our BIP course. However,
using the learner’s judgment as one of several items of information in making
instructional decisions is different from proposing that the learner should have
complete control. Results presented in this chapter and those cited in Beard,
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iorton, Searle, and Atkinson (1973) indicate that the learner is not a particu-
larly effective decision maker in guiding the learning process.

Flsewhere | have defined the criteria that must be satisfied before an optimal
instructional procedure can be derived using formal methods (Atkinson, 1972a).
Roughly stated, they require that the following elements of an instructional
situation be clearly specified:

1. The set of admissible instructional actions.

2. The instructional objectives.

3. A measurement scale that permits costs to be assigned to each of the
instructional actions and payoffs to the achievement of instructional objec-
tives.

4. A mcdel of the learning proce ss.

If these four elements can be given a precise interpretation, then it is usually
possible to derive an optimal-instructional policy. The solution for an optimal
policy is not guaranteed, but in recent years powerful tools have been developed
for discovering optimal, or near optimal, procedures if they exist. I will not
discuss these four element* here except to note that the first three can usually be
specified with a fair degree of consensus. Issues of short-term versus long-terta
assessments of costs and payofTs raise important questions regarding educational
policy, but at least for the types of instructional situations examined here
reasonable specifications can be offered for the first three elements. However,
the fourth element—the specification of a model of the learning process—
represents a major obstacle. Our theoretical understanding of learning is so
limited that only in very special cases cu.i a model be specified in enough detail
to enable the derivation of optimal procedures. Until we have a much deeper
understanding of the learning process, the identification of truly effective
strategies will not be possible. However, an all-inclusive theory of learning is not
a prerequisite for the development of optimal procedures. What is needed is a
model that captures the essential features of that part of the learning process
being tapped by a given instructional task. Even models that have been rejected
on the basis of laboratory investigations may be useful in deriving instructional
strategies. Several of the learning models considered in this chapter have proven
unsatisfactory when tested in the laboratory and evaluated using standard
goodness-of-fit criteria; nevertheless, the optimal strategies they generate are
often quite effective. My own preference is to formulate as complete a learning
model as intuition and data will permit and then use that model to investigate
optimal procedures. When possible the leamning model should be represented in
the form of mathematicai equations, but otherwise as a set of statements in a
computer-simulation program. The main point is that the development of a
theory of instruction cannot progress if one holds the view that a comprehensive
theory of learning is a prerequisite. Rather, advances in learning theory will
affect the development of a theory of instruction, and conversely the develop-
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ment of a theory of instruction will influence the directiocn of research on
learning.

ACKNOWLEDGMENTS

This research was supported by the Office of Naval Research, Contract No. NGJ014-67-A-
0012-0054, by National Science Foundation Grant EC-43997, and by Grant MH-21747
from the Nationa! Institute of Mental Health.

b+ § g T

SET

# et

BY i s
£

: s
')

e !
#

o i JHESEE .



5

Methods and Models

for Task Analysis
in Instructional Design

Lee W. Gregg
Carnegie-Mellon University

A theory of instruction must be based on the objectives of the learner and the
institutionalized goals of the instructional system. A theory of instruction must
also rest upon an adequate formulation of the psychological capacity of the
jeamner. Instructional goals prescribe the domain of tasks to be undertaken by
the learner; the psychological capacities of the learner set limits on the size,
complexity of the subtasks and the rate of introducing them into the domain.

Each of the first four chapters presents a framework for analyzing tasks from
various psychological perspectives. Carroll contrasts strict behaviorism with a
currently nonexistent cognitive theory of learning. Calfee takes a statistical view.
Resnick eclectically draws from Gagné’s hierarchies, Gestalt Psychology, Thorn-
dike, and Piaget to formulate a rational information processing scheme. Atkin-
son’s approach uses optimization procedures to guide instructional design.

In general, instructional design attempts to organize subtask sequences,
provide opportunities for learning, and devise ways of evaluating the extent to
which the learner acquires proficiency. Notice that these general activities are
neutral with respect to methods of analysis and models of the learner. Thus,
teachers have been searching continaally for new ways to break up tasks into
teachable units. The key concepts for many instructors are differentiation
followed by integration. If Carroll is right in his assessment of the role behavioral
sciences play in education, behavioral objectives will be ignored and soon
forgotten. They will become just one more fad thrust on the field. Behavioral
objectives may give way to cognitive objectives as defined by Greeno in Chapter
7. 1f Carroll is right, the naive theories of learning on which many an artful
teacher predicates lesson plans will be explained by cognitive theory, but not

necessarily exter.ded by it.
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110  LEE W. GREGG

Carroll, of course, is right—at least in part. Cognitive theories and information
processing models will supplant some of the currently fashionable notions—they
have already done so. Furthermors, there is evidence from the set of current
chapters of a cumulative body of knowledge dealing with important issues of
task analysis and instruction that a lasting contribution will result.

What are the steps in a task analysis? First, we set out to identify component
skills such that mastery of the individual skill components assures partial success
on the task. We assume that the hierarchy of skills exists and that components
are independent. Calfee attacks the issue of independence directly. To the extent
that subprocesses like decoding and comprehensioin can be treated indepen-
dently, the analysis of components will be successful. One direction that re-
search must take is the identification of the conditions under which tasks may
conformn to a simple additive hierarchical decomposition. Next i the sequence
of analysis, we introduce components one at a time. As Resnick points out in
Chapter 3 these components must be teachable. The usual next step in the task
analysis requires that we start where the learner is and build on what he already
knows and can do. Here the issues revolve around the diagnostic tests for
determining the initia! state of the learner, and the development of instructional
materials that exercise the component. Instructional materials, the teaching
routines that Resnick refers to, must provide a basis for integrating the new
learning with the old. Sut tl:» third stage of task analysis attempts to integrate
the newly acquired skills intc : ; ~eaningful whole. Of special concern are the real
time constraints. Very often, subtusks that appear to be well learned fall apart
when combined in new ways. Think of the feeling of help'essness when you last
failed to recall the name of a close friend in performing introductions around a
group. Paced recall is not a cognitive task that we are asked to perform
frequently.

Are there cognitive theories of learning that can be applied to the job of task
analysis? Carroll's review of naive, behav oristic, and cognitive theories of lan-
guage learning suggests that a cognitive learning theory now exists. Unfortu-
nately, recent work on semantic memory (Norman, Rumelhart, ef al., 1975;
Quillian, 1967, 1968; Schank, 1972) has been primarily <oncerned with deter-
mining the structure of memory representations. Research on the processes of
understanding (Hayes & Simon, 1974 and this.volume; Winograd, 1972) assume
that a knowledge base is already learned and available. Of course, Greeno has
asserted that learning theory and comprehension theory defined in information
processing terms are the same thing (Greeno, 1974). My own work on sequential
pattern learning (Gregg, 1967), verbal leaming (Gregg & Simon, 1967), and serial
learning (Gregg, 1972; McLean & Gregg, 1967) leads me to argue that they are
not the same. One difference is in the development of intermediate structures in
working memory that Greeno has previously described. However, it seems
appropriate to stress the similarities between learning and the processes of
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understanding. Both depenid on attention to determine the final outcomes. Both
require contiguity of the elements to be associated. The study of comprehension
and learn.t; is the study of cognitive organizations.

Although there is no explicit and general cognitive theory of learning, there
have been isolated examples pointing potential future directions. The Elemen-
tary Perceiver and Memorizer, EPAM, was the first modern theory of semantic
memory and showed the main outlines of associative memory structures. Atkin-
son and Shiffrin’s (1968) model for running paired associates learning accen-
tuated the importance of control processes in learning and memory. Just as the
role of semantic memory emphasizes structural aspects of representations of
knowledge, short-term memory sivdies emphasize the dynamic operation of
control processes in specific tasks. Learning and comprehension, therefore, are
similar precisely because they come about from the operation of the human
information processing system. His processing limitations determine the rate of
acquisition of new information and its availability for use in problem solving.

INCEPENDENCE OF COGNITIVE SKILLS

Are the processes that the human information processing system uses detectable
from an analysis of overt behavior in instructional task environments? This is the
issue that Calfee examines in Chapter 2.

The method that Calfee proposes is aimed at finding out whether or not
processes are independent. Finding they are not is not very informativ:. Since
the method does not generate process descriptions, only tests the effects of
them, one must create variables to test the hypothesis that a process whose
operation may or may not be correctly reflected by the measure, exists. There
are two stages at cither of which an error can occur. Each stage provides an
opportunity for error. One can incorrectly assume that a process exists that
transforms a data structure in a certain way. But one can also incorrectly assess
the effects of the hypothesized process by failing to define a relevant dependent
variable.

Most of the theorizirg must go ok in advance of and indeperidently of the
testing operations suggested by Calfee. Modern inference procedures make it
possible to carry 01t much more powerful analyses of system interactions.

Even though the model of reading proposed by Calfee appears to be correct,
the processes ruust not remain independent for long. The still higher order
cognitive processes in speed reading and comprehension cannot depend on
simple additive components because selective, intentional use of strategies im-
plies the constructive use of components.

We must distinguish between pedagogically useful packets of information and
the information processing mechanisms that may or may not view the materials
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to be leacaed in the same way that the instructor views them. Are the human
mechanisms really independent? The answer is contingent on the extent to
which we can show sequential order in the processing of the informat:on,

INTERACTIONS OF SECUENTIAL PROCESSES

In any information processing system, there will be 1 lack of statistical indepen-
dence ameng the subprocesses if the output of one processes provides inputs to a
later process in the sequence. Since we believe that most cognitive task involving
attention are serial, there are few tasks for which a strict independence of the
Processes is likely. The question is not whether they are independent for they
are almost certainly not. The crucial question is, “How are they organized?”
How do we study interacting processes? What fo-ms of organization exist?

One of our most popular notions of task orgaruzation is the tree structure. The
implication is that higher-level elements grow out of well formed lower-level
clements. Subtasks are subsumed as components of and precursors to other
tasks. But most accounts of learning and analyses of errors during learning
suggest that the prior elements are not stable and must change. Even when the
learner brings well developed skilis to the task, there are confusing periods
during which the prior elements are being modified. The notion that prior
behaviors are incorporated into higher crganizations whole cloth is probably
wrong,

Two aspects of the learning process suggest why. Fist, more complex behav-
iors usually involve the intergration of serial patterns. Hence, the merging of
behavior sequences tends to siur one pattern into another. New pat: :rs resuit.
Ttz distinction between components is changed; .nd new boundaries are drawn.
Second, when more complex behavior patterns are iearned, the simpler piior
patterns are changed in that the evoking stimuli are different. An example of
these kinds of modifications will be seen later.

As Resnick warns, there can be 2 great deal of difference between competency

The organization of more complex skills, whether mental or motor, is analogous
to a compiled computer subroutine. Once assimilated into the repertoire there is
no need to test each Separate instructional during execution. Thus, mental skills
take on the properties of automatic motor performance. For example, in playing
the piano, practicing left and right hand scparately emphasizes sight reading
skills, builds habits that are not relevant for the coordinated combination of
both parts. When playing the two parts, the places where one must merely check
the score can be quite different from those of single-handed and single-minded

practice.
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In summary, we suppose that location of the tests may change, the size of the
perceptual or conceptual unit may vary, and that cues for initiating or sustaining
the behavior may be different at different stages of practice.

INDIVIDUALIZATION AND TASK ANALYSIS

Atkinson’s approach stresses the idea that the learner must be able to follow
flexible pathways through a subject domaine. Optimization of CAI i:u.ing tasks
is based on a curriculum composed of a network of related tasks and a loose
collection of associated skills. In Atkinson’s view, subtasks and skills need not be
related in a rigidly hierarchical fashion. This 'n not to say that the instructional
materials for CAl are not carafully thought through. Rather, the point is that
individual learmers can achieve higher performance levels in a variety of ways.
For the specific areas of application, there is a “careful analysis and precise
specification of the skills inherent in the subject matter.” Thus, for Atkinson the
subject matter defines the structure of tasks; the lea-s.e1 acquires skills that are
inherer-t, i.e., determined by the task demands.

Optimization is based on an empirical procedure to assess transfer of training.
Thus, it is possible for a student to shift from one strand to another based on
performance within the first strand. Control of the process is guided by a model
of learning that provides a complete response history which then in turn feeds a
Markov model. The optimization procedures are based on empirical results of
transfer and acquisition using simple models of the performance during learning.
Trial by trial selection of items and exercises procedes from a determination of
cach student’s ability and each item's difficulty. At the most global level,
optimization is over the allocation of student time to each stiand.

In these procedures, Atkinson has captured the crucial questions of instruc-
tional design that each teacher asks:

1. Whs items and exercises should 1 give?

2. How should the student’s time be distributed over the different classes of
work?

3. How should the resources available for instruction be allocated among the
students?

Atkinson shows how far one can go toward answering these questions with
relatively simple models of performance during learning. His experiments on the
optimum sequencing of vocabulary items indicates the kind of gains one can
expect from the systematic selection and presentation of items for study.
Improvement of the order of 50 and 100% are, indeed, impressive results.
Atkinson points out that comprehensive theories of learning are not necessary to
produce important differences in rate and degree of learning.
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I view Chapter 4 by Atkinson as a landmark for CAI applicaticn:. In it we see
three important demonstrations of the state of the art in appropriate appliva-
tions of compuier based iustruction, First, the Basic In -uctional Program (BIP)
represents an appiopriate use of the computer as a protlem solving tool. The
learner masters a programming language under the direction of the system which
assesses his or her level of problem-solving skill and tutorially guides the learner
through increasing levels of skilled performance. It has been several years since |
leveled the criticism that most CAI work did not use computers in ways for
which they were intended (Gregg, 1970). Clearly that comment cannot be
applied to Atkinson’s work. The second part of Atkinson’s chapter describes his
analysis of the reading task and it’s acquisition. Here a sophisticated analysis of
the skills required in reading is presented and a series of exercises within each
strand defined. Altiiough on a trial by trial basis, the model that determines the
sequence of learner experience is a powerful application of decision theoretic
ideas to transfer from strand to strand in a complex structure based on task
analysis. I that carlier criticism, I said that it seemed a waste to use computers
as glorified mentory drums. Atkinson’s program for the instruction in initial
reading bears 1.0 resemblance to so stupid a machine. Perhaps the only legitimate
criticism that remains is that certain complex cognitive tasks that require under-
standing will require complex cognitive analyses. In the chapters ‘hat follow,
models of semantic memory, sentence comprehension, and understanding writ-
ten problem: instructions point the way for these now developments.

SUBJECT STRATEGIES AND TASK ANALYSIS

Resnick’s review of concepts underlying the analysis of instructable components
poses several challenges. The issue is how to combine components logically to
produce the desired behavior of presumably higher complexity. Instructional
design rests on the premise that a sequence of component tasks can be identified
and then mastered in some order to produce behavior. The integration can have
logical implications. The ideas of Osherson (1974) on logical grouping capture
the hierarchical nature of performance combinatorics, but not the order infor-
mation that I have stressed so heavily in this discussion.

The reason I believe serial order is so important is evident when we consider
that a subject strategy consists of a sequence of cognitive acts involving shifts in
attention and transformations of objects. Thus, in any problem-solving task or
learning situation, a complete description of the psychological problem space
must include the representation of the specific objects and the set of operators
to be applied. In u later chapter, Simon and Hayes discuss problem isomorphs
where superficially distinct problems map onto the same problem space. Hence,
differences in problem-solving performance can be attributed to a failure to find
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an efficient representation for the task. But here I am talking about performing
an identical task where only the instructions to the learner vary.

In a recent, unpublished experiment by Gerritsen, Gregg, and Simon, tie
subjects were instructed in three strategies. All other conditions of the expen-
ment were the same. The strategies, however, caused the subjects to attend to
different aspects of the problem as it was being solved. Both the stimulus
information and the transformation rules were different for each strategy.

The experimental task was similar to Restle’s (1970) serial pattern learning
task. The problem was displayed before the subject consisting of a digit from
l onr to six and a series of 3, 4, or 5 letters which stood for the symbolic
4 operarors: T was transpose, add one; M was mirror, obtain the sevens compli-
E nient: and R was repeat. The subjects responded by oressing buttons labeled

with the values one to six on a pane! in front of them.

The three strategies were called the Doubling, Recompute, and Pushdown
Methods. Each specified a different informatico1 processing sequence and each
resulted in quite different response measures and error patterns. In fac:. perfor-
mance on the task varied by a factor of 3 to 1, from 2244 msec per response for
the Recompute Method to 721 msec per response for the Doubiing Method.
i Such robust effects from instructions alone argue that any attempt to identify-
3 ing skill components must be certain of their implementation in terms other
than task variables.

CONCLUSIONS

The moral of this research story is simply that subject strategies are crucial to an
understanding of cognitive perforniance. One way of viewing the entire problem
of instructional task analysis is to say that the goal is to specify a complete set of
subject strategies sufficient to the task, to map feasible strategies onto the
current information processing skills of the learner, and finally to develop
instructional methods and materials such that the learner acquires those strate-
3 gies that have the greatest educational value.

Resnick, in Chapter 3, showed that children will inven strategies and these
may be more efficient than those derived by curriculum d=signers. Chapter 7 by
Greeno will show that we can teach better or worse stra‘egies. The challenge for \
instructional design is clear.
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Notes on a Cognitive Theory
of Instruction

David R. Olson

Ontario Institute for Studies in Education

My purpose in this chapte is to discuss five general points presented in chapters
of Carroll, Atkinson, Calfee, and Resnick that underlie the discussion or develop-
ment of a theory of instruction.

First, I want to indicate my opinion as to the current status of the enterprise. 1
believe that a theory of instruction is a legitimate scientific goal and that such a
theory has as examplars some impressive local successes (e.g., Atkinson’s work).
However, it is easy to overestimate its current status. As it now stands, the
theory of instruction is very primitive and not at all at a stage requiring complex
mathematical descriptions for its expression. Considerations of the nature of
performance, the nature of knowledge, the nature of the communicable and
instructable, and the nature of experience—some of which have been raised by
Carroll and Resnick as well as by others (cf. Olson & Bruner, 1974)—are
conceptual issues that must be faced in the attempt to construct such a theory.

At the more specific level of optimal design, that is, research directed to the
production of an explicit instructional program designed to achieve a particular
educational goal, the achievements to date are more impressive. Programs de-
signed to achieve a particular goal, such as those described by Atkinson, Resnick,
and Calfee (Chapters 4, 3, and 2, respectively, of this volume), and others such
as Sesame Street (Palmer, 1975) can be described quite precisely and achieve
their goals quite successfully.

But what is the relation between specific instructional programs, the problem
of design, and a general theory of instruction? Atkinson raised this point in
regard to the “depth” of the theory based on the set of parameters found to be
relevant to the optimization of a particular instructional program. The ‘theory’
is, as I understood him, primarily an equation optimizing the particular set of
parameters for that set of tasks. The problem is that that equation would not be
generalizable to a new, quite different set of tasks. How then do we get to a
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118  DAVIDR. OLSON

general theory of instruction that would apply to the vast array of things that
are taught to all sorts of Jearners by a vast array of means? It is about this
general theory of instruction that we know so little.

Stated in another way, the relation between particular procedures and general
theory may be conceived in terms of the relation between design and theory. In
the analysis of instruction are we concerned primarily either with the problem of
designing effective instructional systems (cf. Richards, 1968, 1974) or with the
construction of a theory that would make explicit the nature and consequences of
the experiences managed by formal institutions such as schools. And it is difficult
to serve these two goals at the same time.

Second, I want to consider what a “cognitive” instructional theory would look
like. If we simply adopt “behavioral objectives” or if instructional theory is
concerned only with optimization, cognitive theories are, to say the least, as
luxury. What could a cognitive theory add? As Carroll pointed out, cognition
means knowledge. A cognitive theory would be concerned with the nature of
human knowledge, how it is represented and how it is acquired. But in instruc-
tion, we are not concerned with all knowledge but rather with that knowledge
which is of such social value that the society creates an institution to guarantee
that it is transmitted to every child growing up in that society. What is that
knowledge ad what are ths means at our disposal for conveying it?

Carroll argued that a theory of instruction that takes seriously the nature and
acquisition of knowledge would make instuction more effective. Calfee and
Resnick by their research progranis show that they agree. And they may be
right. But in being nght they would be indistinguishable from any behaviorist or
social engineer. Again, then, what could cognitive psychology add?

Cognitive psychology could be concerned, not with prediction and control and
optimization, t ,: rither with “understanding.” Objective knowledge, borrowing
from Popper (:%/2), is a record of the culture’s solutions of important
problems. As such, knowledge complements the adaptive resources given to us
through the genes and those acquired through our own personal experiences.
This knowledge is coded in terms of the symbol systems of the culture,
particularly natural language. Such knowledge is shared and therefore social in
nature. In content and in structure and in social significance this knowledge is
distinctive from that acquired via direct practical activity; presumably the
processes involved in the extraction of such knowledge are distinctive and the
consequences of the acquisition of this knowledge are unique. A theory of
instruction, therefore, is needed for more than simply improving the power of
our procedures; it is needed to help make explicit just what it is we are doing to
children and adults in the process of socializing them. Then we will be in a
position to decide which of these effects are worthwhile as well as which means
are effective.

To summarize this point: instructional theory should be concerned not only
with optimization, control, or the achievement of behavioral objectives but also,
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6. COGNITIVE THEORY OF INSTRUCTION 119

and more basically, with making explicit the nature and the consequences of the
transmission of socially useful knowledge. Once these processes are explicit they
are subject to rational consideration, as Popper (1972) has argued. So we require
a theory of instruction that would cast into theoretical terms what is already
going on in the schools, and elsewhere, in the name of instruction and what is
being altered with the introduction of new types of programs whether th:y be
activity programs, or CAI, or whatever.

Third, I would like to consider instruction as the communication «{ explicit,
formalizable routines. This point is related to Resnick’s interestin,, suggestion
that good instruction may trade off communicability with fcimal adequacy. I
recently published an article titled “What is worth knowing and what can be
taught? (Olson, 1973)" in which I argued that much of the knowledge most
worth having—making, discoveries, s;::aking convincinsly, writing effectively, and
various social and ethical skills—cannot be taught vxplicitly because the algo-
rithm underlying tliem (if indeed there are such algorithms) are not known.
Many that are known are too complex to communicate easily (consider, for
example the passiv® transformation in English). Yet, in another sense, these
important skills may be ‘taught’ by providing demonstrations and by providing
sessions for repeated practice accompanied by appropriate feedback.

To summarize this point, some knowledge is formalizable—an algorithm for
adding, for example, and can be taught explicitly. But other, more complex
skills, including many socially valued skills, cannot be taught explicitly and they
may have to be ‘taught’ through demonstrations or modeling and/or through
making allowances for learning through trial and error or muddling. And a
theory of instruction is going to have to specify the nature and the role and the
consequences of modeling and muddling as well as the more explicit intervention
which, for the sake of ailiteration, we may call meddling.

Fourth, consider the relation between knowledge and skill or knowledge and
performance. Carroll raised this issue «n regard to the linguist’s distinction
between competence and performance. Cognitive psychology contrasts with
behaviorist theory in assuming that knowledge can be wrested from the purpose
for which it was acquired and the context in which it was acquired and cast into
more general symbolic form, thus rendering that knowledge applicable to a
much wider range of problems.

Schools clearly got carried away with the assumption that the acquisition of
theoretical knowledge, what Ryle (1949) called propositional knowledge, was the
sine qua non of education, perhaps giving some legitimacy to student’s current
protest against the value of being stuffed with “irrelevant” know'edge.

This issue hangs critically upon an understanding of how knowledge relates to
performance. Friere’s book The Pedagogy of the Oppressed (1972) makes the
case that the only liberating knowledge is knowledge acquired by praxis—action
coupled with reflection. Perhaps useful knowledge must ke acquired in the
context of action. Minimally, a cognitive theory of instruction must indicate

e (Rt an R

o

e SRS
P B e

s

2%
A
+

B Faea;
S

L)

T




“ﬁfww hi il

120 DAVID R.OLSON

how knowledge is related to performance both in its acquisition and its su<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>