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FOREWORD

This report, AFAL-TR-75-173, was prepared for the Air Force Avionics
Laboratory by the Electrical Engineering Department of Ohio University, Athens,
Ohio, and summarizes a 24-month (May 1973-June 1975) investigation on video
data compression techniques applicable for the RPV mission performed under
Contract F33615-73-C-1233, Project 7762, Areas investigated and included
in this report are interframe coding meothods, two-dimensionul transform
(adaptive ard non-adaptive) and hybrid coding schemes. Numerous photographs
are given comparing the techniques using bit rates from 0,25 to 1.5 bits/pel.
The effects of noise are considered and both quantitative and qualitative
evaluations are given.

The results summarized in this report were obtained by Dr., Joseph L.
Essman, principal investigator (Associate Professor and Assistant Chairman,
Department of Electrical Engineering, Ohio University), Mr. Dan Quyen Hua,
Research Associate, and Mr, George Papacostas, Research Associate. Captain

Jack Cole from WPAFB was the Project Monitor.
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SUMMARY

This report summarizes the results obtained on data compression techniques
applicable for Remote Piloted Vehicles (RPV) under Contract No, F33615-73-(-1233.

During the first year of this contract investigations were conducted on in-
terframe redundancy techniques. Algorithms are developed to mccount for motion
in frame-to-frame aerial photographs resulting in large bit reduction ratios
providing that the various parameters of the missions such as altitude, velocity
vector, fields of visions of the cameras, etc., are known accurately, Differen-
tial encoding 1s used to further reduce the bandwidth, Sensitivity to the
various mission parameters are investigated using computer simulations, Although
the interframe techniques require relatively complex instrumentation for RPVs,
the techniques can be used for synthetic frame generation at the ground station,

Intraframe techniques suitable for the RPV mission including two-dimensional
transform techniques and hybrid coding schemes are investigated and evaluated,
both in the mean-squared-orror sense and subjectively., It is shown that hybrid
scheme using the Hadamard transform in one spatial direction and DPCM in the
other performs at least equivalent and most of the time superior to the two-
dimensional transform schemes, Due to the simplicity of the hybrid scheme,
this may be advantageous +-r practical implementations.

It is shown that the hybrid scheme is more sensitive to channel noive;
however, by optimization and initialization it can be made to perform es well
as the transform scheme.

An adaptive scheme is proposed and evaluated which shows increased resolu-
tion in regicns of high activity within the picture,

Several different error criteria were investigated, Mean-durivative-
squared-error tends to be more correlated with subjective evalvations,

Important characterist.=s and performance indices severa' data compression

techniques applicable for the RPV mission are given in tabular form.
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CHAPTER |

INTRODUCTION

Tha repirt covers work performed over a 2d-month perded on Conteact
S8 616-73-C-2L3.  Although the emphasis on the work tasks listud under the
above contract were changed somewhat by the Project Monitor as outlined in the
Monthly Progress Reports, all the tasks llrted were completed during the contract.
The main deviantions iaclude rather complete investigations of meihods of data com-
proaasions apnlicable to Rencte-Pilotod-Vehicles (RPY),

Chepter TI sumunrixes the work performed during tha flrst year on intevrfrane
(Frame~te-Frame) techniques, The important conceptd and investigations of this
work vre included in this report; however, dotalled doscriptions of the thoo-
reticel and similatlen results are given in the Interim Tochnleal Report on
contzact FO3Y 615-72.C-1233, June, 1974,

Chapter 11T gives theorefical rrsults using two-dimensionul transform snd
Hyberid woding tochniques of data compression, Detailed results are given For
the rwo-dimensional Hadamard, Discrece Cosine, and Haur transform techniques. .
The Hybrid coding schenes using transform-DPCM or DPCM.transtorm tachniques,
which are shown to be equivalent in performance, are analyzed using the one-
dimensional Hadamard transtorm to remove ths correlation in one spotiul diroc.
tlons, The above techniques were investigated due to their applicability In
tha RPV. The effocts of channel errors are nlso investigated theovetically,
Invostigutions concernlng the suitability of the Mackov mudel for aerinl type
phutegraphs ave ineluded,

Chapter LV contalng the sivulation vesults using acrial photographs suppliel

by WPAFDL.  Numevous photoyraphs are prevented that have Loen processed uaing the

Reproduced from
1 best avallable copy.

il It wd ol s PRI Wik . - aladasc i an




TR e T TR, AT e R S BT T A  PTT AT T S T

JE————

TR

T y——

R

tochrigues doseribed in Chapter IT7.  Rit vates from »,25 to 1.5 bits/pel are
conslhdeted, using various encoding procedures. The sfCucts of channel noise on
the dirferent processing schenes and optinf:ation techniques for nolsy chuanels
nre presented.,  In addition several technlques of periedic recetting and ervor
corvecting cading are considered,

In Chapter V an adaptive scheme is investigated using the two-dimenslonal
Hadamard transform. In this scheme the quantizer is adjusted by estimuting the
standard devintion and using this estimate to normalize the coefticients before
guantization. The standard deviation is transmitted using DPCM techniques,
Severn! variations, using the adaptation algorithm on only the first few cpaftl.
clents are considered, Simulatlon results ave given for the scone of the "Truck',
In Chapter VI a brief summary of the important results ave given, Table 6 gives
in tabulae form the characterlstics of several wethods of dutn compresslon
vhich may be useful for RDV,

An oxtensive soloction of the most important references on data comprasslon
technlquod applicable to the RPV mission i3 given. These refuronces are pgroupeil

according to Transform tochniques, differential techniques, {rame-to-trame

techniques, etc,
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CHAPTER 11

INTERFRAME RLEDUCTION FOR RPV'S

2.1 Introduction

During the first year of this contract it was decided that emphasis should be
placed on possible interframe data compression techniques applicable to Rumote
Piloted Vohicles (RPVs), assuming one frame of storage avallable on the RPV,

Due to the nature of the RPY mission the use of frame-tu-frame techniques should
allow for large bandwidth reductions, with of course increased complexity dus to the
storage requirements, Fig. 2.1.1. illustrates the areas scanned on the ground by a
telavision camera located on the vehicle for two consecutive trames., For this

illustration we have assumed a constant veloclty vector in a horizontal plane at an

Frame |

Frame i + 1

Pig. 2.1.1, Two Consecutive Frames

aititude h above the ground. The cross-hutched area shown in Fig. 2.1.1. represents
the redundant information in frame i + 1 given from i. The non-redundant information
iy indicated by the shaded area. Applying this techniyue to the RPV video system
should result 1n large bit reductions. Recently, some renl time experiments that take
advantage of the frame-to-frame correlution in picture-phonc applications have been

conducted at Bell System Lahoratories. Early esxperiments using frame repeating

L7}
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ceehnlques [1H4, 18] show thas simple Frawe ropeating redacos the rate of trans-
alssion, avolding flicker by displaving ench frame several tlimes bhefore replacing
it with a now frame, To improve the efficiency of trunsmission, the frame-to-
frume differontial PCH han bean uscd, this is similur to DPCM except thul the
signal value of the previously reconstructed srame is used as the pradicted valuw
vathor than the previous sample of the same frame, It has beon ohserved thut only
those elements that change berween frames are encoded for transmission, necom-
panied by their rospective position locutlon codes, 'This method of cading is
referred to as condlitional replonishment [116]. A different coder has been
descvibed by Candy, et, al, [120] in which clusters of significant frame differ-
ences ure transmlittod using a deuble-lenath codu (4-bit and 6-bit) for tho {rome
differencos and §-bit addvesses for the clusters, For signuls contalning differ-
entinl quantiziog noise, improved methods arc described by Connor, ot. ul, [123]
i whieh the noisy pleture is segmented into moving arens and background arcas,
Referencas (119, 121] deseribe other muthods that have buren experimented with to
fully asplort the high spatial and temporal (frame-to-frame) correlation., The
use of o frome memory capable of storlng the entire frame imnge is practical with
the prosent state of art, Manasse [11!] has presented a method which invalves
the use of high directional correlation inherent in successlve samples along a
scanning tine, corcesponding samples of two successlve lines of the same fvame,
ind the corresponding sanples of two successive frames, Rocca [112) has studied
2 bandwldth corpression method utilizing interfrane correlatinon In which the
alfoctr of moverments of the camera and of the ebjects are compensated, Rogcea
and Zanoletti [113) have presented o simple movement ¢ompensation procedura

vhich con be obtained by dividing the fmage into zones and thon transmitting

feor cach vone a displacoment vector relating the zone in a particular frame to
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A zone in the previous frame that is maximally correlated with it, A frame-to-
frame coding technique using two-dimensional Fourier transforms has heen

g Jescribed hy Haskell [128],

Since the television pictures from an RPV mission contains high frame-ta-

!' frame correlation, the use of interframe techniques would seem to be advantageous,
5 The remainder of this chapter describes an interframe technique that utilizes

i measuraed data, such as velocity, altitude, hovizontal and vertical fileld of
vision, depression angle, etc,, to exploit the high correlation between succes-
sive frames. A prediction algorithm is found whereby frame i is predicted from

frame 1 - 1 using the measured parameters of the vehicle, The parformance of

the system is studied subject to the mean-squared-error criterion of goodness,

i o P

In this chapter we summarize the wnrk performed during the first year of '
Interframe techniques and its application to RVPs, For a deralled description .
of the study the reader is referred to the Interim Technical Report for Contract

F 33 615-73.C-1233, Video Data Compression Study For Remote Sensors, June 1974,

———

2.2 Interframe Technique for RPVx, i

Fig., 2.2.1 illustrates the basic philosophy of the technique., Initially we
assume one frame stoied in memory, using this frame as a ruference the next trame
is predicted using a predetermined "prediction algorithm". The peis of the pre-
dicted frame are then compared with the new frame and If no significant differ-
ence exints, no picture element ls transmitted. This technique is ropeated so

as to continuously store the prodicted reference picture and update only thoswe

puls that differ significantly from the new frame, Only those pels required to
update the raference plcture, along with peritional information, are transmitted.

At recelver, which i3 located on the ground, the recelved intormation is used




. Stored
™ Pleture
' Compurison and Prediction

i thdating D P
g h ing — 5
. \/\ v ® Predicted Picture ; i
i e ‘;S” (stored picture of _
>/ the next frame) L3
() i

R e = e v s~
-,

W

| Fig. 2.2.1. Philosophy of Data Compression Schemo,

New Picture /
trom Camern

to update a simllar predicted reference frame which tracks the one at the trans-
mitter. The information transmitted contains positional and intensity informa-
tion which enables the reference frume to be correctly updated,

Fig. 2.2.2 shows & block diagram of one possible implementation of the

transmitter portion of the system. There are of course other variations which ]

can be made, for example one could omit the B-bit analog-to-digitc! converter and
insert a Jigital-to-analog converter just bofore the subtractor. Depending upon

which way the system i3 implemsnted the djfferentiul quantizer would have a

different implementation, For lllustration of the system operation we will assume

the contiguratjon shown in Fig, 2.2,2,

In operation the transmittev {4 assumed to huve a reference frame In memory,.

i
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Using this reference frame the predictor is programmed so us to pradict the loca-
tion and Intensity value of an incoming pel. Thls intensity value of the pre-
dicted pel and its location in the new frame is determined by a predetermined
prediction algorithm using measured vehicle data such as velocity, altitude, etc,
This predicted value is compared with the new information in the subtractor
circuit which yields an intensity difference signal. The difference signal is
quantized using a differentinl quantizer. During each sample period, the
threshcld control logic makes a decision depending upon the absolute magnitude
of the differsnce signal. If the difference signal magnitude is considered to
be insignificant, the predicted value is used to update the reference frame
memory, If a significant difference bstween the predicted and the actual plcture
element occurs, the output of the control logic operates a seluctor switch which
strobes the output of the adder into the memory, In addition to updating the
memory the control iogic also causes the quantized difference signel, accompanied
by its corresponding address, to be stored in a buffer. The buffer store is used
to match the random updating rate to the constant bit rate of the transmission
channel,

The system shown in Fig. 2,2.2 can easily be modified so as to exploit both
intraframe and interframe correlation, Such a system is shown in Fig, 2.2.3.

The operation is basicelly the sume as the interframe DICM system with the excep-
tions that the inputs to the subtractor are the differences of two successive
samples of the input signal and the predicted signal respectively.

Delay lines A and B delay the incoming signal sample and the reference
sample respectively. The subtractors A and B compute the actual sample-delayad
and the predicted sample-delayed difference respectively, These delaved differ-
ance signals are compared using the differential subtractor.

In both systems, the inputs to the adder are the predicted signal value and

T U P U= - LGV S S
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the output of the differential quantizer,

A buffer may be employed at the receiver as shown in Fig, 2.2.4 to store the i

recelved picture information until it can be strobed in proper time sequence into

D e R L)

the receiver's adder c¢ircuit, A transfer of new information from the buffer to

erator is in agreement with the address information of the picture element to de

)
the adder is accomplished whenever the output of the picture format address gen- |
road from the buffer., This agreement is dotermined by the address comparison l

|

T RSN A e e B g,

circuit which operates a seloctor switch enabling the new information to update

the receiver's frame memory. When the addresses do not coincide the predicted

i

valua is used to update the receiver's frame memory. After this occurs, the
buffer read cut then advances to the next element, After each frame time, the

plcture informution stored in the receivor's memory is matched to the trans-

T R o v

mitter's stored raference picture,

The information stored in the frame memory is decoded to recover the video ]

AT

information for visual display.

] 2.3 Ceometry of the System

In order for the predictor to accurately predict the intensity level of a

rel in frame i + 1, from frame i, it is necessary to account for the movement

g of each pel from one frame to another., This is illustrated in Fig. 2.3.1 where
L we Lllustrate the typical movement of a point P'(xl,yl) on the screen of the

camern, which 1s the image of poing P(x,y) on the ground. The point P'(x,y) in

frame 1 moves to P”(xz.yz) in frame i + 1 due to motion of the vehicle, Based 1
on the coordinates (x],le, the new coordinates (xz,y2] cal be estimated using i
measurements of the vehicle dynamics and known characteristics of the optical

system. It should be realized that some points will move out of the new frame ;
and becomy distorted, whils others will appear that cannot be predicted from

the previous frame.
1
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Fig., 2.3.1.

Diagram of the Position Displacement of an Image
on the Screen of a Point on the Ground.
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Fig. 2.3.2.

Geometry of the Scanned Area.
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In ordor to determine the prediction algorithm, the geometry of the system must
be investigated. Assuming the vehicle at point 0 at some instant of time, the area
gcanned on the ground is an isolete trupezold whose dimensions depend on the altitude
h ot the vehlcle, the horizontal and vertical fields of vision of the camera, 2u° and
2B, respectively and the depression angle 8 of the camera pusition., This is 1llus-
trated in Fig. 2.3.2.

The dimensions of the trapezoid shown in Fig. 2.3.3 can be culculated in terms of

h, G 80 and @ where 8 is p new angle defined by

]
® = 907 - mo

7
7,

Fig. 2.3.3. Dimensions of the Scanned Area.

From geometrical considerations the following can be deturmined (see Interim

Technical Report, June 1974 for details):

28 s tan! (sl B (2/(cos 2 e 280 )7 ) (2.3.1)
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m = OM tan og = h sec 0 tan (2.3.2)

o
n = ON tan g = h sec (8 « 2f8) tan % {(2.8.3)
and
(tan ao) ( sin (8 ~B ) )
tan g = (2.3.4)
cos B

It is seen in Fig. 2.3.4 that the scanned trapezoidal area ABCD on the ground is
projected on the screen of the camera system as the rectangle A'B'C'D'. We can ob-
serve that within the scanned area, any line parallel to line AB will be projected
as & horizontal line on the screen; and any line that passes through point R will
appear as 1 vertical iine on the screen,

These observations are used to derive a relation between the coordinatesy (by,ba)
of a polnt P located wlthin the scanned area on the ground and its projected image

coordinates (x,vy) on the screen,

T. Horlzontal and Vertical Posltions

Referring to Fig. 2.3.4, it i3 seen that the projected images of points P(bl'bz)
and Pl(MPl.GM) have the same horizontil coordinate X, on the screen, since the three
paints R, P und P1 are colinear. The relation between Xy and bl and bz is abtained
consldering the plane which contains lines AB and OM as showa in Flg. 2.3.5.

It is seen from Fig. 2.3.5 that the algebraic length M'Pi is the horizontal
coordinate of the projected image of point Pl or P on the ground, namely X

Using geometric relationships it is shown that the reslation betwoen the
horizontal coordinate Xy of the projected image P' on the screen corrvesponding

to coordlnate by and b, of a point on the ground is

14
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Flg, 2.3.5. Diagram of the Horizontal Positlon of an [mage,

a - bl
- - "
K cos (8 -B) + b2 sin 0 <B) (2.3.5a)

X o

whore a 1s defined aus the distance from the screen to the lense.

In similar monner using a plane in tho zy directions, it can be shown that the
relation botween the vertical position y

is

p on the screen and the coordinates b1 and b,

u[b2 - h tan (@ -B}]

y, o

(2.3.5h)
h + b2 tan (8 -8)

Having obtained the position coordinates (x].ylj of a polnt P' dn terms of {ts

covrespaonding point on the ground, with courdinates (bl'bz) and assuming knowledge of

1n
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the presvnt position of the vehicle's camera, i.e. the altitude of the aircraft, the

AR e

[ SN P .- S Y

horizontal and vertical fields of vision, the depression angle of the camera and the
- . purpendicular distance frum the camera's lense position to the screen; the next step

is to derive an analytical expression of the displacement in position of a poiat

P'(xl.yl) due to the motion of the aircraft.

LT

Consider a point P(bl.bz) within the scanned area on the ground with its lmage |

o

P'(“x'yl) on the screen, due to the mntion of the aircraft the point P', atter some !
frame time Tf. will move to P"(xz.yz). The new position (x2.y2) is related to the

orlginal position (x,,y,) which depends on the attitude of the flight and other para-

meters such as altitude, aircraft velocity, depression angle of the camera, etc.

T T I Y Ty

Thig investigation will include two modes of flight (1) Steady Straight Flight,
and (2) Horizontal Circling Flight,

fn either cnse it is assumed thut the camera attached to the alreraft has been

stabllized vertically as well us horizontally und the depression angle is kept un-
changad rdgnrdlass of the alrcraft flight attitudes.

(1) Steadv Straight Flight 1

] A straight flight is defined us the motlon of an alrcraft in direction parullel

to its plane of symmetry. Generally, the direction of motion Is inclined upwards or

downwards by on angle of inclination, 4
The horizontal and vertical position displacement of an image will be investi- 7

gated and the new projected position coordinates (xz,yz) on the screen of a point

P vn the ground in the new frame will be derived as functions of puoints P'(xl,yl)

in tho pravious frams, These expressions will be used in the prediction algorithm

to datermine the positions.

aliaton,

17
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We assume that the nircraft is st position 0 originally and it moves o position
02, as seen {n Flg, 2.3.6 after some frame time TE' The velocity vector V of the

aireraft at any ingtance is:
V = vy? *v, 2
where $ and. 2 ure unit vectors in the Y- ond Z-coordinate of the ground reference

coordination system, respectively.
Reforring to Flg, 2.3.4, when the aircraft was at O, the image of a polnt P(bl.bz)

projecrri on the screen was P'(xl.yl) and the relation between the vertical coordinate

¥y, and (bl,bz) is expressed using (2.3.5b) which is presented below for convenience.

b2 . + a.tan(@ -B)
=

a - yl.tnn (9 -8)

After some time interval Tf. the sircraft moves forward a distance y y vy.Tf
und upward or downward a distance u 4 v Ty depending upon the direction of inclination.
Flg, 2.3.6 shows an upward distance 2, The alrcraft is now at the altitude of (h + z)
and 1¢ closer to point Pz by & distance y. The new reforence coordinute syatem zzY:
on the yground can he consldered as a result of translating the original reference
coordinnte system 2Y a distance y in the Y-direction.

With respsct to the row reference coovdinite system whose origin is now at 0,,

the Y,-coerdinate of point P, now becomes by where:

Since the vertical coordinate of the rew image P of point P: becomes .. due
ta the motion of the alrcraft from point 0 to point O, the translation of the ground
refercence coordinute system origin to 02 the relation between the vertical coordinate
of the lmage on the screen and the coordinate h} A poat I with respect to the new
reference coordinate system now beoomes

18
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B ORI I (h + 2).36¢0,cospB ]

; 24 sin(8-8} (2.3.5) |

; {

: |

§ The relation between X, and the coordinates by,b, is expressed by \

P “ {

Ej- §

1 X. (h + 2).sech.cosB (2.3.6) I

" o on : b
bl (h +z).,cos(09-R) + (bz-y).sin(9~e) :

The rslation betwsen the coordinate ﬁ;'ﬁ.l which is X, and 1ts image on the screen,

2

namely M;F{ which 1s x,, is obtained with the aid of Fig, 2.3.8.

2

Py A2 M,

Fig. 2.3.48. Diagram of the Horizontal Position of an imave.
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bl = Yp ot -B) (2.3.7)
h +z2 a - yz.tan(o -8}

Using (2.3.5bh and (2.3.6), (2.3.7) the new vertical coordinate y, can he ob- .
tained as an explicit function of its original vertical position Y1 and the
velocity components in the previous frame, (for mathenatical detalls, see Interim !

Technical Report, June 1974), ) :

alh.y; sec? (8-8)-Tglv +v, . tan(8-8))a-y, . tan(8-) 1} (2.3.8) (

h.a.s;gz(g-a)-Tf[vy.tan(ﬂ-B) - v,)(a-y, . tan(9-8)]

Y,

In a simdlar manner using Figs. 2.3.7 and 2.3.8 it can be shown that the new

hortzontal coordinate 1s given by (for details see ITR, June, 1974)

x a xlha

‘ —Bn+Tf[vz.cos(O-B)-vy.sin(O-BIT[a.cus(Q»B)-yl.sin(GJET] (2.3.9)

(2) Horizontal Circling Flight

A second casc of interest ls when the alreraft's flight path is a true-bank turn
as saown in Fig, 2.3.9. We assume that the camera is inertially stabilized ay pre-
vionsly mentinned,

A N

The velocity vectors V and vz are tangential t» the curve path at point 0 and 02

respectively,  With the knowledge of magnitudes and directions of the velocity vectors
as measured by the alreralt's instruments, the distance traveled by the alreraft with
respect to its starting position can be caleulated with the aid of an air-data com-
puter system instialled in the aircraft, A detailed explanation of these computa-

tions is given In Reference [121], For simplicity, we aussume that after some




<>

Fig. 2.3.9. Diagram of Horizontal Circling Flight.

tdawe Tf the horizontal and verticul distunces traveled, noted as dx and dy

respuctively, and the defined angle w are known, These quantities are used for

computation of position displacements, A point P(bl.bz) on the ground has its
projected image point Pltxl.yl) on the screen which moves to Pz(xz.yz) soms
time Tf later due to the motion of the sircraft. In the case of horizontal

circling flight, the naw position coordinates (x ) can be cslculated in

272
terms of its initlal position coordinates (xl,yl) and the flight dynamics by
considering the motion of the camera in three separate phases:

(i) First, the aircraft hypothetically moves from point 0 to 01,
refeprlng to Fig, 2,3.9, following a straight flight path which covers the
distance 00, = dy - cotw, With respect to its initial position coordinatey
(xl.yl), the new position coordinates of the intermediate point image PJ,
namely xé and yé, can ba calculated using the straight flight vertical and

horizontal displacement equations obtained in the previous part.

(i1} At point 0l the alrcraft rotates by 1n angle w in zero time.

23
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An exprassion accounting for this hypothetigal situation will be derived to caleu-
late the new positlion coordinutes (xg,yg) of a point P; on the screen, 43 tha result
of the rotation of the alrcraft, with respsct to its previous position coordinates,
namely xé and yé.

(111) Pinally, the alrcraft i: aguln following another straight flight
puth from point 0, to 0, which covers a distance of 0,0, = dx.csc w. The final
pesition coordinates (xz.yz) are obtainad by using the equations in the previous
part.

We now investigate the position displacement of a point Pl(xl‘yl) on the
screwn which is the image of a point P(bl'bz) on the ground when the alrcraft
is moving in a curve path such that the camera makes an angle w with respect to
the original flight path,

Tt i< shown in the Interim Technical Report (F 33 615-73-C-1233) that the

velations lLetwveun the coordinates in the two frames for the case is glven by

a(yl[cosw+tnn2(0-ﬂ)]+x1.sinw.sec(9~83+n.tnn(9-8)(cosw-l)}

y, = , (2.3.10)
2 yltan(O-ﬁ)(cosw-1)+xlsinw sec(A-B)tan(@-B)+ all- cosw-tﬂné(G-B)]
a{x,.cosw -[y. .cos(8-8) + a.sin{e-B)]}
Xy ™ . . (2.3.11)
! xl.sinw.sin(9~6] + yl.ntnto-s).cos(0~a).(cosw*l)n '

a[sin2(9~63.uosw + cosz(Q-B)]
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2.4 Pradiction Algorithm

With the results of tha positional relations for pels one can predict the movement
of redundant pels in frame i + 1 from those in frame i (redundant pel are shown by the
cross-hatched area in Fig. 2.4.1). Due to the trapazoidal nature of the area scanned
on by the camera there will be some distortion due to the fact that a pel in frame i
represents mors area than that in frame 1 + 1. The prediction algorithm must account

for this distortion in addition to determining the prsitional information.

Frame i+l

fig. 2.4.1, The Scanned Area on the Ground at Two
Consecutive Frame Time

The frame image is assumed to be spatially sampled and represented hy a square
array of N«N intensity samples as illustrated in Fig. 2.4.2. Each plcture element is
vopresented by a discrete function £(1,j), where £( ) is the Intensity level und {,j
are the coordinates of the picture element,

The ontlre areca covered by an image is divided lnto NxN rectangular elements
which are laheled accordingly. Thus, the ijth pleture »lement whose Intensity value

is F(L,j) is ussumed to be at the conter ol the 1jlh sub~area as shown in Flg., 2.4.2.

.. .
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Flg. 2.4,2, CGeumetry of a Picture Element on the Screen.

For svery redundant plcture element in frume i with coordinates (8,j), there is
4 pel with coordinates (xl,yl) on the previous frame which can be calculated using
the frame-to-frame positionu! relation given in the previous sectien.

The ljth predicted intenslity value §2(t.j) of the pel is obtnined from the
intenyity value fl(xl,yl) of the pel in the previous frame.

To nccount for the spatial distortion from frame-to-frame, two tachniques are
used to speclify the predicted vilue EZ(L,J).

One type of algorithm is to assign the 1njansity value of the neurest position
(1',j") in the previous frame to be the prodicted value Ezcl.j). 13 {llustrated in
Fig. 2.4.3, {.e., tho pradicted value ;2(1,j) of the pel is the intensity value of
the pel whose sub-area covers the position (xl.yl). We designate this as the uerc-

order-huld (ZOH) techniyue.
(xl 0}'1)

V4

i 441

Fig. 2.4.3. Dlagram of Zerv-urder-Huld Prediction.
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The predicted value oc the pel will be
B 04,)) = (L' 1Y) (2.4.1)

Another method that could be used is to linearly interpolute trom the four
samples surrounding the position (xl.yl). This is illustrated in Fig. 2.4.4,

and is designated as the linear interpolator technique (LI).

3=1 X X (leyl)
“,ﬂ"’ZL"""
b ¥ X
i-1 i

Fig, 2.4.4, Diagram of Two-Dimensional lineav
Interpolation.
The predicted value fz(i,j) is calculated Ly linearly intorpolating in the j-

Jirection,

Ea(h3) ~ gpfd-1) + (83" =g, (0" -10) Iyy-(3'-1)) (2.4.2)

th

The error e(l,)) dum to predicting the 1} picturs clement is the difference

batwesn the lncoming signul value £, (1,§) and its corvesponding predicted value f?(i.j)
e(l,f) = fz(i.j) - fz(i.J1

[t 13 veen from Fig. 2.4,1 that some picture elements in frame 1 + 1 on a
poarticularly line will not correspond to n purticulay picture element in Frame i,

27




.

TATTRVER ST T T AT _ T S T M T e W VML A T o e S e

TR T g

To account for this situation, the predicted values of these picture elements are
agsumed to be the values of the nearest picture slaments that have correspondents
in the previous frome.

In summary, the prediction algorithm must perform the following functions:

(1) Compute ths position of the pals using (2,3.8) and (2.3.9).
{2) Predict the intensity level,

Since the prediction algurithm requires the use of measurements of velocity,
altitude, heading, etc.,, thers will be errors introduced which will limit the
securacy of the prediction; thus, the amount of compression that can be achieved,

_ A theoretical analysis relating to the sensitivity of the pradiction is
given In the Interim Tochnical Report for Contract F 33+615473-C-1233, June 1974,
In the simulations described in the next section we introduce random noise to

account for the errors in the measurements,
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2,5 Simulation Results (Interframe.DPCM)

Several frames of a typical RPV mission conteining some fuel tanks were sup-
plied by WPAFB, Howsver, upon investigation it was found the movement of fuel tanks
tollowed no predictable puth. This could have been the result of several things,
such ns movemeni of the camera during the mission, etec, Alonyg with this behavior,
several parameters such as veluclity, altitude, depression angle, horizontal and
vertical fields of vision were unknown. The best datu that could be obtained
regurding the parameters that were riecded was:

(1) Velocity of 200 knots.

52) An altitude of 1500 foat.

{3) Depression angle of 157,

(4) Horizontal field of vision 38°.

(5) Vertical field of vision 137,

(6) A frame rate of 5 per second,

(7) Dimunsions of the frame is .631'" x 872",

Due to tho fact that m>st of the above parameters were, at best, a good guess
and thot the camera was apparently continuously mnved in an unprediciable manner, ns
evidenced by the erratic movement of the targets from one frame to ahother, the
pletures ware found uausable, In order to test the system a 256 by 256 portion of
one of the pictures containing the fuel tanks was used as a frame (frame i) and the
input picture (frame i+1) was gonerated using the prediction algorithm described in
Saction 2,4, The effect of a real system wns simulated Ly making the velocity,
altitude, etc,, random variables. This was done by adding predetermined amounts
of noise to the parameters. The mean values of the parameters were assumed to be
those specitfied above,

Pig. 2,5.1 shows a block diasgram of the interframe DPCM simulation. For this
aimulation a 256 x 256 portlon of the meriul photograph, containing the fuel tanks,

was used as the reference picture, The new frame input was simulated by using the

reference frame to predict the new frame and adding nolse to the assumed velocity.

it o
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The velocity was assumed to be a gaussian random variahle with u mean equal to the

?

v

VTR -

true velocity and variance o °. This in effect implies noise in the measuremant

of the velocity.

Histogramns of the grey levels of a portion of the aerial photograph contalning
the fuel tanks, the simulated pintures and the difference signals between the input

signal and its predicted value for various predetermined values of standard deviation

e e T AT R

3 ussumad for the alrcraft speed are given in the Inturim Technlcal Report. Theue
; statistical characteristicn are summarized in Tables 2.5.1 and 2.L.2.
[;;
|
4 Average Variance
: Refarenca
; platura 112,3972 | 2448,504
E ZOH pradictad | 434,9017 | 2:13.270
g pieturae
E LI pradictad 114,6425 | 2121.805
3 plature
Table 2.5.1. Statistics of the Reference,
204 and LI Predicted Plcturas.
Z2.0.H, L.I.
STD Averaga Varisnce Average Variance
: (] -0,34207 | 196.1%64 | -0.14900 7.60037
10 -0,30308 189.8243 -0.13400 26.,3723)
13 -0,28219 185.2324 -0,12480 49.72946
20 -0.27388 145,0328 -0,12220 12.39265
Tahle M. 5.0 Statustics of DMaference Sipnal With
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Au shown in Fig. 2.8.1, tho difterence signal passes through a threshold logle
netwnrk, and those difference signals whiceh are groater than o preset threshold (1)

are quantized and transmitted.

T e R - e e T 5T

The number of difference signa!l samples of an entire picture which exceed some

(

. preset threshold levels are shown in Tuble 2.8.3 for various alrcraft speed standard

i deviations.

‘l

\ |
| ;
; §TD ¢ 5 stb : 10 STD : 13 810 : 20

b T ZOH L.1 Z0H L. 1 20H L.1 Z0H L.1

| 1 le033e | 29769 ) 39873 ] 40939 ] 59308 |46132 | 58860 149319

) 2 |sra1e [ 20213 | 56717 32364 | 35831 [ 38777 | 55033 142852

4 |s1728 | 10008 | 50690 ] 21310 | 49289 | 28282 | 48043 | 33216
s laossy | 3068 39514 ] 10138 | 97846 | 16048 | 36645 120761

16 | 23465 3L | 22491 2924 ] 21399 5766 | 20710 8581 ;

Table 2.5.3, Number of Difference Slgnals Excoeding
Threshold Levels (Interfrane-DPCM),

Ml e £ i e e MLl

T™e difference signal is assumed to be normally distributed with zero mean and
] variunce peoportional to the standard deviation uf the aircraft spoed measurement.

h his avsumption bs an approximation of the actual statistical characteristics of the |

diffecence signal as obtained in Tanle 2.5.2,

With this simplifled approdimation, a lo-lovel non-umitorm quantizer for mintmum
distartion ay desoribed by Max [137] by dved to quantized those ditference slgnats that
cvcend o oproeset threshold level,

he total error of the system i< detined ar the differenze hetween the input 1
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signal to the syrten and the reconstructed signal. The transmission system is indi-

cated in the following diagram

T T T T T A WG TV, T e -

D p {
£ THRESHOLD o quavrrzer LS cnawwer  { ;
T T 8 ]
I}
;L W . "
] ‘)
! Assuming noiseless channel, the total system error specifications are calculated
i. a8 follows:
4 N
F 1} Mean~squared error (MSR) 1is 1 z 2 !
- (1) 1q N cfi.'l) .
inl ‘
N . N
2
[ MSE w z (£,-0, £k Z(di'oi)
. {=] in=]
3 (2.5.1)
, N-M M ;
; T SO W RLERED WAL |
3 in) in] j

where M is the number of difference signals that excoed the preiet threshold level 7.

When the difference =ignal is considersd to be insignificant, the quuntizerv output b

e ——

is assumed to be 2610, thus the total system mean-squared error can be rewritten as

M
. 2
MSE [S d . Z @037 )
{e1 i1
{(2.5.2)
d,<T 41
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(2) Normalized mean-squared error (MSEn) i

N-M M
2 2
Z 4 z (d,-D,)
i in
NS
N
2
Z f
=1

(3) Mean-absolute error (MAB) is

N

ME & Z ld, =D, |
i}

(2.5.3)

(2.5.4)

In udditinn to the above ervor specifications, we define the following arrnr

specifications thot will ba calculated and observed throughout the experiment,

(4) Threshold meun-squared ertvor (MSET) is

NaM
1 2
R e N TR L
1=l

(3) Qunantization mean-squared error (MSEQ) is

M

\ 2 o

NSEy 4 g Z -0+ W)
ial
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(2.5.06)
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{(6) Threshold mean-absclute error (MAET) is ﬂ
! Al

N-M
MAE, = N"l-'ﬁ z Py |h @D 2.5.7)

(7) Quantizotion mean-absoluts error (MABQ) is ]

MAg, é{ ldy = 0 » (@D (2.5.8)

B et e S A S R N o
e

The results in Table 2.5.3 indicate that a large bit savings can be obtained

provided that velocity is known accurately, These results also indicate that lineav

interpolator technique gives superior results over tha zerc-order-hold technique.

] This is to be expected since the input frame was simulated using the LI technique,

The results also indicate that the number of difference signals which must be trans-

e T

mitted increases as the velocity standard deviation increases and decreases as the
threshold increases; however, increasing the threshold results in more mrror, Table
2,5.4 shows the corresponding threshold mean-squared error. Ti. relative large amount
i of error using the ZOH technique i3 to be expected.

Since It is the diffovence sign:l at the vutput of the threshuld logic that i3

j quantized and transmitted, the stutistical characteristics of this signal are of

G e T 2L e e T ikt e od e el =i s

importance und are given in Table 2,5.5, with threshold levels of 8 and 16.
H Comparing the statistics given in Tuble 2.5.5 with those in Table 2.5.2 it is
seen that the difference signul at the ocutput of the threshold logic has somewhat Vi

higher varionces, a8 1s to be expected. It is the values glven in Table 2.5.5 that i

arc usaful for dasign purposcs.
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Threshold : 8 Threshold : 16 ]
SID Averaga Veriance Average Varlance
3 | 0.878070 149,03458 1,939582 416,0647
10 0.692972 266,3818 1.721232 547,2219
15 0.640642 325,39%7 1.535428 676,3424

Table 2.5,5, Interframe - DPCM. Statistics of Difference
Signal at the Input of the Quantizer Using
Linear Interpniation.

Tables 2,5.6 and 2,5.7 show the total monn-squared ervor amnd mean absolute error

assuming o nolselvss channel for threshold levels of 8 and 16,

2,6 Intraframe~DPCM- Interframo-DPCM Systom

An Intraframe. DPCM- Tntevframe-DPCM system described in Chapter 11 was simulated
on the [BM/360 computer and is investigated for the possibility of more blt savings as
comparead with the [nterframe-DPCM version, Flyg. 2.6.1 fllustrates the simulation
procedury.

Histograms of the intraframe differevnce signals between two successive pleture
elements ulong a scan line of the momory-stored referonce picture and the predicted
images of the reference picture using both the ZOH and L1 tochniques are glven with
Interim Tuchnical Report. ‘Table 2.6.1 summarizes the stutlstical characteristicy
of the intraframe Jditference signals,

In this systen it is the significant frame-to-frame diffevence of the corre-

sponding rtrafrume differcnces between two sicocnsive pletiira elements that is

quantized and transmitted,
3
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A sy

Averaga Variance
Reference -0.223514 1030,840
plcturae
ZOKH=-predictad s w519
picture . 201945 357.5129
LI-predicted ~0.202083 | 354.3640
plecture

Table 2,61, Statistics of the Intraframe
Difference Signal

Fig. 2.6.1 illustrates tha operation of the intraframe-interframe DPCM technique.

12 N
Input ,(f(i'l)
frame 'y i
f(1,2)
12 N
£(1,1)
Predicted f: : i
frame i:;(i,Z)

Fig. 2.6.1. Tilustration of Intraframe-Interframe-DPM Technique,
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For an 1jth picture element of intensity value r(i,]), & pradictud intensity
value %(i.j) is obtainad using the predictive techniques as described praviousiy.
Assuming that the input picture is scanned from left to right and considering a

line i in the input picture, the first intraframe differ.nce obtained is

L s(i,1) = E(1,2) - £(i,1) (2.6.1)

The inrraframe difference of the predicted picture elements corresponding

to £(1,1) and £(4,2), 1,0,, %(1,1) and E(l.Z) respectively, is similarly obtained
sL1) o« £(1,2) - £(4,1) (2.6.2)

The interframe-intraframe difference d(i,1) is thus the difference butween

i a(1,1) and s(i,1),1.0.,
1 d(i,1) = s(i,1) - s(d,1) (2.6.3)

Substituring (2.6,1) and (2.6.2) into (2.6.3), we have 3

d(d.1) = C(£5,2) - £03,2)) - [£(1,1) - E(4,1)] )
d(i,l) = dFF(1,2) - dFF(i.l) (2.6.4) i

where dFﬂ(i,l) and dFF(1,2) are the interframe (frame-to-fram ;, differences of

é the 1%% and Z"d picture elements, respectively.

i

!

The procedure to predict the difference sigr.i iy described as follows: ﬁ
First, we vhtain the difference betwe.n the firat input plcture element on

i

1

line 1 and its predicted value, i.e., dFF(l,l). As the second element is scanned,

the diffarvence dFF(l.:) betw:en the new picturs clement and its predicted value is |

obtained and compared with dFF(i.l). If their difference is conyidered significant

then the Q"d picture clement is transmitted and we proceed to the nex:t element. If

this differonce iy insignificant, we let d(i,1) be zero and from (1.6.4) it is yeen

that dFF(i,Z) can be assigned the valus of dpF(1.1). No picture element is trans.

mitted sinca the prosent picture element intensity value is not significantl]y |
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different from its predicted value, After this step has been done, we proceed
to the noxt element and compute the cnrresponding interframe difference dFF(i.S)
which in turn is compared with dFF(£,2) and g0 on, until the last picture element
of line i is reached., This procedure is applisd repeatedly for every line of the
input picture, '

Since it is the interframe-intraframe diffsrence which exceeds the threshold
that is quantized and transmitted, the statistics of this difference signal with
respect to the preset threshold level are of {mportance and are shown in Table

2,6.2,

Histogrums of the interframe-interframe difference signals are given in the
Interim Technical Report.

Tables 2,6.%, 2.6.4 and 2,6,5 show the results obrained using the intraframe-
intorframe DPCM technique. It is interesting to compare these results with those
of the interframe DPCM. Comparing the results of Tables 2.5.3 and 2,6.3, we see
that the numbar of nonredundant pels for the intraframe-interframe DPCM technique

is somewhat higher than that of the interframe technique. Similarily the results

STD
T 3 10 13
1 41849 | 49771 83743
2 2938) 41320 | 464346
4 16327 29012 35993
8 5848 16083 22832
16 961 3313 9673

Table 2,6.3, Intraframe-Interframe DPCM. Number of
Pleture flements Excoeding a Fixed
Threshold Level Using Linear Tnterpolation
Technique,
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of Tables 2,5.6, 2,5.7, 2.6.4 and 2,6.5 show thut there 1y essentinlly no gain

in using intratframe-interframe DPCM over eimply interfvamu-DPUM, Such a result
tonds to indicate that the use of two dimensional schemes may not have much

advantage over slmple one-dimensional schemes for some pictures,

2.7 Summary of Simulation

From the results of the system simulation, it {3 seen thet a large bit suvinyg

factor can be realized. Referring to Tables 2.5.3 and 2.5.4, a substantial amount of

bity can he savad when the threshold logic in either system ls set ut levels as high
as 8 or 16,
Using a 4-bit quantizer to encudc the transmitted difference signal and a 16-bit

address generator to specify its position (ussuming a 256 x 256 array) each elument

{s transmitted using & totsl of 20 bits. ‘The averaye number of bits required for each

transmitted element is caiculated as follows:

>

Bits/pel = 20 x M (2.7.1)
256 X 256

*~J

whare M (s the number of picture elements which {¥ transmitted over the channel,
Using the datn given in Tables 2.5.3 and 2.6.3, the averuge bits per picture

eivment for the Interframe-HPCM and the [(ntraframe-0PCM-Interframe-[IPCM systems ure

obtajned using (2.7.1) for various speed standard deviationy. This data is shown in

Talles 2.7.1 and 2.7.2, together with their corresponding totul normalized mean-squored

orrntrs and nean-absolute errors.
[t i35 seun from Tables 2.7.1 and 2.7.2 that the Intrafrome-DPCM-Interyrame-NPCM

system does not lhave any siyniticont advantage over the Interframe-NPCM svstem. In

both sydtems there ls o trade-oft between the total systom normallized mean-squarad

44
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error and the amourt of bit suvings us compared with the standard 8-bit PCM systen,
In view of the fact that each nonredundant slement requires 8-hits to specify
the horizontsl position, B-bits to specify the vertical position and 4-bits to
spacify the intensity value of the difference signal, it is possible that lncreased
bit savings could be obtained by forcing the first pel of each line to be trans-

mitted, Using this technique would require only 8-bits for the horizontal position

EEN PRt g

and 4-bits for the intensity of the difference signal, Although more pels would
be transmitted the net savinga {n the numter of bits required might be substantial,
Simulations were performed to evaluate this typs system and the results are shown
in Tables 2.7.3 and 2.7.4, Also shown for comparison purposes in parenthesis are
the resulta obtained using 16-bits to specify the position, The latter technique
would have essentially the same or slightly better arror performance due to the
fact that the first element of every line is assumed nonradundant. Some speciul
coding technique would be required se that the receiver could properly identify

the firat pel of each line,

2.8 Total System Error Including Channel Noise

In this section we include the efrect of channei noise on the transmission
system and investigate the performance of the Interframe-DPLM systum using Linear
Interpolatinon technique for the simulated input picture and vhe predicted picture,
The total system error calculations are based on the hypothesls that the systom
transmission ils coherent phase-shift keying (PSK). A 20-bit word is transmitted
over the noisy channel for each non-redundant picture element. The 16 most
significant bits carry the information of the element povition and the 4 lcast
significant bits are the coded intensity .alue of the transmitting sigral. Due
to ~ransmis=ion channel noise, the received word may be different from the one
that way rransmitted, The error can vecur in th. position information part ot the
intensity value part or hoth,

46

i
4
k)
M
§
1
{



e

S e, e o

i

o ——

threshold

Veloclty
Stand...d
aviation

Rt Per Pictur s

I onmnent

o

10
15

10
15

.608 (1.074)
1.906 (3.38)
2.984% (5 M)

Al G2

.582 (.054)
1.103 (1.8Y5)

Table 2.7.3.

Interframe-DPCM,.

R PRRE 7 I0F= S SRR Y U IR VY 10 2 TR T

velo: ity
Threwhold Standard Bita Por Macturs

Deoviation Elament

8 L} 1,12 (1.785)

8 10 2,99 (4.91)

a 14 1,21 (h.(ll\

16 5 220 (290

16 10 1.02 (1.62)

16 1 .82 L) R

Table 2.7.4,

Intraframe- Interframe-NPCM,
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The probability ¢ arror using coberent. PSK transmissdion is well hnown to be

PEow 1 - drf(/g-)] (2.8.1)

whore B iy the evnergy of the transmittad signal und R {8 the rate of transmigsion of

the systom,

The rate ot transmission R i exprossed as the total numbor of nity transmittoed

over the channel for euach plcture, 1. e.,

R = 20 bits/pel x M

whaee M {8 the numbur of pleture elwnents transmitted for each framo.

Using ). 8.2) the probability of error in {2.8.7) can he rewritten us follows:

PE » ' (1 - eri’{v/m%()] (2.8.3)

A threshold of detection 18 defined as Follows:

TH o« 1 - (2.8.4)

Me coheront -PSK transmisaion channel way simulated on the [EM/ 360 computer.

Tables 2. 8.1 and 2.3.2 show the probability of errov and the numhor of pieture

vlements (o error (B is the total vnergy for o pietural.  the number of pleturv elamonts
whieh e treansmitted for vach frame s Lorived from the rosults of Table 2.5.3,
The total sy tem mean squaved crtors Iocboding chonne) nolse are shown in Tables

Sioand oS4 ebae threshold levels of R oand o pespectively together with their

aroesponding neiseless channe ] ot sy ates mean-squared errors for eomparison,
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E 1 128K E ¢ 256K FE : 6401
STD M PE HE PE NE PE ME
5 3519 | 0.028247 | 1534 |0.003496] 237 | 0.000010 0
10 11073 | 0.141152 | 10565 0.064192] 81881 0.008106f 1694
15 17174 | 0.1393892 | 16959 {0.111060 15606 | 0.020777} 7213
" Table 2.3.1. Thrashold . 8,
Probability of Error and Number
of Blements Due to Error.
E 128K E 256K L : €401
STD M PE Mg PE ME YE MB
5 397 1 0.000000 0 |0.000000 0| 0. 000000 0
10 3125 0.021492 1106 0.002104 127 | 0.000003 0
LS5 61201 0.074060 | 48R7 0D.020416 2081 | ©9.0CUS11 734J

Table 2.8.2. Threshold : 16,
Probuhility of Miroe and Nuchoer
of Blowent s Due to Frror,
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2,9 Summary and Conclusions

The results of the simulations have shown that the interframe bandwidth reduc-
tion scheme can be utillzed to achieve a low average number of bits required for
each plcture transmitted to the receiver, A trade-off between the amount of band-
width reduction and the system errur is an important consideration, The sffectlive-
ness of the system depends largely upon the degree of accuracy of the instrumental
neasurements of the vehicle dynanmics,

In this expuriment, a 20-bit word is transmitted to represent each nonredundant
picture element, in which a total of 16-bits are used to carry the address informa-
tion of the trangmitted signal, This position bit requiroment may be further
reduced by forcing the first pel of each line to bu a nonredundant sample., Using
this technique only 8-bits are required for the horizontal positional information
and -t-bits for the grey level information. A higher reduction in bit requirement
moy be realized with a total of 12-bits being used for each picture element trans-
mitted to the recelver,

The complexity of the system implementation is in the realization of the
predictor to taithfully predict tho next picture and the storage required to store
ony freme, The system implementatrion is further complicated when the problem of
optimizing the capacity of the buffers employed at both the transmitter and the
receiver is considered in order to avoid the problems of buffer overloading or
underloading, which can result in a loss ot information needed or a waste in
necessary bundwidth requirement for picture reconstruction.

Although the interframe technlques described in this report requires rather
complex hardware and software, the scheme can be used at the ground station for
synthetic frome generation or frame replenishment. This would allow for relative
low frume rates without detrimental visusl effects on the observer, The predictor

<lgorithmy can casily be generalized to include rol} and simulation, It is the
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conclusion of the Authors that the practicnbility of such a scheme as described

in this chapter would require excessive complexity for use in the vehicle; however,
would be of value and easlly implemented for synthetic frame generatinn ut the
ground station. This would allow for relative slow frame rates without serious
disadvantages of flicker, ete.

There are soveral other possibilities using frame-to-frame techniques which
ni ht be considered, such as using intraframe transform techniques to first process
the picture and then use differential techniques frume-to-frames. Such techniques
would have an advantage in that intraframe techniques would have already compressed
the data; therefore, relieving, somewhat, thobmomory requirements. In addition
the use of differential techniques on transform coefficients may he less sensitive
to parameters such as the velocity, altitude, etc.

Due to the relative complex instrumentation required to implement these frame-
to frame techniques, the project monitor requested we terminste the emphasls on

trame-to-frane methods in favor of the more practical intraframe techniques

uescribed in the next chapter.
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CHAPTER [11

THEORY

3.1 Introduction

Recently there has been increased interest in a combination of the orthoe-
gonal transformstion techniques and DFCM [83-93], A brief theoretical unalysls
of the UPCM and the transformation technigies and their combinations, the Hybrid
Coding Tochniques, are presented in the followlng sections. Relovunt to tele-
vision and video data transmission, the processed data sre nssumed to be real
raindom variables generatoed from a separatoly-multidirestisnul first order Markov
process,

Without loss of generality, theve ruandom variahles are assumed to have zero
mean wnd unity variance,

For anulytical purpose, the perfourmances of the coding systems are measured

using the normalized mean-syuuare erior criterion which is muthematically tractnble,

3.2.1 UPCM ond Time Predictive Techniques

Among the many intraframe data compression techniques that have been investi-
giated in recent years, ovne- and two.dimensional dgifferential Pulse Gode dodulation
(DPCM) systems have received o conslderable amount of attention. This is probably
due to its simplleity, Fig, 3.2.1 {llustrates by bloch diagram the ovperation of

a DPCM encoder,  In DPC' qystoms a differvential signal ¢y is obtained by taking

J

the difforence batween the sample value v and lts predicted value U The

i i
predicted value 1. generally obtained by taking o linear combination of the pre.
ceanpied pletues elements,  the veighting coefficients in this linear combination

are nortally Jd-termined by assuming known stitionary statistics for the tmage,

ihis preees. - allustrated tor the yuoeneral coce In bFig, S.a00
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The diftorence samples e, . are uncorrelated for cases of stutionary statiy-

ij
tics and theso difference samples ure quantized und coded for transmission over
the channel, The recolver then reconstructs the waveform by a similar procedure
s shown in Flg., 3.2.1,

‘The efficliency of the coder not only depends on the difference samples
being uncorreluted Lut also on the varlunces of the elj|s' ‘The variances of
these dif{erunce signals are reluted to the number of samples used in predicting
alj and to the relutive locations oi theso samples with respect to the point
{4, Fithor 1-, 2- or n-dimensional, causal and noncausal DPCM systems may be
used,

The onu-dimensional DPCM encoder is fruquently prefurred because of lts
extromy simplicley, An analysls of DPCM encoders using total mean-squared error
{including the ctfects of channel errors) as u measure of fidelity ls given by
eaaman whd Wintz [158), Results of thiys study indicate that the vne-dimensional
DECM oneoder givoes good results using three bits per picture element (pel),
Avbhart 178 deslgned a DPUM codec (coder-decoder) which gives minimal subjective
impalrment using four hits/pixel.  lHahibi [24] evlavated the performance of an
NEb order DPCM systems for N ranging trom 1 to 22 and compared it to the perfor-
mance of unitary transform technlques, Hiu results Indicate that a DPCM system
using n third or higher order predictor pertfarms superior to all transtorm tech-
niquat when the system s optimized for a particular picture; however, the
transfoim technique Is much less sensitlve to variations in picture statistics
than ave DPLM systems, More recently Habibi [6,7,89] has shown the relationship
tetween the DPCM and transtorm coding, A coustderable pumber of carller works

on BVCM have beoa reported, 0'Neal [183,159,165] glves both theoretical and

aatuter somalation results of processany Sl pretures,s The use of one hat DRCY
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or delta modulntion has been studied by O'Neal [179]. More recently adaptive
duta modulation schemes have buen investigated. In adaptive delt; nodulation
the step size is elther Increasud or derreused depunding on whether the modulator
is in the slope overload region or the granular region. Many algorithms for
increasing or decreasing tho step have heen investiyanted, Step size alteration
schemes can be either wnalog or digital, Analog or continucus schemes measure
some property of the input signal, such as the average slope, and adjust the
stop size accordingly. The digital nmethods adjust the stup size only at certain
sampling instants using some type of algorithm based on previous digits, Several
studies using adaptive celta modulation schemes to transmit speech have been
reported. References [180,195) give results for hoth anuloy and digital compun-
dirng., Since the clock rate required for theso techniques is relatively high,
thelr usefulness for the RPV application ls questionuble, It is possible that o
combination adaptive delta modulation with other schemes such as DPCM might be
of importunce. In this case the adaptive delta modulator would be used eysen-
tially as an analog-to-digitul converter and the output bit stream would be
¢ncoded in some other methed such as DPCM bofore transmission. ‘There har heen
littte reported in the literature on such schemes as applied to imuge procussing,
NDliver (196) describes an adaptive delta modulater for picterial data using over-
shoot compensution which operates satisfactorily using less thun 3 bits/pixel,
Suveral other authors have jnvestigated the use of LPCM and delta modulation [197-
212].

Rocently Jaln [91] and Juln and Angel [1711 has considered DPUM encoders
which are interpolative 1n nature and indicute the relutionship between this type
of cading and transtorm ¢eding,  Thu computationul requirements are shown to be

constderaldy less tor this coding scheme than lor tran, Form coding wid performance
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! almost equivalent, However, in differential systems a major concern is the

; sensitivity to noise, which has not been exploited for these types of systems,
Chang and Danaldson [173,174] invastigate non-adaptive DPCM coders over nolsy
channels with and without error correcting coding using arbitrary linear predic-
tors. The signal-to-noise ratio over previous sample feedback coders is shown
to increuse approximately 2.6 dB for noiseless channels and 4 dB for noisy
channels, Optimization of the predictive coefficient for noisy channels is
shown to reduce the sensitivity of SNR to both variation in the input signal

and channel parameters without much degradation of the SNR below its optimum

value for error free channels,

e Tt e AN i eV et -
= e At i

O'Neal [177) has shown that DPCM followed by sntropy eicoding performs

e —

within 1,5 dB of Shannon's rate distortion functivn, which bounds the performance

of any encoding system using minimum mean-square-errov criterion, In thiy study
uniform quantiration s used with entropy encoding which increases the comple.
xity oomewhat., Jayunt [169) gives & tutorial type paper on PCM, DPCM and DM
i (delta modulation) for speech type signals,

NDPCM coders are still of considerable interest dus to their relative
simplicity., The primary disadvantage of differential coders ls their sensitivity

to signal stutistics and to channel noise, ) belivve that investigations of

methods to redice this sensitivity is still needed and once solved, would make

DPCM systems attractive for use ! the RPV vehicle, The hardware simplicities ﬂ

PN e T g b b

would probably meke it a strong contender for these types of upplications,
Time predictive techniques generally operate on data in such a way that

the outputs of the datun compressor ure actunl sample values of the input signal

or actucl values within g specified toleranve. Thesc techniques enploy algo-

rithms using simple averuging techniguen, polynomlia’ peedictors, ete. A rather

56

AT L S AT IR LA L A it LSRN D L] 2 M ey Pl ik aoan & o e Az
- ar s Lo o s Dl e
R T YIS T I P N U S R o1




T e MR E AT oA

e AT

T

AR TR T TR I e T R I e T T

complete listing of these techniques s given in the Interim Technicul Report
for Contract F33615-73-C~1233, June, 1974, These schemes rely on conventional
sampling and the use of a predetermined compression algorithm and generally
require that synchronization information or "sample tagging' be inserted before
transmission, thus reducing the overnll efficiency of the data compression
system, Systems relying on these techniques generally require a large buffer
storage and due to the rather minimal reduction ratios chtained (2 to 4 in

most cases) do not seem to be contenders for applications in the RPV.
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3.2.2 One-dimensional Trausformations

The techniques of unitury (orthogunal) transformutions have heen developed
primarily from the polnt of view of redundancy reduction [12], The objectives of
such a technique are to map the original image Ilnto unother domain such that the
redundant informution is raadily evident and is arranged in urder of decreasing
information rontent,

A one-dimensjonal unitary trunsformation can be presented by the hlock diagram

In Fig. 3.2.4,

v Coder =1 _gu —
T Q Channe Y

Fig. 3.2.4, Schematic Diagram of One-dimensional Transtformation,

The coding system shown in Fig, 3.2.4 will be analyzed using matrix methods,

The N image sumple values cun be represented by a coluun vector v » [u1 . uN]'r

in vector space § nonsisting of colum vectors of dimension N, A lineur orthogonal

operation L on S which transtforms u into an Nxl column vector v = [vlvz . VN]1
in § can be represented by the matrix multiplication:
v »~ Tu (3.2.1)

wheve the NxN matrix T is the matrix representation of the lineur operation L.
Fur orthngonal transformation, T is an orthogonal matrix, i.e, T~l » TT {for

vonvenience, T is assumed to be real) und the vivments of the transform vector v
give the values of transform coetficients., The inverse operation to retrieve u

iy accomplished by the inverse transtormation

u = Ty 13.2.
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where TT is the transpose matrly of T

The best inversible transtormation for vandom data, linear or otherwise, for
efficient coding would be one which vesults in independent coefficients. Since
the problem of determining such a transformation remains unssived in general the
ciosest weo can get with linear transformations is one which pr-duces uncorrelated
coefficients, which in the case of gaussian signals, produces independent sumploes,
It has boen shown that the transformatlion matrix ‘| which produces uncorrelated

cosfficients {s associated with the autocovariance matrix C“I of the image vector:

¢, = E fu) (3.2.3)

Without loss of generality, we assume that the real random va: .able U hus zero
mean and unity variance. Since Cu is u real symmetric natrix it possesses a
complete orthonormul set of elgenvectors corresponding to real eigenvalues. Thoeve
oigenvectors can he chesen to be real. A mutrix 1 whuse rows ure the vijonvectors
of Cu diagonizex the covariance matrix (;u. The autocovariance matrix Cv of the

truns form coefficionts {s given by

. .

C = l(.u1 vodiag [kl ,\2 AN]

where X 0 A 1 A, are elgonvalues nf the mutriy charavteristic equution
Co s My (3.2.4)

This transformation has been hnown by severar df Eferent numes such as th~ olgon.
vactor trans formation {27], the Hotelling transformat.on [3), the Karhunen - Lowve
trans formation (7], or basis-restricted transformation [10), lencetorth, it wil!

be reforrud to u. the Karhunen-Loeve transformation,

e 1 o e b
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Other non-basis nstrictod linear transformatlons (non-optimum) other than
the optimum eigenvector transformations have besn investlgated for use in image
coding. These include the Fourler transformation [23-30), the Hadamard trans.
formations [33] (Walsh (cequency-ordering) Hadamard, Kronecker (natural) Hadamurd,

T T N T E YO e e =

Paley (dyadic-ordering) Hadamard [55], etc.), the Wulsh-Haar trunsformation [35,

73], the Discrete Cosine trunsformation [79,80), the Slant transformation [7S-

78], the Discrete Linear Basis transformation (88] etc,

e g e

Theaes non-optimum transformations produce only approximately uncorrelated

o

cosffizients, however, their computational difficulties are greatly reduced with

the udvent of faat transform algorithms ([94-108}. Furthermore, these transfor- .

T g o

mations systems can be more economically implemented than the theoretically

optimum Kurhunen<Loeve transformations,

Theareticully, it has been shown that for data with autocorrelution matrix

having clyclic-translational symmetry, the sutccovariance matxix of the tranafoem

coofficients iu diagonlied using Fourler transfommation, Furthermore, the

Wialsh-Hadamard transformation uncorvelates data with dyadic-Markov covariance
{ ratrix [40],

If thy transformation s chosen properly, the information bearing transfomm
coefticionts are many orders of wagnitude larger than those reflecting redundancy.

A common practice with Fourier annlysis is to ussume that the low-freguencies are

impovtunt while the high frequencies represent only noiso, The high frequencies

may then be deletod in order to compres. the data.

The process of deleting Mgh-froquencyl terms may be rvepresented by a proper

ratrin operation:

‘The uore pupular term “sequency® has been coined by Hamseth {B4)] as o gencralized

trequency.  Yuen [431 has antroaduced the tern "reguency to aveount for the tnumbes

ol feroLcressings
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Vo oWy (3.2.¢
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witore n 2 N i3 the numbey of coetficients to be retained.

The NaN truncating matria W“Z is defined us
w a “«- e = (3.2.“)

whure the partitioned matrix ’n ix the identity matrix of order n,

The compliment matrix N; of W, can also be defined as

0o 0
w“ . lN . w“ L] .0- -l- (3.2.7
3 N"n
Ahure lN and lV-n are identity matrices ot orders N and N-n, respectively, The

seried truncation process described by (3,2.4%) vhere the truncating matrix W“ e
defined {n (3.2.6) i a2 non-adaptive technique for retaining those coefflcients
that on the aver.age have the largest vartunee {energy ). Mis procedure 1y some
times reterved to us “zonal sampling” 127] or “geometrical sampling'. Anothe:
dltnrnatlve would be tu yetain those coctficients whose vartances exceed a preset
thveshold.,  This adaptive technique is sometimes referred to as "threshold
sampling' |ob], When threshold sampling 13 used certain "bookhveping information"
tnat spreffoer whaeh coefficients have toen rereined (o1 disoarded) aust alie be
caded fur transmitsion,

I'ne sample variancos of the cocfticients, presented an Fig, 3..0.5 can be
interpreted as generulized power spectra of the original data.  Note from Fig.
3 20 that all fuve linear trapsformations are approaimatuely cqually etficient §n
Pacring the sartanves anto towor erder coertieaent oo bags. 3000 daha Y000 are

. R
“the detinstios P the trmaating pattiy wooon 30 00 han amplied that the tran-
form cocttiopents hod beon proceiy arvange Y oaon erder e decroasng sattance -
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Fig. 3.2.5. Variance of Transform Coefficients (ow0.,Y, Ne3l),
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abrained tor one dimensional wotary transtoenation with N < 30, assuming tiest-

U
1 ll'i
(; - [‘ I]l ;

Theorerical researches have shown that when compared with other linear
Crons formations aentioned above, the Karhimen-loeve |4) transtormation

) produocs wcorvelated couttacients;

b)) packs the maximuwn wnount of cumulative verionce into the first n
coutrscyents (for any n);,;
vid @) omingaytes the mean-squared sampling errur due to the truncation

Pofecrony fo by 3,204 the mean-souare truncation error i3 guven by,

STk a3

s

o terme b the vartanees ot the retained coefficients ‘\l iy, 2,

L L 2 R SR Y SR D LR NP | h_\'
. n :
- 1 i - -
t N Vi
1= )

The rotal svscem medan spuare cading error, assuming notseless transmssion

voanda L, s the agm ot the truneation wrror ond the quantisition 2rror assoviated

weon the remsmp it contticients ) iLe.
3} . 1 n N
' 1 - ! R
g Vi N -
el pel

“ler Marhov data, l.e., the covariance matrix is a ToEplit: matrix of the form

(3.2.8)

cae Ny

(3.2.9.0)
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3.2.5 The Effects of One-Dimensional Techaiyues ou Twe-Dimensional Uata

Ll 0

Thy band-1imited analoy signal {s sampled in both the horizontal and the
vertical directions. ‘The input pictoriul dutu may be represented by an MxN matrix
U of discrete intensity levels u(i,j), L » 1,2 .., M; J = 1,2 .., N, In subsequent
unualysls the sampling error will be ignored.

Theoretically relevant to talevision wnd facsimile transmission, the imuge
muy be assumod as a two-dimansional first-order Markov process, Let u(i,j) be a

renl, stationary random variable with zero mean, unity varianco and autocorrelation
R, (jka) o B (u(t,)ulk, 1))« ,,y“'kl px|1-1l

where 0 sp ,po, %1 and {1,k s 1,2, ... M {3,2.11)
Jb»1e 1,2, ..o N
The input data {s thus separately correluted In ali dirsctions., ‘The fmpli-
cation of this basic assumption of correlotion scparatencss anplied to wystoms
utilizing one-dimenslonal DPCM or unitary transformation techniyues is considered
in the following sections, W{thout loss of generality, we assume that the one-

dirensional DPCM ur transformution is performed in the horizontal direction.

A One-limensional Differential PCM

In » one-dimensional WCM (or ‘st order DPCM) systom, the difference (erior)
value between an input sample value und !ts estimate i3 quantized, coded and

transmitted t0 the receiver,

It ha: been shown thut four lst order Marhov proces., the best causu!l linear
ostimate ﬁ(l.)). in the meun.squared error sense, of the next sample value u(i,))

based un the most recent swrple value availabie on the same line u(i,)-1) is:

nol,) - STARVIRD (2210
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where Py is tho correlation coefficient of horizontully adjacent sumple values ax
defined in (3.2,11).
A linear predictive encoder forms this estimate U (i,}) und truansmitted the

dl tferance or error

e(i,i) =« wu(l,j) ~ ﬂx wii, j=1) (3.2.13)

where o) do, for g

This procvess iy continued along the entire line of the Input pleture und is
vertically rodet ut the beginning of the next line, The two.dimensional sequence
of error sumples e(L,j) forms an MxN matrix B vepresenting the error picture,

The two-dimensional autocorrelation function of the error samples is
ke (1,0,0,0) = ) {e(i,))elk, 1) (5.2.14)
It can he shown that
ROk, 1) = R Gek,g-1) = o 19K 2y g (3.2.15)
° @ y X J1

whure 61' is the Kronecher delta function,
It n prediction coefflcient A other thun the optimum (ox) is used, where

O AS |, Lt can he shown that
Lok 2 -1 j=1el w1l
ke (L=hyiely m nyl | [(1eA%) “K|J . A (o“l' l 1 pllj |)] (3.2.16)

The horizonta! and the vortical correlatim fuimetions of the errov samples can be
obtaingd separately by sotting i-h = 0 and j-1 « 0, respactively, ‘The horizontal

corvelation function of the difference cample using both the optimom and the

(3]
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non-optimum prediction coefficienty are, respectively

2
R° (0,j=1) = (l'°x ) 6)1 (3.2.17)

and K (0,0+1) & (1A} oxlj“| - A [oxIJ""l . pxlj"'1|] (3,2.18)

We can ohuarve that the one-dimensionul LPCM performed along the x-direction forms
u sequence of error sampleu whosn horizontsl correlation i3 reduced or, in case of
optimum prediction, i3 zero,

The vertical correlation functions ure

R, (-k,0) = (l-oaz) oylt'k‘ (3.2.19)

and R, (1-k,0) e (1-nx2 . (A-px)zl pyli-kl (3.2.20)

Hquations (3,2.19) and (3,2,20) indicute that the vertlical correlution function of
the error samples retajins the oviginal tunctional form, pylt'k‘. Thus, u one-
direnslonal DPCM performing on one-direction reduces the correlution in that
direction but dJows not affect the corrolation in the other direction,

The above observation L« contormed with the theoretical results of optimum-
DECM techniquos where a two-dimensional {or 3rd order) DPCM must by used to reduce
the correlation in both direcuions, ussuming o two-dinenstiunal lst order Markov

process,

B One-bimensionul Orthognnal Transformations

The objectives of orthogonal transtormations are to ropresent the original
image tn enother form such thit the redundant informatton {n readily evilent and

ls arvanged in urder of decreasing in¥ormation content,

In thits section, on pnalvats using mattoy anprowh will be rendered,




The input image mutrix U of dimenslon MN s ween to be compused of M (1xN)

row-vectors up f =1, ... M, The autocovariance matrix Cu of u is:
C =B {u y) (3.2.21)
u i v

From (3.2.21), we have

p— -
l [\] V] ? . 1] N.l
. X N2
Lu . Py 1 oy Py (3.2,22)
pr-l pr-2_ ]
- J

which ia & To¥plitz matrix [18).

— T

Fig, 3.2.7. Schematic NMagram of a One-dimension Urthogonal
Truns tormution,
Reterring to Fig, 3,2.7, the linear transformation of the original image can

he repiesented by a matriax aultiplication:
v = [u (3.2.23)

where T is the matrix ropresuntution o an wrthogonal transtormution which may be

real or ctomplex, j.0,, TT " T'l. In the transform domain, the transformed sumploe

vector i hia autocovariance matrix

T
N 1
L, R (vx v.)

or ¢, o= ¢ T (4.2.04)
u

(1)
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s 1t has besn shown that the optinum (hathunch-lLowve) trinstomation diagonlzes
: the autocovariance matvix Cv' Tho diagonal elomenty of the diagonal matrix Cv HrY
F "
real ofgenvaluer of the Toeplitz matrix C ., i.c.
]
P
- N L INES
: ('v n diag (Al, )«2 AN) (3.2.25) _’
: W Ay 3 e r AL '
where A‘ 2 )‘N
. When non-bhasis-restricted transtormations are used, such ax Walsh-Hudamaird,
i‘ Walshs<Hunar, tourior, Discrete Cosine, Slant, etc., the off-diagonal elemsnty of
; C\, have non-zero valuss but the correlation of adjacent transtormed coefficiunts is
b )
2130 reduced compured to the origiual image. '
The vartical correlation uf adiacent blochs of transtomed coetrficlents cmn
| bu obtalued us follows,
From (3.2.23), o transtorm coefbicient v{i,}) of transtorm vecter v, van he 1
nxpresscd Ly
N
vit, i) = 0. 0uli ) [ G
1=
wivere (1, J) 1+ the l.,lth element ot the transtormation matyix .
: Fot the 1lh coctficient, the verticol correlation is;
i ROk = B v, )
N N N} Y
vr Ro(,),k,)) = n,“” h ¥ v leu.nm,v.r'l {
v v :
' rel r'a) |
N IR Y Co ;
Vj ¢.\ e
\ 2 h \ o , _ th
whepe -)\. =) u\ MLYyrrgua ety b the varvanee o1 the s tons
veletal \ :
coctticient, (b opticun transtormation jx used, the _|”\ VAT ane \ Voo bjenta 1
with the ,I”‘ vipgenvalue . '| b the dubeo oy ronoe g °
R 1
(1]
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From 3,2,27) it cun be seun thut the transform coelfictents have diftuv.nt
magnitudes of informution contont., However, the corrviations of coutiicients of
the same order normulized to thelr espeetive varionces retain the functional
form py‘l'k| of the vertica! correlation of the origtinul Image in the spatia)
domaln, ‘Thus, as in the previous case of onv-dimensionul DECM, the one-dimensionu:
arthogonal transformation, eithar optimum or nensoptimum, porvormed ob hoptzontal
blecks of dats decorrelates the resulting transform coefficiont in thut direcraon
but does not attoct the vertical correlation,

Summarily, with the basic wis'mption of representing the input image by a
separare, twu_-dlmmlionnl flrst-order Markov procosa, une-divensiona) techniques
(DPCM or transfortation) uah only decorrolate thy wapped image in the dyrection
ot oparation. The redundancy inherent in the other direction remuins intact and
another operation should be done wn that di rection, either by DPCM oe orthugonal
trans tormation, In order that all redundancy is to be effictently remuved, A two-
Glimensional operation cun be vbtatned by v combinution of sne-dimensjonul WM and
uttuey temstormation,  This combination results in

(1) two-aimensional DPCM or Sid oeder (3-point) DPCM;
ey Two diwetsvanal und tury cpanstormation or block quantization;
(3 Transform-0PCM;

und (4) DEUM- 1 ranstoum,

The last two tochnlques mentioned aboye corprine the Hyvbeid Coding methods
which are distinet by their vospective order ot operations,

The above divvusr bon vevabtang frem the basie asaum tion o dhrcetional
paratenes s seems to be fnocontrast with pesults obtained from data of peal
vrigrest,  Constdering the corredation ot the argioal vrage ot the  Jragk  {an

Pl 500 Bboand of the crror protune obtaonsd by one dimene vonal BPCH i the
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verticul direction (in Fig., 3.2.9) It can he seon that the vertical corrslation
of the error picture is signiticantly smsller than that of the original image,
but so also 1s the horizontal correlation. ‘vhis deviation from the theoretical
analysis witnesses a guestionable probler on the relative validity of the basic
sasumption of directionally-separate correlation, Thus in reallty there exist, a
certain degree of operational dependence contradicting with the directional-
independence inplicit in the afore-mentioned zheorstical analysis.

A DPCM operation performed in one direction does affect the correlation in
the remaining direction, In a particular picture of interest, the "Aerial
photograph', a DPCM operation in the horizontzl direction reduces the vertical
torrelation to such an exteat that any two-dimensional technique introduced
above does not appear to have significant advantages over the one~dimensional
scheme, Thesc renults aro shown in Figs. 3.2.10 and 3.2.11. The “Aerial photo-
-raph' used in obtaining these renults contained several sturage tanks located
in flalids,

A ainmilar phenomenon also oxists in reality using one-dimensional orthogonal
transformition. [n the toregoing discussions in relation with cquation (3,0.27)
it has been shown theuretically that a ore-dimensiona! transformation perforned
in one direction does not aftect the correlation pattern in the remaining
direction Referting to Fig, 3.2.12 which presents the vertical onc-clement
delny correlation of the 16 transform coefficlients resulting tiom a one.
dimenstonal Walsh-Hadamard teanstormation in the hortzontal direction of the
plctures ¢ the Tank and the Treed, {t cun be aser that the correlation between
adjuzenc-rranstorm covrfleionts varies unpredictab.y vith sequencies,

Fig., . .l shows the var wce. of the tonstfort coefficients usiny a vne
dimenatoanal Hadamard transtorsnr con and Hloek a1 es of 16 and 3.0 Faig. Y001

shows the vertancs of the dittference et o the traarboa ot fiotent ot the
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same ssquency, Thase are the results obtained in making a one-dimensional trans-
form in the horizontal direction and taking the difference in the vertical
direction, These rasults indicate that thers appears to be little advantage In
performing DPCM in the vertical direction, It should also be noticed that the
variances of the difference signals tond to level off at a relative high level,
indicating that all coefficlents of order higher than 20 are of equal importaace.
Fig, 3.3.15 shows'the variances of the one-dimensional Hadamard trunsform coeffi-
clerts of the ditference picture, To obtain these results DPCM technlques are
used in the horizontal direction and transform techniques in the vertical
diection using the "Aerial photograph", Again no significant improvement is
saen in using this two-dimensional Hybrid technique over the one-daimensional
scheme, It is sgain apparent that coefficients after ovder 15 are of equal
importance. These results tend to indicate that little is gained from the two-
dimensional Hybrid schemes for this type of picture,

Fig., 3.2.16 shows the variances of the one-dimensional Hadamard transform
coeffivients of the difference picture, Note that in this case the use of the
two-dimensional Hybrid scheme gives good results, The variances of the higher
order coafficients decrease continuously, with the higher order terms becoming
insignificant, Similar results are shown in Fig. 2.2.17 using the Transform-
DPCM technique., These results, using the picture of a 'Face' (a still pleture
of a face of a woman), are in direct contrast with those obtained using the
"Aerial photograph'" and indicate that unless the correlation is high in both
spatial directions little is gained in using a two-dimensional scheme,

Figs. 3.2,18 and 3.2,19 show the percentuge of energy contained in the
coefflcients for the one-dimensional Hadamard transtormation, the difference
of transform coefficients and the transform of diFference samples for the

scenes of the "Face'" and the "Aerial photaograph''., Whan only a porticn of the
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coafflcionts are retained for furthey processing, the performance of a hybrid ;
coding acheme would glve better rusults for the scene of the "Face'" than for the 1

"Asrial photograph' as far as truncation errors are concerned,
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E 3,2.4 Two-Limonsional Trensformations
% If the original image is arranged intu an NxN matrix U with sample elements
F : ut,j), 4,j=1,2, ... N, a tvo-dimensional orthogonal transformation T operates
3 .
" i U and produces a matrix V of transform coefficlents v(1,i), 1,j = 1, 2, ... N
£ ' is given by
-
3 T
; vV o= TUT (3.2.28)
]
- The inverse operation on V to retrieve U is accomplished by 1
I R
- U = T'VT (3.2.29) g
g A gener:iized two.-dimensional trensformation and its inverse may be defined E
i j
g us 4
Voot (3.2.30) '_
; and TR AL (3.2.31) |
- 1 d 1 &
3 where Tl and T2 are orthogonal matrices and, in general, T1 ¥y TJ. Equations
(3,2.30) und (3.2,31) will he identical to (3.2.28) and (3.2.329), respectively,
}
) when 11 - Tz.
3 The yeneralized two-dimensionul tronsformatiun defined by (3.2.30) may be
]
considered ay an extension of one-dimensional scheme by svparating the former into ;
1 two independent procadures us follows:
]
b (1Y A one-dimensional transfermation Tl opurates un the colunns uf U to
produce an intermediate matrix V', i.e, Viom TlU (3.2.32)
(&) Ihe coetficient mutrix V is obtained by o second once-dimensional trans-
formation T, operrating on V', i.¢, Vs V'T,T (3.2.3%)
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Clearly, both the one-dimensional transformation (3.2.2) and the two-dimensional
transformation (3.2.30) result in a set of coefficients oach of which is a linsur
combinution of the data sample values,

The characteristics of one-dimensional transformations discussed in preceding
sections can be similarly applied to the two-dimensional case, From (3.2.32), a

colum cv') of the intermedlate matrix V' is cxpressed by:

c = T (3.2.34)

v') 1 cuj

h column of the image matrix U,

.t
where cuj is the j
The input sample u(i,j) ls modelled as a real random variable of a twos

dimensional Markov process whose cyrrelation function is defined in (3.2,35), l.e.
E (u(l,j)uk,1)) = py““‘l px“‘” (3.2.35)

The colum covarisnce matrix Cyu of any data column Cuj J= b, 2, 00 Nds

whtainad from (3.2.35) to he

T Tk
. . T y YN-2
Lyu a k (cujcuJ ) = ey 1 px (3.2.306)
o N1
y LN I}

Fror renults of the preceding scction, 1f the rowt of the tran: formation
matTix TJ are eligenvectors assoclated with eigenvalues xyk k= 1,2, .., Nof the
column covariance matrix Cyu then the elements of column vector Cv'j are uncorre-
lated. ‘The Karhunen-loeve transformation T) operating on all columns of U
produces an intermediate matrix V' which is composed of wncorrelated columns, 1.v,

the covartance matria of cach colum cv'j 1s diagonul:

C.“"J » Jlag (\)\, '\,\'.." \,\'\.\ (3.2.37)
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with Ayl > Ay2 > ... > AyN' for all 3 = 1, 2, ... N,

From results of the theoretical analysis of one-dimensional transformationg,
it can be seen that the row correiation of the transform values of V' is affected
by the decorrslation provess using one-dimensional eigunvector transformarion Tl'

The row=-corralation of element v'(i,}) of row T,y c8n be written us

«k
B OV ULVILR) o Ay pxlj | (3.2.38)
The row covariance matrix of Ty is
Loy vor o Mt
c moB e, Ve, ) w oA 1 N2 (3.2,39)
xv', ATy Ty yi Py Px e
- . N‘l .
Py tev 1
From (3.2.2) a row Ty of the transform matrix V is expressad by
T
Tvi ™ Tyn TZ
T T
or r,y - Tzrv,1 (3.2,40)

Then Lf the rows of T2 are aigenvectnrs assoclated with elgenvalues \*k. k=

1, 2, ... ¥ of the row covariance matrix va. the elements of the row vector T
i

are uncorreloted. The row covariance metrix of row rvi is:

C © gy dbag [y Ay e Ay (3,2.41)

XV yi

1i=1,2, ... N,
To conclude, the two-dimensional transformation in (3.2.30) with individual

Karhunen-Loeve trans{ormations T1 and T2 properly chosen, produces & transform
coefficlent matr' x whose elements are uncarrelated in all directions.  ‘The
variances of transform coefficients are difterent in magnituda.  Thus the infor-

matien contents of each coefficient is differant,
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In zuch a case, the varianco of a transfomm cosfficient v(l,j) is given by

ST e

o f (1) = B OAULD) = Ay A, (3.2.42)

The transforin matrices T1 and Tz are asscciated witn the vertical correlation
; l “coefficicnt py and the horizontal correlution coefficient Py respectively, In

general Py ¥ py. hence T1 ¥ Tz.

ST AT

The non basis-restricted transformations, as their names implies, are indepcns

Foc)

dent of the stutistical charicteristics of the image,

Therefore, two-dime:nrional orthogonal transformations and their inverses

S T e T e S

using Discrete Fourier, Hadamurd, Haar matrices, etc, are defined using (3.2,28)

and (3.,2.59) respectively, !

3 Retaining the n coefficlents with the largest variances by a series trans- :

,‘-

action process can be viewed as a '"zonal filtering" or "masking' in the transform

domaln {27].
Similar to the one-dimensional case, the mean-square-approximation error due

to the truncation process in reconstructing the original image by an inverse trans-

Al E o IS

e hoahaal

tormatior is given by the variances of the retained cnefficients, 1.e,

'. 2 1

e« 1.2 cs (1, (3.2.43.0)
NT 1,
i When Kavhunen-Loéve transformation is used, ci (1,3) is given by (3.2,42),

And the total system mean-square coding error including the quantization error

encountered in quantizing the retained coefficients for transmission is similarly

obtained as:

2 1 2. 1 2 j
et s 1= I o (L) r 5 T g (1,)) (3.2,43.b) :
NS 1, N1,y !

assuming a noiseless transmission channel.
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3.3 Hybrid Coding Techniques

One of the most important objoctives of an efficient coding system is to
produce uncorrelated sample values even 1f they ars not necessarily independent,

For images whose picture-elements (pels) are correlated in all directions,
one-dimersinnal techniques are not sufficlent in removing all redundancy which
is inherently embodied in the image.

At present we are concerned with the techniques of DPCM and orthogonal
transformations. A two-dimensional scheme can be introduced by any possible
combination of ras-dimensional DPCM and one-dimensional transformations:

(1) DPCM«DPCM,
(2) Transform-Transform,
(3) ‘l'ransform«-DPCM,

and (4) DPCM-Transform,

The first two combinations are identically equivalent to the third-order (3-
peint) DPCM and the two-dimensional transformation, rospectively, The last two

combinations constitute the Hybrid Codirg Technique which is the subject of this

saction.

3.5A Transform-DPCM Coding System

As implied by its name, the Transform-DPCM technique rasults in a coding
systam in which the transform coefficients produced by a cne-dimensional ertho-
gonal transformation in the horizontal (vertical direction) are subjected tu a
prediceive quantizing system operating along the vertical (horizontal) direction,

Without loss of generality, we assume ihat s one-dimensional transformation
of individual rows of the image metrix, i.e., in the horizontal direction, produces
a tvansform coefficlient natiix whose individual columns are subjocted to DPCM
coding., The hlock diagram nf the propesed Iybrid sysiem Is shown in Fig, 3.3.1,
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The first step in implementang a Trensform=-DPCM system is tn divide the MxM
image matrix Into a set of nonoverlapping cvows of N pels where N = Zk is an
integer multiple of M, as illustrated in Fig, 3.3.2,

The image is thus a collection of L, L = %— , vectors of dimension N, For
simplicity we will consider only the first vertical subset of M vectors and let

Upy Uyes Uy denote the collautton of M data row vectors, i.e., u; - [u(i,l)

238 :EJ B&Eﬁ;&ﬁ.J
M xxx., x| [*xx. . %]

u(i,Z)... u(ibN)]

® e » o

Laxx. . ox] [ xxx, 0 0x)

Rig. 3.3.2, The Partitioning of MxM Immge Into 1xN Subimages,

Each data vector Uy , 1= 1,2, ., Mlis projected into ar N-dimensional coef-
ficlent vector in a [v(i,1) v(i,2)... V(i,N)] using a one-dimensional orthogonal

transformation represented by a NxN matrix T whose rows form a complete ortho-

th coofficlant row is given by

normal sct of bosis vectors TJ, Tz. Ces PN. The |

T T
Vg " T uy (3.3..)

where the l,jth elenent is:

Vi) = T ulT D4 1,2, . M (3.3.2)

]
o ,2, ... N

Siace the data vectors u are vertically adjacont in the spatial domain, their

[N
corresponding transform coefticiont vectors Vi will also be verticully correlated.
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The column correlation of the jth transform coefficlont v(i,j) is given by

’ - 2 'i'kl
B {vii,)) vik,ji)?} °vj oy (3.3.9)
whare °ij is variance of the j‘h trans form coefficient, In the particular case
of Kuvhunen-Losve transformation, asj - ij. the jth eigervalue of the Toeplits
covariance metrix
I pr'l-'
C I ' (3|3|4)
XU : ]
p N1 1
x 4 L] L]

Equaticn (3.3.3) indicates that the correlation functions of transform coefficients
normalized to their norresponding variances in various colums of the trunsformed
array are identical to the correlation of image samples in the vertical direction,
This functional relationship is invariant to the different types of transformation
employed - basis-restricted or non basis-restricted.

A number nf differcnt DPCM coders are subsequently used to encode the
individual columns of the retained transfomm coefficients. Note that in all the
DPCM orders the same fesdback coefficient is employed rasulting from the ldontical
normalized correlation of coefficients ot all sequencies,

Studies of lineur prediction theory have shown that for first-order Markov
process, the optimwn linear estimate, in the least mean-square prediction error
sense, of a transtorm cosfficient v(i,j) can be obtained from the previous coef-
ficient in the Jth transform column, {.e,

v(il,3) = o, v(i-1,1 (3.3.5)
y L. 2,3, .. N
In the folloving discussion, we will anmlyze the parformance of the Transfoim-

LDPCM Hybrid coding system using a prediction coefficiont which can eithar be
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optimwn or non-optimwn, To extund our generalization further, we will assume that

it is possible to use different prodiction coevficients A A2 e An for different

1)
DPCM coders, i,e,

B RTINS RS e

! v(i,j) = Ay V(-1 (3.3.6)

; The coefflcient difforence ur error

E_ d(d,j) = v(i,j) - Aj v(i-1,4; 3.3.7

E is quantized und ceoded for transmission,

E At the receivay end, the chahnol-corruptcd semple value oo(i.j) is added to

% the predicted sample 00(1.J) to reconstruct the coetficlent vo(i,jJ which is a

{ corrupted version of trensform coefficient v(i,j), i e.

A Vo) e (i)« A v () (3.3.8) =

Finally, an lnverse transformation operating on esach row of vo(i.J) reconstructs
the image.

The output sample vector uu1 » [uo(l,)) uo(i,ZJ... uo(i,N)] rerulting from
the hybrid codinp of input image vector u within some degree of error, For
mathematical tractability, the objective performance of the proposed coding system

are measured by the total mean-square coding ervor

I S U -u_,) (u=u_ )T (3.3.9) :
T NM jnl i ot 1 Tof v 5

The total system mean-square-#rror defined in (3.3,9) will be evaluated in the
following analysiy, For clarity, the Jth NUCM coder is shown here for further

refovence (Fig. 3.3.3)
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v v (L)
Delay wiNolny

Pig, $.3.3, The J*N DPCM Codar,

Referring to Fig. 3.3.3, tha predicted coefficient V(i,}) the transmitter can be

exproased by

V(L)) = A le(i=1,1) * v (1-1,1)) (3,3.10)

The sequence of predicted tranaforn coefficlients can be Jerived from (3.3,10) as

VL) m A lee2)) o v (12,))]
v (1ak,j) = AJ (0(iekel,j) * ¥ (dekel,j)) (3.3.11)
X M K

or: v (1,j)= ¥ AJ e(i-k,}) (3.3.12)

At tho recelver, the predicted coefficient Oo(l.j) can be similarly expressed by

considering
00 (1,§) = Aj voia1,3) (3.3.13)
Since votl-l.jJ - eo(i-l.j) - 00(1-1.5), (3.3.13) can be rewritten as

bo (ug) = Ay e (1)) ¢ ¥y Gl (3.3.14)

The sequence of predicted coefricient reconstructed ut the vecoiver s derived trom

(3. 3.14):
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&o (1-1,) = A [og(in2,)) + Vo (1-2,3)]

Vo (hekid) = Ay 8 (hoke1d) + T (4-k-1,0)] (3.3.14)

Hence, V_(1,)) can be approximated us

R

a M k
Vo (3) 0 T AT e (4K, ) (3.3.15)

E_'z kel
; From (3.3.12) and (3,3.15) the transform coefficient v(i,}) und its corrupted
3 version va(l.j) are obtained referritg to Fig, 3.3.3. j
' Mo
3 v(i,j) = L -AJ e(i-k,j) ~ a(i,§) (3.3.16)
" kw0
- M k
J and v.(1,) « T A e (L<k,}) (3.3,17)
: 0 3 e :
3 k=0
i wheave q(i,)) = o(1,))-d(1,)) is the quantizing nolse associnted with transform
ﬁ differance d(i,i).
; The reconstructed image sample uo(i,j) i3 obtained by the inverse urthogonal
f trans formation T'l, where T'1 . [¢(1,j)]T, of the nolse-affected coefficients
‘ Vo(ti1), vo(h,2), iy v, (1,n) and can be expressed s %
n ;
u () = b e(ng) vo(1,) (3.3.18)
™l !
Simjlavrly, the image sample u(l,j) can be considered as resulting from the E
\l
inverse tronsformotion 'l"l of coefficients v(i,1), v(1,2), ... v(1,N), i, :
i
N ;
» u(i,3) = & ¢(r,j) v(i,r) (3.3.19) i
] rel l
h The reconstruction arro1 (1, }) ¢ u (i,j)-ub(i,j) ir calculated using (3.3.16),
(3.5.17), (3.3.18) and (3.3.19) to vleld
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i Sy it

N n
e(1.§) = & $(r.j) vii,r) -1 4(r,d)a(i,r)
ren+] el
n M K
=L I A(r,)) e(i-k.j) (3.3.20)

re] k=0
where c(i,j) - b;(ﬂ,j)-o(i,J) is the channel error resulting from transmitting
wata over a noisy channel, The total system mean-squared error :;D defined

in (3.3.9) i3 rewritten as:

I U E (e2(4,1)} (3.3,21)
D W ju1 ’

Totty and Clark [138] have shown that 1f the quantization process is done in
an optimum manner, the channel error and the quantization exrcy are inderendent.
[t has also been shown that whon the quantization i3 done finely, we can assume
ths quantizntion noise and the quantized sample independent, Furthermore, since
dfl,j) » v(i,J)-Aj v(i-1,3) is @ finite linear combinution of transform coeffi-
clents the assumption of uncorrelatedness betwaon the transform coefiicient end
the quentizactior. noise follows, Rest. icting ouruelves to the above approximation,

the total system coding error ‘%D in (3.3.21) can be formuluted as:

. N n .
2 L) 2,1 2
‘™ " N ’j_m Yyy * N g._\ %aj
M n M
. FﬂlI : 1 :j: 1 )Eu Aik E (¢ (1-k,])) (3.3.22)

h tranaform coefficiont and 02 the variance of

Q)
DFCM systems, Recalling that the howi:zontal

wha re 035 is the varii ce of ths Jt

yuantization noise in the jth

covariance matrix of transform coefficient va Is the orthogonal transfoimation of
the horizontal covariance matrix of the original image Cxu’ i.e, va " Tcxu'l"r and

that orthogonal transformntion presvrves the trace of the transformed matvlx, i.e.
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]

g' Trace [va] = Trace [cxu]

: N 2

A or L o, = N (3.3.23)

v J.l o

;

The above relationship can be applied to (3,3.22) and the total systoem mean

squarc error c¢an then be erpressec in rulation with the n retained trans form

'F coefficients,

2 1% 2 12

. 3 = 1. L o + L o, i

'§ TD N jul v) N jay 141

]

P M n M |

1 +gp L % I Aj" E (c?(iek,)} (3.3.74) i

; inl jul kw0 '
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3.3 8 The UPCM-Transform Systiem

To complete the last of all possible combiuations of one-dimensional teche
niques emphasizing on the decorrelating of multidimensionally-correlated data, we
propose the DPCM-Transform hybrid coding system as illustrated in Fig. 3,.3.4,

As the designation implies, the DPCM-Transform system umploys at the trr-;.
mitter and the receiver, one-dimensional orthogona! transformation of the
differences or errors between the image sample values and their corresponding
estimates. The trantformed differences are then quantized and coded for transn-
mission, A reverse procsss at the receiver end reconstructs the imsge snamples
within an acceptabla limit of degradation. A simplified biock diagram of the OPCM-

Transform coding system is shown in Fig., 3.3.5.

deLy) volh)
uid, ) Q 0(1,)) 1.2(.1:52_. T-l E_P(ibj}
utd, ) i A

Pig., 3.3.5, Simplifie! 2lock Diagram of the OFCM«Transform
Codirg S 'sten,

‘The DPCM-fransform system ls basically a modified one-dimensional DPCM coder in
which ona-dimenstonal orthoyonal transformution processes are incorporated to
further explnit the dirvectiona) correlation of input image which cannct be
completely removed hy the nne-dimeaslional DPCM process alche,

In tte tollowing discussion, the system nperation in brietly out!inz
assuming vhat, without loss uf penerality, the LPCHM process operutes on columns

of lmags matrix (i.e, In the verticol direction) und the orthogonal trunsformation
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on rows of the resulting DPCM-difference samples. Referring to Flg. 3.3.4 an N-

ditensloned image row vector u - [u(i,1j. .u(i,N)] is subtracted from its estimate

given by 61 w [G(4,1),,,0(1,N)) using N identical systems of delays, attunuators

Gt 4 e aniam =

and ¢omparators., The resulting imoge difference row vector di s (d(L,1).,.d(d,N)]

Y

{s subjected to a one-dimensio-al orthogonal transformation process to produce a

transtomm coefficient row vy *® [vCl,1)..ov(1,N)) whose olements of less significant
information-content are discarded and those retained are quantized and coded for
tranamission, These coded coeificients which will be subsequently transmitted are i

also fod back through an inverse transformation process to produce mn wpproximated

P L T e NN e

verilon of the image vector vy whose delayed values are attenuated to fumish the

estimate row vector in the next LPCM-opsration. The process is continued in
thiis fashion along the vexrtical direction for all rows of the image sample matrix,

In addition to the truncation ercsor and the quantization error encountexed at the

transnittey, the coded transform coefficiants which are transmitted te the receivor,

T I P

in general, would be conteminated by nolse in the transmission channel and their

‘ noia,; vercions are inversely traasformed to reproduce an approximated diffarence
vector dot . [dO(t.ll...do(i,N;]. The output row vectar Ugy " (uc(i.l)...uo(L,N)]
which is the reconstructed version of the imege data vactor u is obtained by

adding its estimate, which is also affected by nolsy channel, to tho difforence

1 vector d . Referring to Fig., 3.3.5, the transform coefficient of the difference
ﬁ sample can he expressed as

N
\ vii,3) = L s(4,0)dy,n) (3.3.25.a)
t T™]

or invevsely, ;
‘ N
d(ify = ¥ alr,i)vid,r) (3,3.25.b)
re]

|
e = L PR VO VESU SN g S I T e e b J




At the recelver the estimaie U(l,j) can be expressed as

U(d,§) = A [d'(1-1,3) + G(i-1,5)) (3.3.26.8)

The sequence of estimatad values are obtained from (3.3.26.8), i,e.

f : Uli-1,1) = A [d'(i<2,§) « 4(L-2,§))

5 u(d-k,j) = A [d'(i-k-1,3) + u(i-k-1,§)] (3.3.26.b) ;
; : yok E
g : or ufi,j) = & A" d'(i-k,j) (3.3.27.2)

kwl

iy

At the receiver the sequence of estimate valuss ﬁo(i,j) which are the approximate

pe it

i versions of ((i,)) can be similarly written as:

3 . 5

o u (i,§) = £ AN d {d-k,]) (3.3.27.b) P
° kel ° |

The approximations of the difference sample - d'(1,]) and do(i,J) - are on2-

dimensional transform coefficients of the transmitted signal sequence and the

P T T

i i VU ke i

raceived signal sequences, respectively, i.,e,

n
1 d'(1,3) = ©  #(r,j) Iv(i,r) +q(i,n)] (3.3.28.1)
: Tl
3 n
" and d (,3) = & e(r,) [vld,r) + q(i,r) « ci,2)] (3.3.28.b)
) 4]
: =]
t Using (3.3.25.b)
s' NN n
| d'i,g) = dlg) -2 L e(m)elrr)did,r) +E e(r,d)a(i,r) (3.3.28.¢)
rlel y=n+] r=] -
. "l
: and dolind) e dP( g0 w0 i) el ) (3.3.28.4)
3 r=1

q(i,j) and ¢(i,)) being the quanti:ation woise and th: channel roise associated with

the transmitted coefficient.
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The coding error between the input image sample and its reconstructod version
at the output, namely €(i,j), can be expressed in terms of the difforencoe sample

and its approximates using (3.3.27.a) and (3.3.27.b) us

e(i,d) = u(,)) - v (i)

M K M K
or c(i,j) = d(t,j) + & A7 d'(i-k,j}) - i A do(i-k,j) (3.3.29)
kal =0

From (3.3.28.a), (3.3.28.c) and (3.3.25.b) we have

N n n M
e(d,3) = & ¢(r,dv(d,r) - L ¢(r,j)qli,x) - & I Ak¢(r,j)c(i-k,j) (3.3.20)
ran-l i = lkw0

And the total system mean-square coding error is

2 p MW 2
or " Wb § 1 B (e?(l,i)) (3.3.31)

Nestricting cursolves to the approximations of uncorrelatedness discussed in the
preceding section, the system mean-square error can now be readily obtained using
(3.3,30)

M N N N

Z 1
€ a = I I I £ s(r,)ecrt,3) B {v(l,r)v{d,r"))
DT~ ™ a1 jul ran+l r'en+l
1 M N n n
W b $(r,j)e(r',3) B {q(,r)q(i,r')}
ie]l ju] r=] r's]
M N onon M
L I T L AN a(r,d)elr,d) B {e(i-k,r)e(l k,r')) (3.5.32)

w1 jol rel r'ul ka0

For orthogunul transfurnation, the basis vertors are orthonormal, i.e.

N

ARETE 35 DLICANS DI T N (3.3,33)
j=1
Grr' belng the Kronecker dalta function.
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Using (3.3.33), ch can be further simplified as:

5 L) E (VP (1,4)) Ly} E (q2(1,§))
£ " e § £ v + q J
DT hﬁ\ 1-1 j-n*l ! m 1.1 jll s
M n N
oo A daagn) (3.3.34)
NN {1 a1 ke0

The f£irst term in (3.3.34) is the error incurred due to the truncating

operation in which only n lower-sequency coefficients are retained for further

processing.

In the analysis that follows, we attempt to derive an analytical expression
2
tl
functions, For convenience, the matrix notation will be used,

for the truncation error, designated by ¢, in terms of the image courrelation

The difference sample vector di . ui-ﬁi can be written as:

di .-y Aul_1 + A(di-l " d'i_l) (3.3.35)
Since u = A(ui_1 - d'i-l)
and Ui " Yoy -9 (3.3.36)

Rewriting equation (3.3.28.¢) in matrix form, we have

T T -1 c. T -1 T

' . .

d'y = di T wnldi £ T Tqy (3.3.37)
Wi re Q i3 the quantization noise vector assoclated with tha truncated coefficient
vector uf v, , elements of q corresponding to the discarded coefficients having
tero-valuey, 1.,e, q(L,]) « O for j » n+l, ,,. N, The matrix Nn reprasents the
truncation process as defined in section 3,2,

Using (4.3.37) in (3.3,35) we have
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dp oy - Au v AGe TIINST g ) (3.3.38.a)
- sines T8« 70 and (T7WED)T & 17 lu0T,
ﬁ ' The soquencs of difference vectors di can be obtained from (3.3,38.a) ay
k. . ‘1 [+ 1+
dip g v AUy ¢ ALy TTTHET - gy o) (3,3,38.b)
. - -1,c
d Uyt AUt ALy TTINET =g ) (3.3.38.¢)
Ir or.
ﬁ o =t Ao . - A etk (.89
k L% o 1ok T Miakel T Mgakad n '
E Note that T'lw:T is an idempotent matrix, i.e, @
) , 4
L d
ek e ST ko (3.3,40) ’

It macrix form, the truncation error in (3.3.34) cen be rewritten as:

& L e 2 i

S N 3.3.41 :
T L e 5:3:4D ?

where [F),, denotas the j‘h diagonal element of matrix F.
A}

The accumulative sum of variances of the discarded coefficients which consti-

N "

tutes the truncation error describod by the summation (B (virvi}]jj can also
Jmn+l

be equivalently expressed by L [w: E (vTvi) w:]jj which is the trace of matrix

Jal
w: ] {vlTvl} Wﬁ since the first n lower-order diagonal elements of the matrix !

w: g (virvx¥ w; are, the re;ult of thce truncuting procers, identically vern,
Furthermore, since nrthogonal transfnrmations preserve the trace of the trans.

formed matrix, the truncatiun error c2 can Le equally obtnined by

t
MoN
2, 15 -1.¢, 0 -1,c :
S ?»1 U NEIREREIRI SO B (3.3.42)
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3
N

: E Since viT " TdiT and T' = "'1,
i |
al i
g ‘ Let Q = (T"w:T) E (ddei} (T'lw:T) (3.3.43)
L Substituting (3.3.39) int) (3.3.43) we have
i | Q = PR Ak CToINCT) B (Qu, -Auy y )T (U, o =Au )} (e
: k=0 k'm0 n 1«k TTlekel . Lek! “Tiak'-1 n
ii. ‘ M M kek 2 -1, T { T } T (T"l CT) ( L
3 « I i A (T*W'T) T B W 3.3.44) :
k=0 k'=0 n ql-k'-l qi-k'-l n ’
Note that TT' = TT™ « ] and WS E { T } W& « 0 resulting from the |
; ' n kel Yekrel’ T '
X characteristic of quant.zation noise vector q, previously defined, ‘Mo second !
- :
g‘: -orm in (3.3.44) can bc eliminated, \ .';
\ Recall that, for ceal stationary random variable u(i,j) generated from a : ‘
: directionully-seperable first-order Markov process ’ 1
Al 4. o
E {ull,)u(l',j1)) = pyli i uxlj il (3.3.45.a) 3
Y as in matrix form i
T li-11] I
B (u;'u) = ey €y (3.3,45.b) ‘
f wheTe Cxu is the Toeplitz matrix of vow correlation coefficient G i.e,

(3.3.45.¢)

Using (3.3.45.b) we have:

- )
Bl = Auy )7 Qo = Auy )0 e ey (Aey) Oy

et o~ .

where ukk,(A,py) . (1 + AZ) Jy|k-kl| . A(Dy|k-k'-l| . Dylk-kv+1|)

(J.3.46. @)
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Ty

{ In the particular cuse when optimum prediction confficient is used, 1,8, A » °y‘
g the cosfficlent ay  (A,p,) becones
3 {
3 . 2 P
. "kk'(A'py) - ukk‘(py'py) . (1"9), ) skk' (3.3.46.b) 3
: {
: Substituting (3.3.46,9) into (3.3.44) we have, in the general cnse: A
\ : MM '
. kek' o160 -1.¢ :
5 . Q = t-o i'-u A Sk (A,py) T “nTCqu WnT (3.3.47) :
j let sz & (2CL,§)] » Tcqu'1 be the transformed ovariance mutrix, The truncation
4 seror in (3,3.42) can thea be expressed in terms of image correlations e, and Byt
i M M n
5 2 . k+k 1
¢ LI ¢ T (A )A 158 2.0, 3.3.48
t t [k‘o k1.0 akk' ' vy ] [ Fjll X! ( )
B
t lot 8(A,p.) 8 - (A,e,) Rtk (3.3,49)
i : p o, £,) A 3,
. Ty keQ k'n0 kk! Ty
f When opiimum pradiction iy used, i,e, A » py. (3.3,46,b) applies and the
E truncation errov coefficient B(A,oy) becones
| Bo) = (e d) L p K (3.3.50.a)
y"y Y k=0 Yy TEeEE
When M iy sufficisntly large, a(py.py) approaches unity,
uf Mo 1
Slince T oy L ] for M+ » (3.5.50.b)
k=0 ' 1-p ‘
g b4
! and the truncation error would be
2 p ! . !
. opt = ] . N fllzxLJ.J) (3.3.51)
which wou!d be the error experionced if the image sample, initead of the difference x
N

sample, were to bo directly transformed, In this sente, it 18 compatible und
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nuierically equivalent to ats counterpart in the Transform-DPCM system as expressed
it (3.3.19). Thus the coefficient B(A.py) as defined in (3.3.49) could be inter-
prated as a measurvement cf inferiorlty vasulting from deviating from the optimum
condition, in the least mean-square prediction error sense,

The coefficient B(A.py) can be expressed in closed form in what follows,
Recall from (3,3,46.a) that

2, |k-k'| kek'el|,  [k=k'-1
g ny) = g (o) w (g KT g Tkt ekt

1+A’-2Apy . kek!
or °k-k'(A’°y) . k! |1 (3.3.52)
- y ' h '
| (oy AJDy ke'k
» » k'.'k'
let S(A.Dy) L] ﬁ.o i.-o “R-k'(A‘ny)A (313‘530.)
then for yufficiently largs M B(A.py) S S(A,py) (3.3.53.h)
5(A,5,) can be written &y
- - -
SA0) = I (1eA22ac 08K 25 © (o -A)p |KK'[-D ke
y kw0 4 ka0 k'=ksl] Y Y (3.3.54)
for k=k! for kgk!'
Using (3.3.50.b) and let w » k'-k, we have
2
1+A%.20p - =
S(h,0.) s 20 -A) L & p D afkew (3,3.88)
4 1-A Y ' ka0 wel 7

e can observe that in the second term of (3.3.55)

=0 wol  (dkew e " - W oW
I I o A = L A" AL Ao
keO wal Y ke )
hence!
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1eA%- 200 2A(p,.~A)
B(h,o,) = 5(Ap,) = b *3
4 y 1-A° (1-A%) (1-hs)

(3.3,56)

and when A i3 closed to py, the first term in (3.3.56) approaches unity while the

second term vanishey,

To conclude, the system total meanesquare error ch in (3.3,.34) can also be

gene.ally sxpressed as

s L 0 12
‘DT " S(Anpy) {1- N ?rl 3;(10’)) + N gll OQj
M n M
. ﬁlql: 1 :j: E A%k R ik, g)) (3.3,57)

C Comparison of the Transform-DPCM and the DPCM.Transform Technigues

For almplicity, we consider the optitwum case in whick the one-dimensional
transformation process is done using Karhunen-Lodve transformatinn and the optimum
foedvack coefficient is used in the DPCM system, Wher the transmission channel
is noiseless, the total system mean-square srrors for both hybrid coding rsystems

ore glven Ly

edy = B 152 A *%2 a% (3.3.58)
DT jul xJ in] Q)

h

where ij is the J' elgonvalue of the Tuaplity covariance matrix of the original

image tn the horizoatal airection, and ogj the variance of the quantization nolue
wspociated with the jth transmitted coefflicient which is the difference of trans-
form cocfficients in the Transform-DPCM systam or the transformed of differance
of input mample in the DPCM-Transform systam., It can be shown that the input
yample to the quantizer which s tranymitted to the receiver for both hybrid

systems are identical regardless of the order in which the DPCM nnd the

1o




L e T ST T

: tronsformation are dene, Thus the error encountered 'vould be identical, asauning

L optimum conditions, for both aystems and they could be considered equivalent in

cal Sl S Mk

the mean-square error sense,

g- P The complexities involved in implementing the hybrid systems would be less

Dl

favorable for the DPCM-Transform system since it omploys an additional inverse

f transforn process in the feedback loop of the trunsmitter, However, the predic-

tion coefficients A used in the DPCM-Transform system are identical, theoretically

T T

1
ur practicully, since it is the correlation of the input sample while in the other ;

system, thesc seefficlonts are generally difforvent since in realicy, correlations

for tranoform noefficients of different-ssquency would not be exactly alike due

T TSR Y
FRoaute o plped

to the effoct of the preceding one-dimensional transformation process as discussed
; in previovs sections, Let s(i,j) be the input sample to the jth quantizer in both

syitems, the optimum DPCM process in the vertical direction yields

' 2 2 .

g- c' ] (l-py ) ij (3.3.39) 1
ﬁ

g ussuming that the Karhunen.loeve (aptimum) transformation ls also employsd. %

" Studios of quantization nolse have shown that !

;- |

2 2
£ cq . K(Bj) o, (3.3.60) %

where K(BJ) is the quantization error of a vaviate with a unity variance in a

quantizer with 2Bj levels.

} When the quantization process 1s finely done, i,e, Bj > 9, K(Bj) may be

% closely approximited hy [60] T
! |
] K(BJ) “ b oexp c-auj) {3.3.61)

where b = 20
and as=0,51n 10
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The Lit nisignment Bj is obtained by:

-

b 2 1 D 2 .
Bj .= ey (1n o " = i-I In c'] (3.3.62,2)
with the sohstraint
n
’j | BJ L] Mb (3030620!’)
»

hh being the total number of bits rysignod to one block of transmitted coefficients,

Thus, the total system mean-square error of both hybrid coding syrtems, desig-
nated by ‘;yhrid' c¢an now be expressed by

uﬁvb R (1b(1ep, ) exp (-uB})) A (3.3,63)
vbrid N in1 y 377 "xy

The totul aystem signal«to-noise ratios, which is defined ns SNR = 10 lnam
(ll‘ﬁybrid)' in the particuler case of noiseless channel given by (3,3.63) iy
presented in Flg, 3.3.6 for various bit rates, The graph was obtained using
P, ¥ 0.9469 and Py “ 0,8798 for various transformation processes on blocks of size
5,

Fig. 1,3.7 shows tho offac% on system parformance using different block slzay,

[t can be soen that the improvement iy negligible using lurger hlock slze which

involves nove conputational complexity,

1t
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d.4 Hybrid Coding in Noisy Channel

The theoretical analysis of the Hybrid Coding system nerformances in previous
soctiony indicates that the total meun-square-error measure cah he expressed as the

sum of the truncation, the yuantization and the channel errovs, i.e.

2, 20
“Hebetd " fe Y fq t % (3.4.1)

whore

a) The truncation error

;: “« 1. ﬁ jiajj (3.4.2)

is a function the horizontal correlation oy and the type of transformation chosen.

b) The guantization ervor

A
¢t . & R (3.4.%)
q A1y .
iy obtained in the preceding section and can be expressed, in general, as
n , .

2 1

- - - ) - B 3|‘.4
cq . nj?;b(l AJ ZAJLY)CXP( a j)ovj ( )

where in the Transform-DPQM svstem, the predjction coefficients Aj's are, in general,
Jiftarent due to the statisticai difference of i{ndividual coefficient.

¢) And the channe) error

M n M
2 1 z 7 Z ke 2
¢" = s AR et (L-k,)) (3.4.8)
¢ TN (& & 1
't has bLoen siown that
2 1 ‘E:: i Y (B, ,V> (3.4.0)
[ [ ch it .
< N je ! . Aj! A J

vhers \" iy the jth quantizer lovel.
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Essman and Wintz [LSR) have shown that if more than 3 hits are assigned and if !
sach level VJ ls sufficlently greater than the standard deviation of the quuntizer

Luput Vch(Bj.vj) Ls indopandent of Bj and Vj and can be approximated by

21PB 2
Vch(Rj,vj) . ——;—— G'j (3.4.7)

wheve PE is the probability of channel uwrror and o: the variunce of the jth

J

quantizer input.
Thus, from (3.4.2), (3.4.4), (3.4.6) and (3.4.7) ths total system mean-squared-

errcr using transform-DPCM system can be expressed ns

Rt SR it i L asii i v SR R Al SRR s e S i aict - sl e SR

n

LI f"' (1- b(1+Aj-2Ajp Jexp(-aty)
2108 (1+a.28,0, )/ (1-aD))02 (3.4.8) ]
. T y U 177y :
y Oup optimlzation scheme in to minimlze the total systom mean-squared-error in (3.4.8) j
5 with respect to the employed prodlicvor coefficlients. %
Tese optimum prediction ceefficients are obtained by solving n Hth-order ;
polynomiatls. i
Ky (1A} -0y Kl(J)Aj-v-ﬂ‘l(j)Ajwy(ZKx(j)-Kz)Aj .‘
4(&1H)'-ZKZ)Aj-Dy(Kl(j)mz) " 0;
for jul,2,--<n (3.4.9) f
where Ky (3)e bOXP(-lBj) ‘

K, . 21PE/2

The optimum predletion coefficients hus obhtained tfor cach DPUM encoder is o

function of Bj' the number of bits ausignod to the tranztormed difterence.

Fip. 3.6.1 whows the optiman prediction coefficients as functions of the bit

lib

. e d




assignments for probabilities of channel errars of 0.001, 0.005 and 0.Cl. ;

;

To conclude, a theoretical comparison of various two-dlmensional techniques g
described in this chapter is shown in Fig. 3.5. ;
]
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E\f : CHAPTER 1V
]
";: SIMULATION RESULTS
i
| 5.0 Introduction
g In this chapter simulation results using aerial photographs of the methods,
exiept DPCM, described in Chapter IIL are given. Section 4.2 describes the pilcturus
g t2 be used in the lavestigations., Sections 4.3 and 4.4 give resulty using two-
E- _ dinensional transform technicques (Hadunard, Discrete Cosine and Haur) and the Hybrid
g | mechods (Transform-DPCM and DPCM-Transform) respectively. [n section 4.5 the effects
y of channel nolse on the two-dimensional transform and the Hybrid coding schemos are
% ; investigated,
é Processing of the pletires were performed using the IAM 360444 Ohio University
Ei : Goanuter, :
. One of rhe maln disadvantages of differentinl encoding is 1ts sensttivity to :
é nolde, Results of optimlzing the Hyhrld coding scheme in the presence of ¢hannel \
' netse are glven In Section 4.6, - j
1 ‘.4 Plcture Statistics
{ The pictures used in the simulations consisted of six oerial ra:ounuissance
é t'2e photographs supplled by WPAFB, Each picture consists of 512 plcture elements
i per line and 512 lines, The intonsity levels ave represented by an integer number
between 0 and 63, which is equivalent to six bita, Excepnt for a limited number of :
uxpuriﬁonts using all six pictures, the majority of the simulations were performed g
using the scenes of the Tank and the Truck shown In Figs., 4.2.5 and 4.2.6, Figs, {
4.2,7-4.2,10 show nriginal pictures of the remaining four pictures, ;
Histograms of the gray lavels of tho scenes of the Truck and the Tank are given i
wn Figs, 4.2.1 and 4.2.2, respectively. Figs, 4.2.3 and 4.2.4 show the horizontal und i
119 ‘
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Intensity Frequency
0.0 0.0
K 1.0000 0.0
{ 2.0000 0.0
i 3.0000 0.0
& 4.0000 0.,0000
5 5.0000 0.0000
- 6.0000 - 0.0005
; 7.0000 0.0018
i B,0000 [ 0.0044
il 9,0000 jrememm 0.0098
| 10.0000 e r——— 0.0171
3 11,0000 0.0245
i 12,0000 0.0300
4 13,0000 0,0312
: 14,0000 0,032
= 16,0000 0.0248
3 17,0000 0.0217
: . 18,0000 [r~eemmssmmnmcsmen 0.0177
5 PTIRT J — 0.0134
b 21,0000 jememm—encmne 0,0117
: o
23, ‘ 0.u099
¥ 24,0000 :: 0.0097? B
3 . 25,0000 ] 0.0092 ;'a
2 26,0000 |aommmmen 0,0094
3 27,0000  |ommemmameme 6.0109 k
: | ::.gggg — g.gﬁ; "1
L N 014 3
2 30,0000 e 0.0138 )
; 31,0000  [rmvmonmrens 0,013¢ ;
!R.ODOO o o m——— 0-0“3 B
34,7000  |rmemememecarn 0.0140 :
28,0000  |remeemmannee 0.0120
{ 56,0000 |jreemmmme 0.012%
y 37,0000  jresmememse 0.0122
3 18,0000 | 0.0117
39,0000 0.0113
40,0000  [emmemme— 0.0107
41,0000 Jeees 0.0098 3
: 41,0000 et 0,0009
E 43,0000 |romem 0.,0094
3 44,0000 |ewemacm 0.0094
, 45,0000 |eememan 0.0089 ‘
46,0000 jemmm—— 0.0091 y
; 47,0000 fremems 0.0052 J
' 48,0000 | aneim 0.0098 !
49,0000 | sesmnee 0,Un90 i
50,0000 fromem— 0.008y ;
. $1,0000 | 0,0C08 i
' $2,0000 |remeeme 0.0090 i
L £3 0000 0.0084
84,0000 e 0,0081 ;
{ $5,0000  |fommmemn 0,0083 '
56,0000 |jumemns 0,0081 :
3 87,0000 |fremmeme 0.0074 :
58,0000 |- 0.0071 ;
89,0000 fmee——e 0.0068
60,0000 E 0.0066
E 61.0000 0.0061
. 02,0000 e 0,008
63,0000 =t 0.3068

Fig. 4.2.1. Histogram of Juten~ity Levels - Truck
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Intensity Frequen:y

0.0 0.0
1.0000 0.0
2,0000 0.0
3.,0000 0.0000
4.,0000 . 0,030
$.0000 0,008
6,0000 01,0016
7.0000 |prew—— 0.0043
3 9.0000 J 04,0128
: 10,0000 0,0193
11,0000 0.0287
' 12,0000 0.0311
1 13,0000 0.0343
| 14,0000 0.0870
3 18,0000 0,0379
16,0000 0,036¢
17,0000 0.0361
A 18,0000 0.0343
: 19.0000 0,0331
2 20.0000 - 0.0331
] 21,0000 0.0316
; 22,0000 0.0308
oy 23,0000 0,0292
i 25,0000 0.0249
Eﬁ 26,0000 0,022}
. 27.0000 0,0204
: 28,0000 0.0197
29,0000 0.0178
i 30,0000 0.0185
S 31.0000 0.0146 oA
3 32,0000 0.0140 ‘
) 33,0000 0,0123
34,0000 0.0121 ]
35.0000 0.010%
36,0000 0,012
37,0000 [ 0,01¢0
38.0000 e ——————————— 0.0098
39.0000 e emeem ve——— 0,0097
: 40 0000 oo, c,ongo i
1 41,0000 Jrowememrem—— 0.0081 .
3 42,0000 T R, 0.0074 ]
43,0000 |feemmmmmem 0,066 i
44,0000 0,0063 |
45,0000  fremmem—— 0.005%
46,0000 | 0.0059 |
47,0000  fememrm— 0,0053
48,0000 ———— 0.0052
49,0000  femmmee 0.0044
80,0000 == 0.0045 i
51,0000 Joummemes 0.0044
52.0000 SRR 0.0048 i
83,0000 Jmme—en 0.0042 1
54,0000 jJremme 0,0041 !
§5,6000 e 0.,0038
6. 0000 0.0039 ]
57,0000 ;-: 0.0035 !
53,0000 e 0.0038
59,0000 frmemmeme 0.0034 i
60,0000 | — 0.003% i
61,0000 0.0040
62,0000 — N 0.0046 !
€3.0000 —_— 0.1538 !

Fig. 4.2.2, Histogram of Tntensity Luvels - Tank
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Original Picture of Tank
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4,2,8 Original Picture of Filelds

127

et iy

ol




d
? d
i

A

B A BT I S T T AR T T i 417 43 e IR

| |
% I
s ;
‘ h
L l'.
it "‘.
]

f_

4,2,9 Originel Picture of Roads
! l .

'i 128




T e T A T TR T A AT L e

3

“PTeum o ,

1

e L

VAT e T

T U e TR Ty

el

Latwmis. el snmus

4.2,10 Original Picture of Coast

129

TR mraE TEAL e ez I A MR MAIOZ T 0T 3 £TR R




egam

virtical correlations for the scenes ot the Truck and the Tank . These figures !
indicate that the horl:ontal correlation i3 much higher than the vertical correlation.
Such characteristics will be usefvl in designing the Hyorid coding systems described

fn d2czion d.d. The important seatistica! characteristics ars given in Table 4..,1,

T ey [ W T AT T A P T IO T RS SR SR T e

P‘“:“r’ Scene Average Variance :;::::::Lnn
1 T™ank Ja.71101 320.70982 0.94%31
2 Truck 39.79088 402,13831 0.94434
3 Traes a0.22319 408.4%08% 0,96897 B:
4 Fialds 22.R%94% 204,8477 0.90949 i
$ foads 20,0486 352,984 C. 98470 3
;; 6 Coant 13.86612 372,507 0.94476
| ' -
r 3
\J
i Table 4.2.1. Statisticnl Properties of the Pictures.
©3 TwoeDimensional Transafoim Simulation Results (Noiseless Chaanel)
_ Several two-dimenslonal trangform techniques were investigated., Simulation
3 rasuits uve beent obtalned for the Hadamard, the Discrocs Cosine and the Hany trans- ]
feematton, Yables 40310, 4 % Ib uad 4.3 1e give the variancen of the two«dimension i :
rransraet corflicionts using *he Discrote Cosine, Walsh Hodamard and Walsh Haar trans- %
E furzs peapectively for the scone o the Truek. Similar vesults are glven in Table :
AR, U2 and 43 2e for the sione of the Taok, The resulcs given in these j
Parles cleardy indicere the rodisteibation of thu informantion irso the Yover orderml !
i
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a
[FTU72.75 T 559,24 161,36 95.23 45.49 31.78 21.83 ENLE
845,68 126.06 54,69 31.66 21,07 15.81 13,37 11.16 !
344.18 69.58 44,29 26. 71 17.79 14.41 12.38 v.97
127,42 43,67 33.49 22,85 16.50 13.81 11.19 10.20
78.80 32.69 24.56 19.07 13.78 12,78 10.95 10.15
48.09 23,12 18.02 15.80  12.95 10.95 10.00 9,28
34,54 18.68 16.14 13.09  11.16 9.88 9.85 8.96
33.85 15.69 14.38 10.99 10.21 9.03 9.14 8.34 |
h
22272.75  467.60  144.31  152.20  48.49 45.59 38.88 40,63
709.97  101.96 46.50 35,29  20.88 19.54 18.50 14.90
293,79 7,95 37.34 23,98 17.45 17.23 15,88 11.42
109.61 42.13 28,78 21,97 16.20 15.84 13.40 11.15
78.80 31.17 22.35 18,38 13.78 14,25 13.15 10.85
75.65 26.56 19.96 17.35 15.04 12.44 11.82 10.81
84,93 22.95% 18.57 14,51 11.50 11.64 10.86 9,56
69,79 17,88 15,12 12,12 10,60 10.09 9.90 8.39_|
c
T2I172.75 467.60  125.62  170.98  d1.10 39.69 §2.28 10,53
709.97 101.96 40.65 41.44 19.10 18.18 18.09 18.45
245.08 47,89 29.18 27.73 14.69 14.89 14.08 14.57
248.35 52.19 27.84 29.31 15.25 15,27 15.59 14,21
92.20 24.48 16.96 17.22 11,73 10.96 10.23 11.92
80.07 24.03 17.70 17.17 11.45 11.96 10.94 11,14
74.08 25.05 17.37 16.83 11.99 12.40 11.40 11,81
62,82 24.98 17.44 17.67 10,79 10.71 11.23 12.01

Table 4.3.1a,b and ¢ - Variances of Two-NDimensional Transform
Coefficlents (Picture "Truck')

el bl st WA

Blocksize 8 x 8"

a -~ Discrate Cosine
b - Walsh Hadamard
¢ - Walsh lnar

131

s LaME: bdaidriadet o s i Shotaim b e nematt aads ahodoin Caa s e

[ SR T P

AL ST

PP L WP . V= |

EPRE P PPy



a
(TR GLAEE 24,43 2,439 8.48 6.72 .01 5,97
551,08 68.05 22.80 12.48 8.58 7.06 0.0} 5.88
206.78 52.84 22,08 11.318 8.16 6.90 6.30 5.55
83.98 34,59 18.83 11.53 8,08 6.90 6.16 5,93
49,40 26.18 14.85 10.06 7.94 6.60 5.97 §.38
27.98 18.18 12,82 8.55 6.84 6.12 .73 5.37
18.88 11,50 10,90 7.60 6.38 6.04 5.37 5.39
13.19 11,09 9,14 7.32 6.17 5,45 §.39 5.13

b
1875347 80.11 72,00 5. 16 8.48 8.34 H.a2 9.26
481,84 55,24 20,76 17.22 8.57 8.90 8.44 8.12
173,48 41.68 19.31 15.14 8.02 7.98 8.01 6.80
123,94 31.49 16.14 13.05 7.92 7.97 7,50 6.62
49, 40 23.68 13.70 11.01 7.84 7.45 7.12 6.08
45,18 18.44 12,26 9.29 7.10 6.60 6.64 5.89
46,18 16,50 11,19 §.7% 6.52 6.52 6.20 5.80
30,30 12,03 5,99 /.33 5,07 6.12 6.16 5,33

c
18¥93°37 80,11 21,34 75,87 8.00 8.81 9.12 8.56
181.84 55,24 18.68 19.29 8.47 8,25 8.38 8.93
149,70 35.35 15.80 16.01 7.59 7.68 7.65 7.15
153.73 36.83 15.79 16.03 7.66 7.63 7.48 8.00
41,50 17,00 10.36 10.24 6.30 6.32 6.69 6.22
42,08 17.87 10.66 10,07 6.62 6.77 6.29 .56
42,76 17.89 10, 36 10.09 6.66 6.28 6.39 6.70
44,69 17.88 9.94 10.76 6.6l 6.47 6.22 .38

Table 4.3.2u,b and ¢.

Variances of Two-Dimensional Transform
Coefficients (Picture "Tank")

Blockslze 8 x 8

a - Discrote Cosine
b - Walsh Hadamuard
v - Walsh YHaav
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E

coefricients which is necessary For data compression,

Clearly the most important coefficient i 511 which iz the D-U level of the

pleturs. Because of its importance, techniques for error-correcting coding for this

coefficient will be discussed in Section 4.6,

Figs. 4.3.1 und 4.3.2 show the cumulative sum of variances for each of the

I TN T T T -

pictures. In both ceses a block size of 8 x 8 was used. Using these results one
can determine amount of energy lost in truncating the coefficlents,

Although it iy known that mean-squared-error is not a satisfactory meusure of

the ''gondness" of a plcture in the subjective sense, it can be usod us & rough quanti-

=

tative measura for pictures processed using the same techniques. Its usefulness as
ot measure of ''goodness' when comparing two different techniques of data compression
1y questionable, For these cuses one would have to revert to subjective evaluations.

In an effort to determine a useful quantltative error measure which ajrees with sub-

O T P AT T 4 ST . TR TR T W g

jeetive evaluations, several different uvrror criteria which are listed below were

[ calculated and used in some of cthe simula:ion results.

1) Normrlized Mean-Squared-Error (MSE) |

- N 2 o2
€ « L (f-g)° / L ¥
vk ey o

i ot

2) Normalized Memn-Derivative-Squared-Error (NDSE)

e A Lkt et ke A e

i~ N 2, N 2
N LU TR AR L e

3) Nurmalized Mean-Absolute-Error (MAl)

T eyl 4T
e; = I If, -9 /T (|
k) Lel i -1 el i

PSS,
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.5 Two-Dimensional Transforms
=0.96 1 '
% ' A - Discrete Cosine
5 Walsh Hadamard
B
.g Walsh Haar
§0.941
!
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0.90
,‘.E
16 32 48 64  Coefficients

Fig. 4.3.1. Cumulative Sum of the Variances of the Transform
Cocfficients, Block Size » 8 x 8. (Truck)
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where
t‘1 » origlnal signal value.

8y " approximate signal value,

‘The results obtained during the lnvestigationn indlcated that perhaps the normalized.
mean-derivative-squared-error (NDSE) would be more correlated with subjective evalua-
tions rather than the MSE ciiterion. The premise behind th.s hvpothesis is thet the
cverall MSE moasury does not indicate locul distortions in regions wharo sharp contours
e:lat; however, the NDSE would tend to emphasize Jdistortions in ragions containing
sharp contours and high .cesolution,

The results using twoedimensional Hadamard, Haar and Discrete Cosine Transform
for ble rates of 0.25, 0.5, 1.0 and 1.5 bits/pel are given In Tuble 4,3.34,b,¢ for
both the scene of the Truck and the Tank. These results indicate that the Discrote
Cosine Tranaform parforms superior to olther the Hoar or the Halamard, Using 'ISE
criterion one may order the transforms {n the tollowing order with respect to per.
forman.e:

(1) Discrote Cosine
(2) Hadamard
(3) Haar,
thw Hudat-ard and llaur being essentially equal in performance.

Resul:s were obtalned using several different bit assignmeats. Initially the
bit ussigrnent provedure describea by Wintz and Kurtenbach |51 | was used to ussign
bits. The algorithm specified by the authors ls based on the log »f the varionce
of tae coefficionts and 13 shown to be near ontimum, In this procedure a total

number of b ota Mh Iy ngsumed such that

Mb s . B (4.3.1
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whare HJ {s the blts assigned to cuefficient cJ| Using Lagrange multipilers an

oquation for the Lits for each coefficients f oF:iined, i.e,

M, : 2
BJl-n—OmD (anJ-

~3

L lnojz)- L (4.3.2)

J=1

The values for BJ (J » 1,2,3...n) determined by (4,3,2) are next rounded to the

neurest integer.. It can be shown that B, > B, > ... ¥ B, and should the assignment

dictated by (4.3,2) not satisfy (4.3.1), some of the BJ 1re adjusted according to the

tollowing rules:
n
() 1¢ Mb < jtl BJ. take that Bj corvespunding to the lavgest | such that
"

nj > 1 and replace it by Bj + 1,

n
(2) f M, < 581 aj. toke that uJ corresponding to the smallesty § such that
L]

Bl . Bn and replnce it by B, + 1,
The above procedures constitute a suboptimum aigorithm which provides an unequal

assignnent of Mb blts to the n samplus,

Table 4.3.4 indicates the bit asyignments on the 64 transform coefficlents using

this procedure. Using this procedure, truncations of thz tronsform coefficients nre

obtained by not assigning any bits to them. On real data such ns the pictures ussd in
this study, bit assignments giving batter results than thosw shown in Table 4.3.3 are

cbtained, One such variation is to arbitrerily truncate the number of coefficients

to 32 and then use the Wint: and Kurtenbach algorithm on these 32 coefficients.

The MSE obtained us'ng this modifiad scheme ure given in Table 4.3.5 and the bit

ansiznments for this case are given in Table 4.3.6, It Js noted that a reduction

by an order of magnitude in the MSE 14 obtalned using thin procedure, This is due

14v
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@ ;
, MSE Using
o kintz Kurtenbach
: Algorithm on
! Bit Assignments MSE NDSH 84 Cuefficients
0.8 b/p 0.011993 0.017753 0.1 |
1.0 b/p 0.0057216 0.0088961 0.08
[ 1.5 b/p 0.0032147 0.004A886 0.4
Table 4.3.5, Errors Using Modified Bit Assignments
E
E,
: byl B isl22]z]2 8 s ala|3|s|s]s
1 o3 tiya (it HELEEE 2 3
4 R Lol Sirle 2
: R - SEUUE $ 3is)2)e
: 211 N ERTNE ERERE
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* 21, spn) AR
- - l

[ b 2 3 or)2
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xJ i 322

| M yia a2

it —
1 N 3

0.5 bits/pel 1.0 bits/pel 1.5 bita/pel

Table 4.3.6. Vouitied Bit Assignments
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to the fact that using the algorithm on 64 samples (using nn 8 x 8 hlock) a sig-

nificant number of coefficlents are kept und assigned only one bit which probahly

does lictle to inmprove the performance, On the other hand, vhen sne first truncates
the 64 coefficients to the 32 containing the highest information and then applies
the bit assignment procedura, more bits are assigned 0 the coefficients containing
the most information.

Pigs. 4,3.da,b,e,d and 4,3,8a,b,¢c show the resulty obtained using the two- ;
dimensional lladamard and the Diserste Cosine Transformations for the scene of the j
Truck, Results are shown tor 0,25, 0.5, 1.0 and 1,5 “its/pel. Similar results -

for the scene of the Tank are given in Figs, 4.3.6a,t,¢,d and 4.3,7a,b,¢. Results ]

are not given using the Haar Transform since the performance using this technique
is essentially equivalent to the Hadamard, In all cases the qualities uf the

plctures obtained using the Discrete Cosine are supirior to those obtained using

the Hadamard; however, the computational reyuirement:s of the Discrete Corine are
more complicated than those of the Hadumard, The number of computations (additlions)
required for & two-dimensional Hadamard sre 2N log, IN, while for the two-dimensiunal
Dlacrets Cosine the number of computations required are (4N log: N + 4 N) muleipli-
cutions and approximately the same number of additicns as for the Hadamard trans-
tormation. ODue to the complexity of the Discrets Conine algorithm, the Hadamard
transfoimacion in preferred.

One may draw several on.her conclusions from the pictures shown in Figs,
4.3.4a,b,¢c,d4; 4,3.5a,b,c; 4.3.0a,b,c,d and 4.3.7a,b,c. First, it is ohnerved that
even at extremely low hit ratea (0.25 and N.5 Lics/pel) reasonable results are
obtained. There iy some loss of detalls; howeve:, the results of 0,25 bits/pul
are not signifircantly poorer than those obroinad using 0.5 bats/pel. [t one can

withstand the amount of degradation shown in these flgures using 0.25% or 0,5

IER
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4,.3.4a Two-Dimensional Hadamard Truisform .
Technique of Truck; 0.25 bits/pel.

145




St oiied Rl A

4.3.4b Two-Dimensional Hadamard Transform
Technique of Truck: 0.5 bits/pel.
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4,3.4¢

Two-Dimensional Hadamard Transform
Technique of Truck: 1.0 bits/pel.
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4.3.44

"wo-Dimensional tladamard Transform
rechnique of Truck; 1.5 bits/pel.
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4,3,5a Two-Dimensional Discrete Cosine
Transform Technique of Truck;
0.5 bits/pel.
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4.3.5b Two-Dimensional Discrete Cocine
Transform Technique of Truck;
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4,3.6a Two-Dii.cnsional Hadamard Transform
Techn.que of Tank; 0.25 bits/pel.
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4.3.6b Two-Dimensional Hadumard Transform
Technique of Tank: 0.5 bits/pel,
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4.3.6¢ ‘Two-Dimensional Hudamard Transform
Technique of Tank; 1.0 bits/pel.
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4,3.6d Two-Dimensional Hadamard Transform
Technique of Tank, 1.5 bits/nel,
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Two-Dimensional Ciscrete Cosine !
Transform Technique of Tank; ;
0.5 bita/pel.
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bits/pel, then a substantial reduction ln Landwidth can be ~htained. Whether un i
RPV can accept this amount of degredation depends on the resolution required i
which depends upon the many parameters of the mission. To my knowledge, no pre-
determined resolutinn or mission parameters have heen speclfieu whicl would maie
a "yes" or '"rnJ,' answer possible, It is suggested that suitable guidelines or

iimits be determined in order to make these judgements,

g

1 ] Comparing the results, which are almost equ.valent, of 0,25 or 0.5 bits/pel

with those obtained using 1.0 and 1,5 bits for these pictures indicate that the

pictures processed using 1.0 and 1.5 bits/pel are of significantly better quality

TSR TILTT

than those using 0,25 and 0.5 bits/pel. Subjactively It appeacs that there is a
threshold type effect whereby the improvement due to doubling the it rate is i
considerably better in going from 0.5 to 1.0 bits/pel than they are in going

i either From 0,25 to 0.5 or 1,0 to 1.5 bits/pel. Although this threshold type

] at'fect seems true from the subjeétive point of view, it is not notliceable in the
MSE messures given in Tables 4,3.3 and 4,3.,5. The MSE measures givey, In Tubie
4.3.3a indicate that in general the scene of the "Tank' gives significi .1y

superior results than the scere of the "Truck", This improvement is not appurant

subjectively when looking for spacific objects within the plctures. In particuiar
vhen we specify objects within each picture, for example, the tank in one picture
aind @ wheel on the truck in the other, cunsidersble Jugradrtion s scen ‘n bLoth

{ pictures for 0.27 bits/pel. The overall MIE mensurc does no* indicate these

results due to the fact that relatively kigh MSE foi1 a small area does not corn-

tribute significantly to the overcl) MSHE, Tu order .o datermine an error measure
which would tend to indicatc the degradations in areas of high resclution without
1escrting to a calculntion of MSE for some selected urea in A plcture, the normal-

lzod-devivative-squored-error (NDSE) was ca'culated for these pictures nnd the

cesilts are given i Table 4.3.3u. Uring 1hly ereor coiterion shorld enhance the

159




o

3 error at sharp contours ov regions of high activity within the piciure. Although

the numerical values of these arvois are relatively high, they do tend to indicate

the same trend as do subjeciive evaluations in thact they do iudicate the threshold

I~

=8
i

offect somewhat hetwewun 0,5 and 1.0 bits/pel,

e $ b Attt it g ) . SRR Pt Re s 0e = ¢ 53 5

4,4 Hybrid Coding (Noiseless Channel)

O iy

S
‘l

In this section we evaluate the performance of the Hybrid coding schemes

described in Chapter 11I. Since it has been shown that the Tranaform-DPCM and

&
5 OPCM-Transtorm techniques are equivilent in performance, all results given are

e BRIPE NI S

b for the Transform-DPCM schame, Results have alse been obtained using DPCM-

Fransform techniyue; however, they are idertical to the Transforn-DPUM technique,

(ne can interpret the same results fur either system. (n this scheme o one-

Jimensional Hadamard transtorm, using a block slze of 16, was used to remove the

A A - S ST o 1

correiation in the horizontal dirvection and DPCM vechriques ure used in the

vertical direction,  Several vartattons in the DY stiuctures were investigatod,
Frg, 4.1.1 gives the variances of the Hybrid coding signal at the input to

the quantizer for the six pictures,  In theve simulations the prediction coeffi-

i cients in tne DPCM coders are equal to the vertical corvelation coetficient of

] the picture, In this case all of the MPCM coders use the same prediction coetfi-

4 ; - . . .
cient, hut each haw a Jdiffercnt number of guanti:ation levels. In reallety tor

reil Jata the vertical correlations for each coelficient will be litferent and
ditterent prediction coetficienty <hould bte used for an aptimum svetem, However,
the simplivity gained by using only one prediction coetticinnt Is vrobably worth

the slight increase tn ercoee Fig, 30000 and Table 4,4,1 show the nomaliced

f scumalative s oot the vartan s ot gl ot the input tn the quantiter,

Postograms of the di*ference ot the transtorm coetbiclents have hesn obtained

ardoars gilvan cn Appendiv A et this reper Mistoprams ot difference of tne
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transtorm com{iicients appenr bell shaped for all coefilcionts except the first,
VYhe histogram for the first voefricient appears to be completely rundom, almo .t
unilorm in natuare, Such characteristics indicate the majority of the information
1s contained in the differences of the tirst zce{ficients,

Tuble 1,4.2 shows the bit nssignments obvained using the Wintz-Kurtenbach
algorithm, It has been polnted out before that this bit assignmen’. procedure for
real data appears to be rather poor due to the fact that many unimportant coeffi.
clents aroc assigned unly ony bit, thus leaving fewer hits for the high infovmation-
carrylpg coefficlents, A computer search routine was used to modify the bit
acsignmont procedure ‘n order to minimize the MSE, Table 4.4.3 shows results for
sgvaral varifations in the bit assignment procedure. Table 4.4.4 shows the actual
hit aswignments, determined from this study, which were used in the simulatlons,

Tables 4,4,5u,b und ¢ show error measures for the scenes of the Truck and
the Tank, The prediction coefflcients used in the DPCM coder were set equal to
P the vertienl correlations ot the pletures,  The MSE and NDSE ore shown graphi-
cally tn Figs, 4.4,34,b and ¢, Comparing the resuits of Tnble 4,4,5 with those
siven {n Table 4.3,3 for the two-dimensional transfotms, it is obsurved that the
hyhrid voding scheme pertorms almost equivalent to the Discrete Conine, which is
superior to the perfornances of both the two.dimensional Hadamard and Uaar trans-

form tochnigued,

It baw been pointed out in Chapter 111 that using one-dimen:iional teckniques
tooremove the corcelation in the horizontal (vertical) direction does tot leave
the varrelation I the vertical {horizontnl) direction intact as thenry would
auggest, This is {1 lustrated in Table 4,4,0 where we show the vertical correla-

cion ot the transtorm coefticients, Thoswe revults indlcate that a ditfferent

prodicrran caefficient in the DPCM coder should bo used for each coef{ivient,

16l
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this would require a diftecent piedsction woetticient for cach LIUM coder. Table

1,4.7 shows the results ontained using he scene of the Tanb when different pre.
diction coefficlents, equal to the correlation coefficionts given in Table 4.4.5,
are used in the UPCM coders. Comparing these results with those given in Table
4.4,58 where che same prediction coefficient (Aj . oy) is used for all coeffli-
cients, there appears tc be little diffurences, This is due to the fact that the
performance of the DPCH coder i3 insensitive to the prediction coefficient for
nolseless channe's. This statement is not true if noisy channels are assumed,

Figs. 4.4.4a,b,c,d; 4.4,5a,b,c,d; 4,4,6a,b,c,d; 4,4,78,b,c; 4.4,80,b,¢c,d
and 4.4.9a,b,¢,d show the results obtuined using Hybrid techniques on the six
pietures for bit vates of 0.25, 0.5, 1.0 and 1.5 tits/pel, In all cases the
prediction coefficient in the DPCM coders was equal to the vertical correlation
coefficient of the picture. Cowparing the pictures ohtalned using the Hybrid
coding scheme with those obtained using the two«dimensional transforms given in
~he previous vection, it appears asubjectively that the Hybrid coding technique
gives superior resuits to the transform techniques excopt at extremely low bit
rales uf 0.25 bits/pel. At thils low bit rate there appears to be noticeably more
“Plocking effect” in the Hybrid scheme than in the two-dimensional transform
techrsgue v hivh was unexpected. The overull quality of the pictures obtained
using the Hyhrid technique appears to he somewhat better than that of the two-
Jinensionsl transforms, which agrees with the MSE results given previously. One
noticeable point which ia different in the plctures processed using the Hybrid
coding schewne 1s that the subjective quality of the pictures appears to improve
t* & Lincar sense as the hits/pel aro incroased.  This was not true for the

pictures obtained using twa-dimensional transtorm techaiques,
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Coefficient

1
2

e ~3 O Wl A

11
12
13
14
15
16

Correl.dtion

P —

0. 9860
0.64408
0.46013
0.50872
0.22920
0.26723
0.29189
0.31042
0.19161
0.08560
0.09810
0.10369
0.11658
0.10069
0.14176
0.1330

Table 4.4.6,

Carrelation of the Transtormed

Coefficients - Tank (onco-element delay)

MSE (using
Bies Per nll feadback
Pol MSE fuctors » 98531
0.25 0.045522 0.045915
0.50 0.032644 0.0340.21
\ 1.0 0. 020409 0.022548
e m —_— - e mrenr e e o

Table 4,4 7,

Mean-Squared-lirror for the Scene of the Tunk

Using Transform-DPCM und Prodiction Coeffi-
cients ay glven in Table 4,45,
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4,4,4a |ivbrid Coding (Transform-DPCM) of
thio Scenc of the Truck; 0.25 bita/pel.
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4.4,4b

Hybrid Coding (Transform-DPCM)
of the Sceng of the Truck;
0.5 bits/pel,
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4.4.4c Hybrid Coding (Transform-DPCM)
of th. Scene of the Truck;
1.0 bits/pel,
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4.4.4d Hybrid Coding (Transform-DPCM)
of the Scene of the Truck;
1.5 bits/pel.
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4.4,5a Hybrid Coding (Transform-DPCM)
t of the Scone of the Tank;
0,25 bits/pel.
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4.4,5¢ Hybrid Codirg (Treusform-DPCM)
of the Scene of the Tank;
1.0 bits/pel,
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4.4.5d Hybrid Coding (Transform-DPCM)
of the Scene of tho Tank;
1.5 bits/pel.
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: 4.4.6a Hybrid Coding (Transform-DPCM)
| of the sScene of the Trees;

0,25 bits/pel.
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4.4.6b lybrid Coding (Transform-DPCM)
of the Scene of the Trees;
0.5 bits/pel.
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4.4.6c Hybrid Coding (Transtorm-DPCid)
of the Scene of the Trees;
1.0 bits/pel.
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Hybrid Coding (Trans form-DPCM)
of the Scenc of the Field;

0.25 bits/pel.
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4,4,7b Hybrid Coding (Transform- UPCM)
of the Scene of the Field;
0.5 bits/pel.
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4.4.7¢ llybrid Coding (Transform-DPCM)
: of the Scene of the Field;
. 1.0 bits/pel
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Hybrid Coding (fransform-DPCM)
of the Scene of the Meadow;
0.25 bits/pel.
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4,4,8b Hybrid Coding (Transiorm-DPCM)
of the Scens nf the Meadow;
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4,4,8c

Hybrid Coding (Transform-DPCM)
of the Scene of the Meadow;
1.0 bits/pel.
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4,4,8d Hytrid Ccding (Transform-DPCM)
of the Scene of the Meadow;
1.5 bits/pel.
191




H
i
r
'
|
1]

B d

4.4,9a Hybrid Coding (Transform-DPCM)
i of the Scene of the Coast;
0.25 bits/pol.
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4.4,9h Hybrid Coding (Transform-DpPeM)
of the Scane of the Coast;
0.5 bits/pel.
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4,4,9¢

Hybrid Coding (Tranaform-DPCM)
of the Scene of the Coast)
1.0 hits/pel.
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4.4.9d Hybrid Coding (Transform-bPCM)
of the Scene of the Coust;
1.5 bits/pel.
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[t has heen noted previously that the MSE measure does not at times correlate

witnh subjective vvaluations,  This i3 particulariy true when one compares recults of

differont technigues or difturent pretures.  The MSE measure does seem to give useful

results when compiteisons are restrictod to the same plature and the same technique.
dne main disadvantage ot the MSE weusure, which has been pointed out before, is its
inabilley ta Lnllente dogradations in amall reglons of high resalution within a

pleture.  In order to determine the usefulness of a purticular schemu several loeal

area mean-agearedsorror caleulations wore made for the areas containing the tank and

truvk. Thesw rasults are glven in Table 4.4.8 for both the Hyboid technique and the

swoadimensionagl transform techniquen. It Is noted that local MSE fur both the scenes

of che UTreack™ and the "Tank" are easentinlly the same, which was not trus for the

cotal MSE eoleulutions glven before,  The threshold effects hetwnun 0.5 and 1.0 bivy/

s bae o very ovident in thedu rosults,
Tabte o compares the results obtained using NDSE.  ‘lhese raosults correlate

seew o wol D with thove obtalned nsing the focanl MSE.  This indicates that tho NNSH

criterion would be o better messure ot "goodnesa" of the picture in terms of

resdlutlon n reglons of high activity within the plcture,
“imilar rosuits are glven in Pigs, 4.4.% and 4.4,3h and Table 4.4,10 for

Hoinyg theae resulty ono can dufinitely ses the threshold e{fect

ca by plorures,

“opueen Lot 1,0 niesa/pel, Below this throshold the plctures are severely

Pewrmdod whiite above this threshold the pletures are acceptable,

Pre e it o thits ection are sommarired below:

P AU 00 bt el i e low the pletires are severely degraded in terms of

v o o it e e Beher pesa s ja pletures whibch dare essentially

Voo o it e e b peoab e Jdeveadationd,
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(3) Tne Hybrid coding schemr performs superlor to the two-dimensional transtorm

techniques,

g (4) The lccal MSE or '.DSE i8 a better meusure of & parilcular schame's perfor-

? mance in terms of revolution und can be useful in interpreting resules tor different

i pictures and diffevont processas.

& e - 3

: : 0.25 b/p 0.50 b/p 1.0 1.5 .

! f ’ 0.045915 0.034021 0.042545 0.015122

1 | 2 0.049508 0.062092 0.038979 0.028699

i I 3 0.062845 0.038762 0.022145 | 0.016898

: | | o 0.123720 0.085477 0.051024 0.034726

: ; 5 0.078673 0.046,188 0.024358 0.016t91

% ' 6 0.106611 0.075020 0.043468 0.051492

& b -

b P 0 1.11637 0.9779% 0. 81101

g i 2 1,13152 1.08445 0.86836 0.75431

! I 3 1.32364 1.21533 0.91440 0,78864

: | g 4 1.19788 0.15007 1.15427 0.79480

§ ' 5 1.35000 1.22964 0.8193, 0.78992

Ef 4 1.11507 1. 10444 0.8768% 0, 75947 ;

: ! " V. 089595 0.07893] 0.065048 | 0.051427 :
| 2 D.10%021 0,083785 0.069038 0.034252

' 3 0.168510 0.128457 0.092814 0.079510

? V& 0.160493 0.133553 0.105339 ). 034037

] : 5 0.177666 0.134015 n,i01718 (. 080041
{ 6 0.132000 0.111128 5, 086711 K 0.07027} ‘

Table 4.4.10. Comparison of fix Pleiures {Hybrid Coding)
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1,5 The Effects of Channel Nolse on the 'wo-Dimenslonal Hadamard Tcansform aad

Hybrid Coding Techniques

In this section the effects of chanael nolue on both the two-dimansional Hada-

mard Transform and Hybrid Coding schemms ure investigated,

bit error used in these investigations are .001 and .0i.

The probablilitles of

The relatively high nolse

<hannel was assumed so that the effects of channel nolse on the two technlques-would

be readily appirent, so that compariscn between the two techniques in a nolsy environ-

ment could eesily be made.

number from the random number gererator on

excedded a predetermined level a bit error

The effects of

was assumed.

the digital compute> and if this number

nolse were simulated by calling a random

Table 4.5.1 shows the effects of channel errors on the MSE for various bit rater

using twa-dimensiona) Hadamard transform,

the scens of the '"Tank'' using a probability of bit orror of 001.

Figs. 4.5.1a, b and ¢ shov the effects on

Noticeable arrors

aro apparent as black or white squares withiy the pleture, which result when the first

coefficlonts have errors in then.

other errors, in torm of square blocks, uf less subjective Jegradation are also

If one obsarves the pletures closely a number of

apparent. Kkigs. 4.5.2a, b and ¢ show the elfects of o very high probability of bit

error equal to .0!.

btit/pel picture still has a laigu amount of information jntact.

Even at this relatively high oprobabllity of bit error

Subjectively tha

the 1.0

P I CIPUEN TR TR SICTWIPE I FYOTT Py Spteewy T VR T WV SURRSEO R

Using ‘I'wo-limensional Hadamird Transform.

199

Bits Per Bits in Pels in Blocks in Prob. of
Pel MSt Error Errur Error Bit frror
0,25 0.06494 67 67 66 1073
0.2 0.049184 134 134 134 1073
1.0 0.029275 274 274 270 1073
0.25 0.1420 778 724 674 1072
0.5 0,1153 1321 1315 1160 1072
1.0 0.0906 2623 2606 1943 107°

Table 4.5.1 Mean-Squarrd-trror for the Scene of the Tank
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4,5,1a

Two~Dimensional Hadamard Transform
Technique of the Scene of tue Tank;

Probability of Bit Error = ,001:
0.25 bits/pel.

200

M e crane




W
s
14
[
1
)
?
F

T Y T AT ST S ST 3 S

et

SRR e

TR T Y

T

B>

(v

SR e
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4,5.1c Two-Dimensional Hadamard Transform
Technique of the Scene of the Tank;
Probability of Bit Error = ,001;
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0.25 bits/pel.

203




|
! :
i !.
f. l
X T
;
‘.‘ |
1 '
g
d
-
4
',
1
]
i
|
|

4,5.2b Two-Dimensional Hadamard Transform
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4.5.2¢ Two-Dimensional Hadamard Transform
Technique of the Scene of the Tank;
Probability of Bit Brror = .01;
1.0 bits/pel.
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Blts Per Bits in Paly in Biocks in Proh, ot
Pel MSE Brror Hrroer Brror Bit Brror
T o.as 0.0408 59 1) 89 1077
0.8 0.0383 e | 1w 134 107?
%0 0.0277 273 ar 273 1073
0.28 '0.0742 64y 842 831 1072
0.50 0.0717 1919 1308 1274 107
1.0 0.0736 2818 2893 218 1072
L —

Tuble 4.8.2, MeaneSquaved-Brror for the Scens of the
Tank Using Hybrid Coding. 7The Sams Prodict'on
Confficient is Used for Buch Cosfficiant.
etfects of channel nolse on the two-dimensional Hadamard transform technlque seem
te be rather minimal

The effects of channel errors on the MSR measure for the Hybrid coding schanes
ara glven In Table 4,5,2, I+ i3 noted that the MSE for the Hybrid coding technique
is substantially loss than those tor the two-dlmensional transform technique; howevar,
tho quulities of the pletures obtained are considerably poorer than those obtained
using two<dimennional Hadamard transform.

Figs. 4.5.3a,b,c and 4.5,4a,b,~ show these results, In these plctures a consider-
able amount of atroaking in the vartical direction is noted. Thias is due to the fuce
*hat DPCM cuding s used on the coefficionts in the vercical direction and differansial
codirg iy very sersitive to nolse. For these results tho prediction coetficierts for
DPCM coders atre the sume and thay ure equal to the vartical correlation coefflcient,

Table 4.5.3 shows the results obtained using di€f.rent predliction coefficlents for
the DPCHM encoder. Thede cowfficlents are squal to the calculatod corvelations of
individual transfoim cuoefficients when Transfoem-DPCM coding ls used. Since no signi-

flcant improvementy ate seen pictures were not reproduced for these cases,
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4.5, 3¢

cx e

Hybrid Coding (Transtorm. DPCM)
of the Scenc of the Tank;
Probubility of Bit Lrror = 001,
1.0 bits/pel,
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4.5.4a Hybrid Coding (Transfcrm-DPCM)
of the Scene of the Tank;
Probability of Bit Error = .01;
0.25 bits/pel.
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Bits Pay MS ﬂ{tx in Pgls in qucks in Prob. of
Pal krrur frror Error RBit Error
3.23 0.0531 59 59 T 107}
0.50 0.041F 134 134 134 1073
1.0 0. 0280 273 273 273 10”3
0,25 0.1082 645 642 635 1077
0.50 0.0966 1319 1306 1274 1072
1.0 0.0346 2618 2593 2415 10™%

Table 4.5.3, Mean-Squared-Error for tha Scene of the
Tank Using iybrid Codinj.
Predictlion Coufficiont is Usad for Each

Coafficlere,

A Different

Tn the next section opvimiration of the Hybrid coding schemes in order to

reduce tha disastrous effects of channel noise is considered.

V.6 Ontimization of The Hyirdd Coding Scheme

Rusults of the previous section have indlcated the sensitivity of the Hybrid

coding schemes to nolsy channel,

in thls section vesults are given using an optimized gystem,

This was expected using dafferential encoding.

Tae prediction coeffieclonts were optimized “aking into account the channel

nolse as described theoretically in Chapter III,

Fig. 14,6,1 shows plots of the

optimum predicticn coufficlent as a function of the number of bivs/pel. These

curves show that as the channal nolse increcases the predliction coefficlent de-

Creasey.,

clent will ullow any error to die out,

previously for one-dimensinnal DPCH by tesman and Wines

Flg., 1.6.2

This is to he axpected since a lower value for the prediction coeffi-

Similar (estits have heen obtained

{1541,

Table 4.6,1 anl

ahow the MUE obtained using the optimum prediction ceefficients, Com-

paring chece results with those givan in the previous szection, it appears (using

the MSE measure) that vheve is lictle improvement,
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Fig. .6.2 Mean-Squared-Error Using Optimum Pradiction Coefficient.
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‘ : 0.45 0.048595 0.047725
w ';é 0.50 0.038294 0.036299
' é 1.0 0.027681 0.025L38
[ 0.25 0.074222 0.057805
: W 0.50 0.061200 0.048775
E; E 1.0 0.073664 0.039698 *%
: - i
g Table 4,0,1. The Effects of Using Optimum Prediction
: Coefficients in the Transiorm-DPCM System
(! for the Scene of the "Tank'., .
: ut high noise levels are substantial, These improvements can be seen by comparing
4 Figs. 4,5,4a,b,c with Figs. 4,6.4a,b,c, It i3 chserved that at high biteerror
? 1otes (,01) the streaking is significantly reduced (see Figs, 4.5.4c and 4,6 4¢),

The improvements at lower error rates are not as apparent, Since it has been
g shown that the plcturs quality is insensitive to the predlction coefficients for
) a nolseless channel, the uss of .he optimum prediction coefficients would not
1 substantially degrade the picture qualiiy even for nolsasless channels, :
1 Comparing Figs. 4.5.2a,b,¢, which are pictures chitained using the two- ?
i dimensional Hadamard transform, with the results given in Fips, 4.6.4a,b,c for :
é the Hybrid coding scheme, it 1s seen that using the optimized pvediction coeffi- ;
% rionts, subjectively, gives essentially equivalent results as the transform '

method; although the MSE using the Hyb:id coding schemes i3 considerably less,

One of the mean disadvantages of the Hybrid coding techniques i; its

{ sensitivity to noiee, Using the optimum predictlon coefficients iu the DPCM

coders alleviates this to a certain extent. T[hisz optimization scheme basically

reduces the prediction coefficlents so that the errors can damp out more rapidly,
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4,6,3t. Hybrid Coding (Transform-DPCM)

of the Scene of the Tank Using
) Optimum Prediction Coefficient;
' Probability of Error = ,001;
0.25 bits/pel,
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4,6,4a Hybrid Coding (Transforu-DPCM)
of the Scene of the Tank Using
Optimum Prediction Coefficient;
Probability of Error = .0l;
0.25 bits/pel.
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4,6.4bh

Hybrid Coding (Transform-DPCM)
of the Scene of the Tank Usiny
Optimum Prediction Coefficient;
Probability of Hrror = ,01;

0.5 bits/pel.

221

he—

e et e i1 14 et 8 6 o e



AT,

cencR R

-l

TR T T

e e BT i L mbtada o i S

4,6,4¢c Hybrid Coding (Trarsform-DPCM) ‘
of the Scene of the Tank Using ;
Optimum Predictinn Coefficient; ‘
Probability of Error = ,01;
1.0 bits/pel.

222




It L8 tha propugation of errors in tho di€ferontial encoding acheme which causes

¢ n et mpe 4 e on e b s

tue severe streaking In the plctures. Poeriudic vesetting or initialization can
be used effectivaly to remedy the propugatinn of errors in LPUM,
Piga, 4,6.60,b,c and 4.8, 7a,b,¢c show tha effects of resetting the DPCM procosw

E
1

after every 16 Llinea for probability of erravy of 001 and 0,01 vespectively, Wige,

“? 4.6.8,h and 4,6,¥a,b,c show the result obtained {€ the periodic resettings are

E done every 32 lines. 1n all cuzes the optimum preuiccion coefficients wers used,

g _ Gonsidevable improvements in plcturs quallties when channel noine Ls present ave

‘% . obtained using the perlodic reset ng technique, ‘The results of there plctures are

; superior to those using the transform *schniques in tha prasence of channel noliv,

i ince most of the irformation la contalned in the first cuefficient, orrovs

g in this coefficlent would have significunt effeut on pleture quaiity, The use of

ii srrar correcting coding on the important coetfficivnts wauld be advantageous, Figa

i 4,8.100,b,c and 4,6.11a,b show results assuming error corercting coding on the )

Elrst coefficiont for probability ot bit errors of 0,001 and 0,01 rowpectively,
The bits/pel specitied on thnse pletures do not include the bitr required for the
error correction; howwver, since only the first coefficient s assumed to b coded
in this manner the average bits/pel will not change significantly. [For the results
; shown 1n these figures no periodic resetting was done; however, the optimum prodic-
tion coefficients wrre used {n the DPCM coders, Tho rosults are seen to he algnitl
cuntly batter than those obtained using onlv the optimum prediction coefficlanty;
however, they are poarer tnan those obtulned using periodic remntting,

Figs. A6, 10a,b,¢c and 4,6,13a,b,¢c show tne effocts of using a preldiction coetii.
b cient of 0,5, This was an srbitrary choice to see the effects on pleture quaiity,
Using such a low value for tho prediction coefé.client eliminutes & considerablo

anount of the streaking which occurs when clther optimum non-noise or eptimum.noie
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Hybrid Coding Scheme Using
Periodic Resetting; N = 16;
Probability of Error = ,001;
1.0 bits/pel.
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4.6.7b Hybrid Coding Scheme Using
Periodic Resetting; N = 16;
Probablility of Error = .01;
0.5 bita/pel.
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Periodic Resetting; N = 16;
Probability of Error = ,01;
1,0 bits/pel,
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Correcting Code on First (oefflcient;
Probability of Error = .001; :
0.5 hits/pel. 1
237 ;
1




YT O T NTETTET g e TS - 7 Y TR Y

TR

[ 4,6,10c MHybrid Coding Scheme Using Error
Correcting Code on First Coefficient;
Probabiiity of Error « .00},

1.¢ bita/pel.

238




TR R T BT T SRR

e

4.6,11a

Hybrid Coding Schome Uving Error
Correcting Code on First Coefficient;
Probability of Hrior o ,01;
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4.6.11b

Hybrid Coding Scheme Using Error
Correcting Code on First Coefficlent;
Probability of Error = .01;

1.0 bits/pel.
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prediction cosfficients are used (see Figs. 4,5.3a,b,c and 4.6.3u,b,¢), The picture
nuality is not substantially reduced,

Figs 4.6,14s,b,c and 4,6.15a,b,c show the effecta‘nf using a value for all
prediction coefficients equal to the vertlecal correlation nf the plcture and
assuming error correcting coding on the first coefficlent,

Table 4,6,2 compares the MSE for the various rechuiques used in thess investi-
gntions., The results and conclusious about Hybrid Coding Schemes are summarized
velow!

(1) The picture quality is very insensitive o the prediction coefficlent
except for the case of noisy channel. in these cuser n low value for the prediction
coufficlent should be used,

(2) The MSE dowss depend on the prediction coefficients and indicates at
times the opposite conclusions than subjective evaluatlons,

(3) The Hybrid coding schewes can he designed to our perform two-dimensional
transforn techniques even when chainel noise ls considered.

(4) Periodic resetting uring the optimum prediction coefficient gives superior
rasults than all other techniques,

(5) Error correcting coding on tho first coefMciont is effective in improving

the results in the noisy channel cese.
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CHAPTER v

2-D TRANSFORM WITH ADAPTIVE QUANTTZATION

9

5.1 Invroduction

In this section wa descride and evaluuwte the performance of the two-dinensional

trans form technique using adaptive quantization. In a typical tio-dimensional

oy

transform .systom the process 1s to compute the transform of a sub-image of uize
n xn, resulting in n2 coefficients., Redundancy reduction is achieved by eliminating

all but the M most tmportant coefficients, These coefficients are quantized and

) o e - e b

codud by some type of "optimum' coders which are matched to the statisti:s ot the
cosfficients, For sequency type transtormations thy variancex of the coerticivats
decrense thus packing most of the information ir the low-sequency coefficienrs and N
the nuaber of nuantization levels used to quantize each coefficlait decrenses with k
Aaereasing variance.  For this type of cperation the number of quantizers requies!

will be the same as the number of coefficients retained. 1In gensral, the guantizers

are assumed fixed and the design ot ecach quantizer {4 hased on the average .tati-tics
ever u large number of pictures, This type of procedure performs sat.stactorily on i
the av-raqe; hewe ety the quanticution errevt ¢or he roaatively larg: in jegion ot
high activity. resulting in a considerahlu loss of resolution. On ti other hand

if one dusians fixed quanrizers hased on rugions of high activity within the iruage,
then coefficients 1n regions of low nativicy (constant intensity levels) ave yusn-
tized with more accusacy than s required, thus relucing the averall reduction ratio,
M-¢ ndaplave system shown in Fig, 5.1.1 is propowed a3 u relurively simple scheme

tor improving resolution in reglena of high activity within the imige,

It operation, the block transtormacion and truncation procedures are the wame

as o conventional twoe-dimenwional scheme resalting in M coefficients which are
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deemed sufficlent for the quality of picture desired, [n n conventional non-adaptive
system, these coefficients would be quantized using different numh.r of quantization
levels for each coefficient depending on the variances, Using Flxed quantizers this
procedure results in only an average approximation to the “optimum' quantizer as
indicated baiorc. In the propased syutem shown in Fig, 5.1.1 tho variunces ot euch

coufficient are continuously estimated using K previous samples i.e,

Y K .
I T
i K pel P
(5.1.1)

where i uanotes the coefficient, These estimates of the variances of the coefti-
clents are used to normalize the coefficlents before quantization, thus resulting
in a better "match" of the signal to the quantizer. The rapldity of the aduptation
algerithm depends on the number of samplos (K) used in estimating the varianceu,
For active regions in the image n small valua of K may be desirable; howover, too
snull of K will result in considerable evror in estimation of the varlance, thus
restulting In degradation of the compressed picture, Using such a technique as
described anove requires, of course, transmisston of infornation to the receiver
of the vrriarses or standard deviationy of the coefficlents,

1t s the purpose uf this chapto. to .nvestigate the performance of the adap-
tive system nlong with various tradeotfs in terms of system complexity, bit reduc-

tion ratio, etc.

5.2 Two-Dimenaional Hadamard Using 32-Coefficients

Normalization of the transtorm coefflcienty and using the same quantizev foy

all coefficiunts would resul® in u considerable reduction of hardware vequlred;

however, the resulting plcture would be consideralily degraded using fixed yuantizers.




w—a  p.

B o

lt i3 of interest to inucestigate the possibility of using the adaptive scheme using

only one quantizer for all the coefficients and to compars this system with differ-

ent blt assignments for eack coefficient, lor this investigontion we keep the 32.

coefficiunts with the hizhest energy content rather than letting the bit assignment
nigerithm cruncate the coefflcients as wans done in Cahpter IV,

This normalization procadure was simulated for the plcture of the "Truek" using

a 4-bic exponential quantizer and the Max's {137] 4-bit quantizer, The results of

those simulations ure given in Table 5,2,1,

1

Max Quanti.oer Bxponential Quunti e
M&E 048177 004753 l
MOSE: L061003 1 AOSUROA Il

man s -

Table 50200 Moan<Sguared -Frrov and Mean-Derlvative-
Squared -trror tor the Scane of the Truck,

For eomparison purposes the bt assipnsent peacedure used in Chapter 1V way
o eseman s the tatal number of toeffrerents te e £ instend of o4

As poanted out i Chapter IV using the totay number of costticionts as 32 and
appiving the bt assignment eole doseribed in Chaptor IV vesults inoa reduct fon (e
MU by an order of magnltude.  T™is {8 to be vxpected since by arbitravily truncating
Fhemmber of corFEieients ta 32 resulty in more hity being assianmd to the moyt
tmportant coetficienta.  Using the bit assignment algorithm on 63 coutficionts as
wias ddone [ Chapror IV resules in several high order coetficients helog assigned
Coor 2 Bt which aoes not contribute signiticantly to the pleture qualtty.,

Table 500 0 vuivivh has boen prosented o Chapter [V) ahow. the bt asvignment s

el fue e tlective bie rates of 0L, L and FoS hirs/pel. Table §.2.% thaws the

MR
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1.5 hits/pel

Table 5,.2,2. Bt Assignments (sing 32 Totul Coet'ficients.

vrrars ebtained wsing this procedure atong with the crror obtained using ol coetticiente

and Tetting the brt o assignment aigorithm truncate the nunber ot coefticionts a4s was

done in Chapter V. A constderable decrea .o in the tatal MSF - notwd

-

5.3 Adaptive Algorithm laing (e guantlzer

1o this section we evaluate the performance using one quintizer which is adjusted

by the adaptation algarithm described earlter.

As was mentioned before thy variancos

or the stundord deviation of each coetficient are entimateu from the X previous co-

efficionts and these estimates are ysed to normalize the coeftficients. Table b8

shuws the rosults obtabned wsing vartces numbeyp o

E

caetticients far estimating the

Vatlanoe For these simalations a b bit coponontial quant bier was used,
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R o e -
Sample | ' ]
Sizo ! MSE MOSE
— S, - e -
! [ 0.015969 D,57513
1t 00084124 0, 5725¢C
32 0.0059297 0.1.4978
64 0.0060447 0.55245
128 0.0060791 0.55104
| 256 0.0060519 0,54845

Table 5.3.1. “The Hffects of Sample-Rize In Estimating
the Variance of the Cosfficlents.

A prablem exists using srall saaple sizes when the intensity level s essen-
tially conatant. In this case the estimated variance will be zere which would
cvude u normalization prehlem. This situation was encountered using sasple afzes
of 8 and 14 In the simulations. Thiw situation could te remedlivd by several tecn-
niques, such as using a Jdiffersnt “activity' measure or using some predetermined
algorithm used {n these caswes were to initisllze the sctandard deviation te one
and then to increase it by one until the coetficient fol) within vhe juantizers
range.

Using too large of a sample size i estimating the vari.nse will result {r
little ur no ndaptetion characteristica, ‘he results of Tcble 5.3.1 indicate that
a sample 1l+e of 32 wouiu 2ive the best results,

Resuits using a sample size of 3. for estimating the variance and a common
t-bit exponentiul quantizer for each coetficlent und bit ussiygnments according to

the Winte Kurtenback aogovithm i51) for the 3 estimatsy of the standard deviation:

are given in Table 5.3.2.  ihe hiy ansignments used are showh Ln fable 5.3.3
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Lrtective Bits i
threct ve kit Rate \ssigned to fatimate —l MSE : MNSE

Ty [ T T | R TTH00e Joad )T 0.593367
4 .0 0.0060391 9,593
5 1.0 .0.0060274 0.54915
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vable §5.3.2. Beror Measurer Using o Comson Quantizer for
™Te Cocfficients and Difrerent Quantizers
for The Estimates of The Standard Deviations.
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hewe results icdacete that this structure would be of Fittie vse for data

comprossion und are anly included for conplereress.

5.4 bRCT Enioding af The Fstimates of the Variances
In thae section we Invostigate the results oltuine. using differential encoling

ui- the esti~ates at the variance and using difrerent yuanti.vrs for esch of the

coofficlents

Fig. §.4.) shows the autocorvelation of the variance estimates for coefficient
ore using Jifferent sample sizes for estimating the variances of the confficients.

Similar resu!ts have been uhtained for the other coefficients and are sssentially

the same as those shown for coefficient one.  Pigs. 5.4.7 through % 4.0 show plots

of tho estimated variancer for the rirst coefficient. 1t is rited for & sample aise

of 32, which gives minivum MSE, the estieates have consaderable variations. 1t i

thess variutions which provide tha adaptive Feature. Ae¢ the sanple siie tur estinating

the vartance. s incereaned there 18 very Little chiinge 1o the vatiance estimatoe tro=

sviple te sanple A saaple siio too large will negate the adaiptive feature baga.
5.0 7 through L4 10 dhow representative plots using 4 somple <ize of 3 for the aevond

through the Fth conficiont e timates ol th, vy oo e lar o et ave e oo

abtained ¥or the resaining cocfficionts, up through the thirty -second.

The ettt ts of usting toc targe or too s of n sampde vioe arte o clent o,

thete rorrelation cuyves goven In Fip. 5,400 Too 'arye of 4 semple siie w Y1 onot

albow the eativate of the varfance te change in regions of hagh avtivity withiy the
proture
oo o vample spte af 10 for the estamates of the variances, histoguams ot thy

diffovence botween the satimated variances are shoan din Figs 5 001 theough oy 04
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2? for coefficioats 1 through 4 respectively, These are to be compared with the histo-
' gtams of the estimates of variances shown in Flg, 5.4,15 (shown for coetfficient 1
only).

Simulation vesults were ottained for the scene of the "Truck" using a sample

sizo of 32 for estimating the variances, A two-dimensional Hadamard Transformation

v was perforwed on a block size of 8 x 8, resulting in 64 coefficients., The trans-
form coefficients were arbitrarily truncated to the 32 containing the most {nforma-

tion and then the Wintz-Kurtenbach blt assignmant algorithm applied to these

Fmi s ey

remalning 32 coefficients, DPCM encoding was used on the estimates of the standuvd

deviations. Only one DPCM encoder was used to encode the wst:mates of the standard

STl e

deviations; however, in this simple aystem it is necessary to transmit 32 additional

ploces of intormation regarding the estimates of the standard deviations,

e i

Table 5,4,1 shows thase vesults in tabulated form, Also shown in this ‘'able are

Table 5,4.1.

3i the resuity obralaned using the non-adaptive two-dimensional Hadanard transform scheme,
3 ! Bits tor
B I Bits/petl for Difforential Bncoding Effective MSE NDSH
ﬁ D Intensity of §.0. Estimates Bit Rate
b Porse - .
0.6 1 1.5 0.016279 0.90184
(0.0.3530) (0.50030)
0.5 F 25 0.015188 0.83545
: 0 3 () 0.0148:% 0.:410604H 3
1 ; 1.0 1 2.0 0.008486 0,752
s i 1.0 2 3.0 0.0083825 0.71167
I 1.0 3 4.0 0.007802 0.69896
|
] 1.5 ) 2.5 0.0050283 0.56272
i 1.5 2 3.8 0.0047879 0.55775
o | 1.3 3 4.5 0.004204 0.54165

Simulation Results Using Adaptive Scheme

FFor The Scene of The “"Truck"
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Figs. 5.4.16 through 5.4,27 show photographs of truck using the adaptive
scheme, Those pictures are to be compared with the non-adaptive reaults glven
in Chaptar IV, Significant improv.ments are noted using the adaptive scheme,
For example if we compare the cases of approximately O.S'blts per plcture element
using the acaptive technigue shown in Fig. 5.4.24 with the non-adaptive case in
Fig, 4,3.4b, we see that the edaptive case is superior. Similar results are
observaed for the 1. bit/pel case,

Tha preliminary investigations given here for the adaptive scheme seem to

indicate that it has meri: and probably should be investigated more thoraughly.
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54,16 Two-dimensional Hadamard transform
with zonal filtering using the
exponential quantizer. 4 bits/pel.
32 retained ccefficlents,
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5.4,17 Two-dimensional Hadamard transform
with zonal filtering and PCM encoding.
Different bit asasignments frem
chapter 4. 32 retained coefficients,
1.5 bits/pel.
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5.4,18 Two-dimensional Hadamard transform
with zonal filtering and PCM encoding.
Different bit assignments from
chapter 4. 32 retalnod coefficlents.
1.0 bits/pel.
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5,4,19 Two-dimensional Hadamard transform
with zonal filtering and PCM encoding.,
Differont bit assignments from
chapter 4. 20 retained coefficients.

0.5 bits/pel.
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T

Two-dimensional Hadamard transform
with zonal filtering and differential
encoding, 2.0 bits/pel., Adaptive
algorithm on 32 retained coefficients,
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5.4.21 Two-dimenslional Hadamavd transform »
with zonal filtering and differential
encoding, 1.5 bits/pel. Adaptive
algorithm on 32 retained coefficients,
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5.4,22 Two-dimensional Hadamard transform
with zonal filtering and DPCM
encoding., 1.0 bits/pel, Adaptive
algorithm on 20 retained coefficients.
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54,23 Two-dimensional Hadamard tranatorm
with zonal £iltering and adaptive
ditferentisl encoding on ¢ only.
20 coefficients retained,

0,5156 bita/pel.
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5,4.24
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Two-dimensional Hadamard transform
with zonal filtering end adaptive
difPerentinl encoding on cj. and ¢2
only, 40 coefficients retained,
0.53125 bits/pel.
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Two-dimensional Hadamard transform
with zonal filtering and adaptive
differential encoding on cj, ¢,
and c3 only, 20 coefficients
retained. 0.55469 bits/pel,
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' 5.4,26 Two-dimensional Hadamard transform
3 with zonal filtering and adaptive
] differential encoding on 8
3 coefficients., 12 retained

coefficients., 0.5 bits/pel.
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5.4.27 Two-dimensional transform with
zonal filtering and adaptive LPCM,
24 retained coefficients.
8 adaptive cosfficients.

E 1.0 bits/pel,
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: 5.4,28 Two-dimensicnal Hadamard transform :
f with zonel filtering and differential :

: encoding, 11 retained coefficiente
1 11 adaptive coefficients. !
2 bita/diff, Average bit

assignmont: 1,0625 bits/pel, ‘
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5.5 Variations in Adaptive Scheme and Rucommendutions for Further Investipations.

The results given in Section 5.4 relied on asslgning at least one bit For encoding

the difference in the ostimates of the standard deviations.

Using this scheme and

~an average of C,5 bits to encode the coefficients results In an average of 1.5 bits/pel

for the effective bit rate.

Several variations in the schome could be tried such as

uting a bit assignment procedure to encode the differences in the standard deviations.

Thls wou!d result in truncating some of the estimates and transmitting only the impor-

tant onas,

In order to nee what effects such a procedure would have on the error, .everal

simuiations wers performed using adantation on only the first few coefficients, Theoe

results are shown in Table 5.5.1.

! Number of Average Bity Bits Assigned | 1
Cosfficlents Assigned to the Differ- Btfuctive MSE NDSE

Using the to Transform ence v the Bit Rate . |

Adaptive Scheme Coefflicient Estimate

1 5 1.0 0.5156 0.011860 0,515625 t

' 1 and 2 .5 10 0.53125 | 0.011347 '

1, 2 and 3 5 1.0 0.54875% 0.0119 0.8. 601 ]

Table 5.5.1. Results Usiag the Adaptive Scheme on

Only The First Fow Moefficients.

It is seen from tirse results that using the adaptive feature on only the tlrst

fuw most Lmportant terms give equivalent and as a matter of fact slightly hetter

results than thuse uvbtalned in the previous section (see Table 5.4.1).

This is due

to the fact that using only 32 samples to estimate the standard deviations can result

in srror as expiained before and thus It is ontircly possible that using the adaptive

feature on the lower and more intormation carrying coelfficlents could redult in less

error.
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The results given in this chapter are fav from conclurive. The study of the

;, : adaptive scheme was inltialized during the lagt month of the contract which Jid not
laiave sufficient time for complete cheoretical and experimental iAvestigations

‘ Even with the preliminary rosults ohtained thus far it is seen that this adaptive

scheme performs considerably better than the non-adaptive scheme. The hardware

tnvolved in irplementing this scheme is rather minimal e.g.

LS PERTIE T

(1) For estimating the variance, u divida by a multiple of two cun be implemented

by a shift regigter,
(?) Normalization ct Coefflcient.
{ {3) DPCM encoders for the estimatss,
! In view of the results obtained to present, it is recommended that udditional
F aftort be expended to optimize the systems descrihed ahove, One other improvemsnt
which should be investignted is the elimiration of the necessitv of tvansmitting
the estimates of the variances. This could be accomnlished by having a predetermined

algorithm which by looking at rhe bit stream for each of the coefficlents we could

adjust the quantizer in sume predetermined monner. ‘the rec:iver could then use the
dama ruler to adge 4 its quantizers thus elimins<ang the need for tranmitting
information about che estimates of the variance. Such companding rules (for example
the 7-7-4-3 ~uln) have been used successfully in deslyning adaptive systems for

sper . s.znals., In addition the adaptive prucedures described here could be used on

the liybrid coding techniques.
An investigation of this type can readily be performed by computer sedrch

tachniques.
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CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS

The frame-to-frame reduction techniques described in Chapter II do not seenm
at the present time to bo upplicable to the RPV mission dua to the complexity of
implomentation and the large amount of storage required. In order to obtain
large bit reduction ratios, it is necessary to be able to predict the movement
of picture elements from one frame to another, This requires that relative accu-
rate knowledge about such parameters as:

(1) Vertical and horizontal fields of vision

(2) The velocity vuctor

(3) The altitude

(4) Optical parameters such as focal length, etc,

(5) Depreasion angles

(6) Frame rate

{?) Dimensions of the frame

If the parameters noted above are known, large bit reductions are possible,
even though it is requirsd that synchronization information be transmitted along
with each sample, The system was analyzed in Chapter II using simulated pictures
and the results are presented there, Sensitivity .o the accuracy of the paraneters
glven above are included, Real pletures could not be used in the simulation due
to the lack of consistent data from frame-to-frame.

The frame-to-frame techniques described in Chapter II would be usaful and
practical for synthetic frame generation at the remote ground station. This
would enable the use of relatively slow frame rates and using the algorithms

given, one could ¢asily generate synthetic frames for insertion at the ground
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station, This would eliminate some of the psychophysical effects of using slow
frame rates, |

Chapter III gives theoratical results using two-dimensional transform tech=
niques and Hybrid coding techniques. Por the liybrid coding schemes both the
TransSorm-DPCM and DPCM-Transform techniques are considered. It is shown that
both systems have eiactly equivaient pesformances; hence, due to the simplicity
of the Transform=DPCM it i preferrad,

The ordor of implementation complexities of the two-dimensional trensform
tachniques and also tholr order of performances are:

(])‘ Karhunan Lodve

(2) Discrete Cosune

(3) Fourlier

(4) Hadamard

(5) Huaar

Due to implementation simplicities the Hadamard or the Hasr transforms are
gonerally preferred for practical systems, These two-dimensional schemes are
generally performed using two ore-dimensional transforms, OUne in the horizontal
direction to ruwtve the currelgtion in tha* sputiel direction and tnen one in
the vertical direction to remove the correlation in that spatial direction,
Althnugh thooretically the removal of the correlation in one spatial direction
does not affect che correlation in the other, for real data, such as the pictures
used in this investigution, this is shown not be the case,

It 1 shown that the Hybrid cnding schemes perform better than most two-
dimensional transform techniques, being almost equal in performance to the two-
dimenslional Karhunen Lo2ve transform techniques, The sensitivity to the

prediction coefficients in the DPCM encodors are shown to be minimal,
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The effacty of channuel nolse un the Hybrid coding schemes ara shown to be conaiderably
more degrading using these achemes than on the two~dimensional transform schemey,
Howaver, by ortimization of the Hybrid coding schomes and by periodic initialization
the sensitivity to nolse can be greotly redusnd.

Several differont error criteris were investigated to see Lf some type of quanti-
tative mensuros could be obtained wnich would correlate well with subjective evaluations,
Those investigated were:

(1) Normallzed-mean-squared-ervor (MSE)

(2) Normallised-cderivative-squared-urror (NDSE)

(3) Normallzed-mean-absolute error (MAR)

Results indlcate that the MSE measure gives good correlation when one rostricts the
evaluations to che sane plcture and to the same processing techniques. This measure
can be used effoctively for determining the vffects of lowering tho bit rate, noire,
ete, when comparing the .ame procossing techniques. The NDSE measuvre anpears to be
move corvelated with subjective evaluations, as far as the resolution obtalned is
concerned.

An adaptive scheme for the two-dimensional Hadamard transform technique was
provosad aml investigatod which pives conslderably better results thon fixed two-
dimensional transforms, This technique is slightiy more comples; however, the improve-
ments miy well be worth this increased complexity.

Numerous pictures using the techniques described above are given in Chapters
IV and V,

Toble 6 sumnarlzes the important average charactoristics of the techniques studied
in this lnvestigation along with several rcsults taken trom the literature. These
methods are thought to be the most applicable to the RPV.

It 13 recommended that further stuwly be performed on the adaptive algorithm
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prosented In Chupter V. In particular an adapration algorithm should be determined
which requires the tramsmission of no additional information., Such a aystem should

not by much more complex than the conventionral twoedimeniionnl transformations or
Hybrid coding techniques. The use of error correcting coding for buth types of systems
(Transform and Hybrid) should be investigated along with channol characteristics and
transmission modems. The effects of finite word lengths used on a practical system

should be considerod with regerds to the sensitiviry of the processing techniques,
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