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A. INTRODUCTION 

The mechanical properties of infrared transmitting 

windows had not been considered the limiting factor in 

their application until the recent requirement for windows 

in high power laser systems.  Of the several classes of 

candidate materials the alkali halides exhibit the lowest 

optical absorption at the longer wavelengths; however their 

poor mechanical properties and hygroscopicity may limit their 

usefulness.  Water absorption may be avoided by application 

of appropriate protective coatings.  The problem of low 

strength, reflected in poor mechanical stability under 

loading and thermally induced stresses, has been addressed 

here and by others by applying various strengthehing 

techniques such as solid solution strengthening, strain 

hardening, texture hardening, grain boundary hardening, 

precipitation hardening, radiation hardening and surface 

protection.  However, the requirement of good optical 

transmissivity at infrared wave lengths restricts the 

appropriate strengthening mechanisms to those processing 

techniques that do not contribute to optical scattering or 

absorption. 

This research effort has included work on strengthen- 

ing of the alkali halides by hot forging and texture 

hardening and studies of the brittle fracture, fracture 

toughness and fatigue failure of these materials.  The 

Preceding page blank 
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present report includes work on the substructure formation 

during forging and attendent studies of grain boundary 

mobility and diffusion which contribute to understanding 

the secondary recrystallization problems in the forged 

halides.  Additional work has been initiated to provide a 

capability of doing TEM on the halides to compliment these 

studies.  The problems of measuring and adequately character- 

izing the fracture strength distributions and of proof 

testing these materials have been considered with regard of 

the problems of designing with these brittle materials. 

Finally, the fracture toughness and fatigue behavior of KC1 

have been investigated. 

This research has been carried out primarily by 

graduate students.  Because of the extensive nature of this 

investigation, several research teams have worked together; 

polycrystalline material prepared under the same processing 

conditions have been used for most of the mechanical testing. 

The various individual efforts have been directed by 

Professor H. K. Bowen, Professor R. M. Cannon, Professor 

F. A. McClintock, Professor R. M. N. Pelloux, and 

Professor J. B. VandeSande. 
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B. SUBSTRUCTURE FORMATION DURING HOT FORGED KC1 & KBr 

B.l INTRODUCTION 

Substructures developed by forging KC1, KBr 

or other alkali halides have been shown to provide 

sufficient improvements in the mechanical properties of 

these materials that they are potentially useful as laser 

windows.  These microstructures are largely deformation 

structures, although subsequent recrystallization or even 

concurrent recrystallization can contribute in part to 

the final microstructures.  This section summarizes the 

results of the forging study with particular emphasis on 

the factors contributing to the microstructural develop- 

ment during forging or creep of potassium halides. 

3.2    EXPERIMENTAL PROCEDURE,  Crystals of KC1 or KBr of 

various dopant or impurity levels were used.  High purity 

single crystals of XC1 and KBr were purcha3eä from 

Optovac .  Strontium-doped and bromine-doped KC1 crystals 

were obtained from Raytheon* and AFCRL**, respectively. 

*  Brookfield, Mass. 

T  D. Readey, Waltham,, Mass 

** H. Posen, Bedford, Mass. 
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Calcium and strontium-doped KC1 crystals were also 

grown in our laboratory from Fisher reagent grade 

powders by the Czochralski method while under a nitrogen 

atmosphere.  The Sr or Ca doped crystals had dopant 

concentrations between 40 and 1000 ppm (molar).  Most of 

the crystals were forged in the <100> direction although 

a few pure KC1 and KBr crystals were forged in the<110> 

orthe<lll>  direction. 

The forgings were done in compression using a 

closed steel die with a Grafoil* die liner on each face. 

Specimens were usually forged to a true strain of 80 - 

140% and at a strain rate in the range 0.05 to 0.2 min"1. 

Samples were forged over the range of 180 to 74 0oC for 

KC1 (T/Tn, = 0.43 to 0.97) and of 21 to 705oC for KBr 

(T/Tm = 0.29 to 0.97) to observe changes in the micro- 

structure.  Samples were hot ejected from the die and 

quenched in the ambient atmosphere to try to preserve 

the deformation structures.  Polishing and controlled 

etching by alcohol diluted water revealed grain boundar- 

ies and substructures.  Grain sizes were reported as the 

average linear intercept. 

* Union Carbide pyrolytic graphite paper 0.01 inch thick. 
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The starting crystals typically had diameter to 

height ratios, D/H, of 1 to 2, so that by the end of 

the forging D/H was typically 10 or niore.  This causes 

a significant hydrostatic constraint to develop because 

of friction between the punch faces and sample.  Flow 

stresses were corrected for this effect using the 

approximate relation from Hill1 

o.. = 

'Wl' 
(1) 

where oy is the flow stress, and P is the average 

forging pressure.  The coefficient of friction y was 
it 

taken as 0.12 for the Grafoil liners.  A typical stress- 

strain curve during forging. Figure B-l, shows that after 

about 40% strain the flow stress approached a constant 

value.  The increase in the apparent stress at the end 

of the test resulted from contact with the die wall. 

The hardness or flexural strength was measured 

for a few samples to indicate the effects of the deforma- 

tion.  The experimental details were described in more 

detail previously. 

* Union Carbide Pyrolytic graphite paper 0.01 inch thick. 
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B.3   RESULTS.  For essentially all of the test 

conditions, the results indicated a steady state 

condition was achieved in which the stress no longer 

varied with increasing strain.  The microstructures 

described were all taker from specimens forged to 

reach the steady state conditions. 

Deformation Microstructures.  The examination of 

the microstructures of the forged crystals all revealed 

two consistent features.  Firsc, as shown in Figure B-2, 

there is a strong crystallographic texture retained in 

the deformed pieces. The textures, as have been discuss- 

ed previously, were all consistent with deformation 

textures expected from the theoretical work of Chin3. 

Crystals forged in the (100> direction retained that 

texture after forging. Crystals initially oriented in 

either the (.110>  or the ^111>  direction tended to 

rotate to give a final orientation of ^110^> as 

predicted. 

In addition, as shown in Fig. B-3, all the 

crystals exhibited a relatively equiaxed subgrain 

structure after forging. There was no evidence of 

blocky subgrains as have been seen in some studies such 

4 e; 
as reported by Poirier for NaCl or by Clauer et al for 

molybdenum.  The difference in this case is believed to 

10 
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be related to the fact that the severe geometrical 

constraint from the very small height to diameter ratio 

requires slip on several systems, including the secondary 

systems,  in contrast, on single crystals with larger 

height to diameter ratios, slip can be restricted to one 

or two slip systems leading to blocky subgrains with a 

bimodai size distribution. 

Stress Dependence of the Subgrain Size.   The range 

of steady state flow stresses can be seen in Fig. B-4 in 

which the normalized flow stress, a/E/ is plotted against 

the homologous temperature at which the experiments 

were done.  It can be seen that the data for the undoped 

KBr and KC1 are essentially identical on this plot. 

However, the controlling creep or deformation mechanism 

was different over the range tested.  At the low stress, 

high temperature end the deformation is expected to 

satisfy a power law creep relation.  Most of the stress 

range is in the exponential creep region.  Even at the 

high stresses it appeared to still be in the range where 

steady state creep was obtained; however, at the lowest 

temperatures and highest stresses the behavior is very 

closely approaching non-steady state yielding behavior. 

In NaCl Blum and Burke estimated the transition stress 

between the power law and exponential creep regimes to 

11 
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be about 300 and 1200 psi, respoctively which would be 

a/E of about 0.17 to 0.40.  The flow stresses for the 

KC1 samples doped with divalent impurities were higher 

as expected. 

As has been found in many other materials, the 

steady state subgrain size is primarily a function of 

the applied stress.  The results of the tests on KC1 
Q 

from this program as well as samples from Kulin et al 

9 TO from Klausutis et al and fromKoepke et al  are plotted 

on Fig. B-5 which shows the subgrain size vs. the steady 

state flow stress.  This graph includes samples of pure 

KC1 as well as samples doped with Sr or Ca in the 100 - 

500 ppm range, and also a point from the sample of 2KBr 

- 1KC1. The  results plotted from other laboratories 

include data on undoped KC1 as well as for materials 

doped with a few percent monovalert impurities of 

either bromine or rubidium or with small levels of 

divalent europium.  The results are consistent in that 

the divalent impurities invariably were much more potent 

hardeners than the monovalent impurities.  However, for a 

given temperature and strain rate the monovalent doped 

materials were harder than the pure materials. As can 

be seen a single curve satisfactorily fits the stress 

subgrain size data for all of the various materials. 

mmtim •iiiMffliiriiiiiriiiiiiiiiiiMiifiiii iM^^^^MHÜM -^"■^ - 
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Consequently the effects of impurity and temperature 

only indirectly, through the effective flow stress, 

influence the subgrain size. A similar curve is shown 

for the KBr samples in Fig. B-6 in which the behavior is 

essentially identical. 

For lithium floride Streb and Reppich11 have report- 

ed a small dependence of the subgrain size  on the strain 

rate, however all of the present tests were done with 

similar strain rates and so no indication of 

a strain rate dependence could be found in the present 

results.  It can be seen that a simple inverse relation 

between subgrain size and stress exists over the range 

of conditions tested.  This is perhaps surprising since 

it includes materials tested in undoped materials at low 

stresses in the power law creep region and at high 

stresses in the exponential regions. Further, the mode 

of hardening, whether from divalent impurities which 

induce electrostatic effects, or monovalent impurities, or 

simply from the development of dislocation networks 

appears not to significantly affect the subgrain size 

relation.  Finally, it can be seen that even the crystal 

orientation had no discernable effect on the subgrain 

size; results for <100> <111> and <110> tests are all 

shown and these have been done at both relatively high 

13 
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and low temperatures.  Particularly at the higher 

temperatures virtually no difference in the actual flow 

stress for a given temperature and strain rate could be 

found for the <100>, <11]>, or the ^110> oriented 

crystals.  This further suggests that because of the 

strong geometrical constraints on the samples that both 

primary and secondary slip were required in all of the 

forgings. 

These results are compared with those of other 

studies reported in the literature, particularly for 

NaCl, in Fig. B-7.  The present results are shown to 

agree particularly well with the results of Burke and 

Sherby on NaCl polycrystals.  The subgrain sizes measured 

in other single crystal experiments appear to be slightly 

higher than those found in the present study.  This is 

likely due to the tendency to get simpler, blockier 

subgrains when only duplex slip occurs for<100^> crystals 

with a larger height to diameter ratio; the behavior for 

highly constrained single crystals is apparently more 

like that of polycrystals. 

An attempt to normalize the stress subgrain curves 

for the various materials b^ using a/E produced two 

unexpected results.  Unlike the a/E vs. T/Tm plot, the 

normalization using o/E did not bring the curves for KCl 

14 
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and KBr together.  Perhaps more surprisingly, because of 

the strong temperature dependence of E for the alkali 

halides the plots of d vs (cr/E) became much steeper 

and in fact more nearly fit a relation of d a (a/E)~2. 

Strength of Forged Crystals.  The results of hard- 

ness tests and flexure tests on various forged crystals 

are shown in Table B-l.  Significant strengthening from 

the subgrains can be seen,  in addition the difference 

between the <100> and tho stronger C110> and<lll> 

samples is at least in part due to texture hardening 

because of the higher secondary yield stresses. 

The low temperature strengthening which results 

from these subgrains in forged KCl and KBr is consistent 

with experience with metals.  However, Abson and Jonas12 

have recently suggested that the relatively perfect sub- 

boundaries formed at higher temperatures may be less 

effective barriers to slip than the tangled cell walls 

which form at lower temperatures and higher stresses in 

metals.  This may partially explain the fact that the 

room temperature strain to fracture in hot-forged KCl is 

larger than would be expected for a fine grain size 

polycrystal with only two active slip systems, since the 

pile up stresses which develop are not as large if the 

boundaries are imperfect barriers to slip. 

15 
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Subgrain Structures.  Microstructures from 

specimens tested over the entire range of stress and 

temperature have been examined by optical or scanning 

microscopy of polished and etched surfaces.  All of 

the samples show similar characteristic features although 

the size of the various features depends on the forging 

stress.  Although the structures tend to be equiaxed, 

as can be seen in Fig. B-8 there appear to be two 

different ranges of subgrain boundary misorientation 

angle.  In Fig. B-8a it can be seen that some of the 

boundaries have a relatively lower misorientation angle 

than others.  This can be appreciated by examination of 

the triple junctions.  When a low angle sub-boundary 

intersects a higher angle one, the dihedral angle between 

the two high angle boundaries is very much greater than 

120oC; this indicates that the surface energy of the 

lower angle boundaries is very much smaller than that 

of higher angle sub-boundaries.  However, both of 

these boundaries are low angle sub-boundaries resulting 

from the deformation and are not high angle, or 

recrystallized graia boundaries.  There is a tendency 

for patches of thesfi lower boundaries to fall within a 

larger subgrain which are surrounded by the higher angle 

types of boundaries.  This is indicated in Fig. B-8b, 

16 
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which is from a pure sample forged at low temperature 

and high stress so that the mean subgrain size is of the 

order of a few microns. 

Fig. B-9 also shows this feature. Two high angle 

boundaries resulting from recrystallization during 

annealing while cooling can be seen along the top 

and the extreme right of the figure. Within the 

unrecrystallized area, higher angle sub-boundaries can 

be seen.  Examination of the triple junctions where 

these intersect the high angle grain boundaries again 

reveals the dihedral angle of the high angle grain 

boundaries is also very much greater than 120°. 

Measurements of the dihedral ancjle allow an estimate of 

the relative surface energy of the sub-boundary compared 

to that of the high angle boundary as about 1/3. 

Comparing this with the expected misorientation angle - 

grain boundary energy curve as measured for KC1 tilt 

boundaries by Class and Machlin13 suggests that the 

higher angle sub-boundaries typically have a misorienta- 

tion angle of about 1-2°.  Further, it can be seen that 

within these higher angle subgrains are lower angle 

sub-boundaries which cause a dihedral angle that is also 

very much greater than 120° at intersections with the 

high angle sub-boundaries; this demonstrates the large 

17 
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difference in the relative misorientation angles of the 

two types of sub-boundaries. 

Under the proper circumstances the lower angle 

subgrain boundaries can be resolved into individual etch 

pits, as in Fig. B-10.  Counting the etch pits in this 

micrograph gives a misorientation angle of the lower 

angle sub-boundaries of the order of 0.01°.  In addition, 

the free dislocation density within the subgrains was 

found to be about 10ocm  from thifä Figure.  It must be 

emphasized that resolving <my of the boundaries into etch 

pits proved to be very difficult; usually etching only 

revealed the light, but continuous subgrain boundaries 

shown in previous micrographs.  Some of the scatter in 

the subgrain size-stress plot undoubtedly relates to the 

difficulty in resolving all of the lower angle sub- 

boundaries; the result is that the mean grain size 

reported tends to be an average between the finer cell 

size delineated by the snail angle sub-boundaries and a 

larger size which might be obtained by counting only 

thoce grains surrounded by higher angle sub-boundaries. 

Measuring either of these extremes is difficult because 

there is not always a clear distinction between these 

two types of grains.  However, it is generally found that 

the size of the small angle subgrains or cells is 
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particularly uniform.  This can be seien in Fig. B-ll 

which is taken out of focus which tends to accentuate 

the small angle boundaries compared to the higher angle 

sub-boundaries; this gives a visual picture of a much 

greater uniformity of the subgrain or cell size than is 

indicated in some of the other figures where the low 

angle boundaries are less clearly resolved. 

Recrystalli^ation Microstructures.  For the 

specimens forged at higher temperatures similar features 

are observed but an additional complication occurs. 

From the microstructure of a specimen forged at 650oC, 

Fig.  B-12, it can be seen that there is a tendency to 

form both higher and lower angle sub-bom.daries.  In 

addition, however, high angle boundaries can also be 

seen such as the one running across the top of the 

micrograph.  Thus, there are two types of sub-boundaries 

as well as high angle grain boundaries present in some 

of the high temperature specimens.  This apparently 

results from actual recrystallization during forging. 

It has been previously found that during annealing of 

forged samples isolated, recrystallized grains (such as 

shown in Fig. B-19) appear and grow into the matrix of 

subgrains.  The subgrains do not coarsen during annealing 

at temperature without an applied stress and the subgrain 
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size during straining remains at a fixed value 

determined by the applied stress.  However, in specimens 

forged at high temperatures isolated, new grains 

ocassionally nucleate and grow into the strained surround- 

ings.  However, since deformation is continuing, sub- 

structure immediately begins to develop wivhin the new 

grain.  The new substructure slowly intensifies and after 

sufficient strain it becomes comparable with that in the 

surrounding matrix leaving only an isolated high angle 

boundary as evidence of the process. 

An example is shown in Fig. B-13 which shows a 

new grain which has nucleated and grown into the 

surrounding matrix.  However, in the lower part of the 

grain new substructure has already developed indicating 

that appreciable stra.n has occurred since the grain 

grew through that region.  It appears as though the 

substructure is less developed in the left half of the 

grain than in the right half.  This suggests that tae 

grain grew sporadically with rapid but jerky movement of 

the boundary so that the left part of the grain grew 

somewhat later than the right half.  Sporadic or jerky 

movement of the boundaries is also consistent with the 

irregular shape of the high angle boundary which 

presumably results from growth of the different segments 
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at different times.  Fig. B-14 presents a similar 

recrystallized grain except that in this case there has 

been sufficient strain since the new grain appeared so 

that visible substructure has developed throrghout; 

however, the misorientation angles, inferred from the 

etching of the subgrains, may still be slightly less 

than those of the sub-boundariee in the matrix surround- 

ing the new grain.  Apparently after sufficient strain 

there is relatively little difference in the material 

inside and outside the grain boundary except that there 

are regions near the high angle boundary which have a 

finr-r subgrain size; this may be due to higher stresses 

near the boundary caused by the misorientation across it. 

For materials without dopants in which the 

boundary mobility can be very high at high temperatures, 

it is frequently impossible to obtain samples forged at 

high temperatures without evidence of dynamic recrystalliz- 

ation having occurred during forg:,ng.  An extreme example 

taken from a KCl specimen deformed at about 700oC is 

shown in Fig. B-15 in which there are almost no areas 

which have not experienced some recrystallization. 

Isolated patches of well developed subgrains exist but 

high angle boundaries can be found laced through-out the 

sample.  A wide variation in the degree of substructure 
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development exists indicating that the passage of high 

angle boundaries and the destruction of the subgrains 

behind them is a recurring process.  At high enough 

temperatures, above about 700oC for undoped KBr and 580oC 

for undoped KC1, it appears as though steady state 

substructures are never reached, but instead the steady 

state creep behavior involves continual dynamic recrystal- 

lization.  The temperature above which this occurs will 

undoubtably be influenced by the specific strain rate, 

and will be appreciably raised by impurities which retard 

grain boundary mobility. 

Fig. B-16 summarizes schematically the types of 

microstructrual features found in the deformed halides. 

Both higher angle and lower angle subgrains are found. 

There is a tendency for the low angle subgrains to form 

an array of small cells within subgrains bounded by 

higher angle sub-boundaries.  However, the clear 

situation shown in the schematic is rarely so neatly 

seen in the actual specimens and in some cases it would 

be virtually impossible to define two distinct subgrain 

sizes corresponding to these two extremes.  In addition, 

particularly in samples forged at higher temperatures, 

isolated, sometimes round high angle boundaries sometimes 

also occur.  These apparently resulted from 
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recrystallization during forging but with new substructure 

soon developing again in the recrystallized strain free 

areas.  This dynamic recrystaJ  zation must occur on a 

small scale so that it is effectively occurring continuous- 

ly throughout the sample for we have not seen evidence 

of discontinuous or abrupt changes in the flow stress 

during forging at a constant strcin rate.  There is clear 

evidence that the presence of impurities such as strontium 

which inhibit high angle boundary mobility restrict the 

amount or extent of dynamic recrystallization at a given 

temperature and stress.  This makes it possible to forge 

doped samples to higher temperatures and still obtain purely 

deformation structures than can be done with pure samples. 

The cause of nucleation of the isolated high angle 

grains is not understood at the present time, either 

during annealing of forged sa:.l)t.''
o.s or in dynamic 

recrystallization during deformation.  Localized regions 

of apparently higher strain or finer subgrain rjize, such 

as shown in Fig. B-17, can be found occassionally in 

some samples; these may be, in part, the cause or at 

least the location of nucleation.  Similar bands such as 

shown in Fig. B-18 which extends across the sample und 

also indicates strain localization or a higher density 

of subgrain boundaries can also be seen occasionally 
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in specimens.  It is not clear exactly how these contribute 

to formation of new grains, but because of the higher 

local strain energy density these may be the type of 

place where high angle boundaries would develop.  New 

grains probably do not nucleate in the classical way, 

but rather the process more likely involves the develop- 

ment of isolated subgrain boundaries which have higher 

misorientation angles than their neighbors.  It has been 

found in other studies that the mobility of sub- 

boundaries tends to decrease as the misorientation angle 

increases until a certain critical misorientation angle 

is reached at which the mobility then begins to increase 

again with additional misorientation between the two 

grains.  The result is that high angle boundaries are 

generally very much more mobile than sub-boundaries 

particularly if the sub-boundaries are made up of more 

than one set of dislocations as would be the case for 

the present samples.  Consequently, any sub-benndary 

which develops a higher misorientation angle than its 

neighbors is potentially more mobile, and it might be 

supposed that a critical misorientation is reached at 

which point it becomes sufficiently robile to move easily. 

Then nucleation only requires that at some point there 

is a variation in strain energy density on either side 
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of the boundary such that it starts to move preferentially 

in one direction.  As it does this it leaves behind it a 

region of reduced strain energy density and can effective- 

ly become a nuclei for growth of a high angle grain 

boundary and effectively the start of secondary 

recrystallization. 

In samples annealed after forging in which isolated 

grains have grown, three types of grain shapes can be 

found as are shown in Fig. B-19a,b, and c.  Frequently, 

roundish, rather smooth grain boundaries are found 

particularly after annealing at intermediate temperatures 

where the grain boundary is thought to be moving in the 

low velocity, impurity drag limited mode based on the 

mobility studies reported in the next section. 

Occassionally very irregularly shaped grains such as 

that in Fig. B-19b are found.  Irregularly shaped grains 

such as these also frequently result from concurrent 

recrystallization which occurs during forging.  In 

mobility studies such grain shapes are much more 

frequently seen where the measured grain growth rates 

indicate the boundaries to be in the break-away region 

rather than in the low velocity limits.  This behavior 

is thought to result because various portions of the 

boundary alternately move at low and at high velocity 
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extremes and that the average speed measured is between 

these two extremes.  Essentially what is envisioned is 

that a portion of the boundary locally starts to move 

fast enough to break-away from its impurity cloud and 

moves along dragging behind it an increasing region of 

high angle boundary until the restraint from the back 

tension of the lateral portion of the grain boundary or 

until a local region of higher impurity or lower driving 

force cause that part of the boundary to slow down and 

fall from the high speed to the low speed part of the 

mobility curve.  However, for samples with a high enough 

driving force,it is possible for the entire boundary to 

start to move at high velocity and to stay in the high 

velocity limit.  This would be particularly likely for 

samples forged at low temperatures giving fine subgrain 

sizes or particularly if there are a significant number 

of additional dislocations within the grains caused by 

room temperatures strain, or polishing damage.  In this 

case the boundary should move smoothly and uniformly 

and if there is a tendency as there is in KC1 to form 

straight boundaries then straight sided grains should 

result as are seen in Fig. B-19c. It is not certain 

whether the grains in KC1 prefer to be straight 

sided because of anisotropic grain 
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boundary energy, or because of orientation differences 

in the intrinsic boundary mobility. 

B.4    SUMMARY.  The results of our study show that a 

stable deformation texture is formed during forging and 

that the coarseness or subgrain size is determined 

primarily by the effective flow stress which in turn is 

influenced by the temperature, strain rate, and the 

impurities which are present.  The effect, of 

impurities is primarily felt indirectly through their 

effect on the flow stress.  However, at higher stresses 

recrystallization can occur during forging leading to 

more complex microstructures with regions having less 

well developed subgrain structures and with occassional 

high angle boundaries being present.  The presence of 

impurities which reduce the mobility of these high angle 

boundaries profoundly effect the amount of dynamic 

recrystallization which occurs during deformation at 

higher temperatures.  As yet we have not systematically 

evaluated or investigated the development of the sub- 

structure during the transient period.  It is found that 

it takes approximately 40-50% strain to reach a steady 

state flow stress, this indicates of course that it takes 

nearly this much strain to reach a completely steady 
- 
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state deformation structure for a given condition.  It 

is anticipated that the misorientation angles between 

subgrains must increase during this period.  It is less 

certain whether it continues to increase during the 

steady state period.  We intend to look at these 

features and to examine the time and strain dependence 

of sub-structural development during the transient, to 

try to characterize misorientation difference found 

between subgrains as a function of strain, and to 

consider the misorientation and texture relations for 

forged samples deformed to various strains.  The mis- 

orientation angles and the extent of preferred texture 

found in samples in which dynamic recrystallization 

occurs will also be further studied. 
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TABLE B-l 

Yield and Fracture Strengths of Alkali Halides 

Material 

KC1 Single 

Crystal <100> 

KC1 Polycrystal (loo) 

KC1 Polycrystal (llO> 

KC1 Polycrystal <111> 

KBr Polycrystal <100> 

KC1.33Br.67 
Single Crystal (100> 

KC1.33Br.67 
Polycrystal <100j> 

Vickers Grain  Yield   Fracture 

Hardness Size Strength*  Strength 

(Kg/mm )   (y)   (psi) 

10 

21.5 

21.4 

300 

10.3 12 2700 

15.5 8 4500 

12.5 6 4500 

9.5 - 2500 

^Psi) 

300 

400 

6000 

9000 

7000 

5000 

1350 

2460 

Yield Stress at 0.1% Strain. 
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Figure B-l.  Stres. s-strain relation during hot forging of 

"pure" KCI.  The increase in stress after the steady scate 

region results from die wall constraint. 
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Figure B-3.  Subgrains in Ca doped KCl 
forged at 2420C and 3640 psi. 
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Figure B-5.  Subgrain size versus forging stress for KCI. 
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Figure  B-7.      Subgrain  size versus   forging  stress  for  KCI 
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Figure B-16.  Schematic showing a simplified picture of the 
microstructure in forged KC1 and KBr with high and low angle 
sub-boundaries and an ocassional high angle boundary from 
dynamic recrystallization at higher forging temperatures. 
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C     IMPURITY DRAG THEORY IN GRAIN BOUNDARY MIGRATION OF KCl 

C.l   Experimental Work and Results 

Grain boundary migration mobilities of undoped and Ca-, 

Sr- and Br- doped KCl were measured by the secondary grain 

growth in the hot deformed samples.   rmiw i-u~ <       -i   ^ ^ 
4JX     

0nly the samples deformed 

in the <100> direction were used for grain growth experiments. 

The hot-forged samples were annealed within 0.5oC of the desired 

temperature and under a dried nitrogen atmosphere.  The annealed 

samples showed several big (mostly isolated) grains grown among 

the small grains as shown in Figure C-l.  The grain boundary energy 

and misorientation angle of the subgrains was evaluated indirectly. 

Measurements of Class and Machlin (1966) showed that the grain 

boundary energy for twist boundaries >10o was about HO erg/cm2. 

The growing grains must have high angle boundaries as suggested 

by the etching patterns.  Therefore, we assumed that the grain 

boundary energy of the grain was 110 erg/cm2.  The dihedral angle 

between the growing grain boundary and the surrounding subgrain 

boundary was about 160°.  Therefore, the grain boundary energy 

of the subgrains is about 1/3 that of the growing grains, i.e. 

about 37 erg/cm2.  This value of the grain boundary energy corresponds 

to 1-3° misorientated boundaries, as extrapolated from the data 

of Class and Machlin, (1966).  The small grain to grain misorienta- 

tion indicated here is also consistent with the strong texture 

found from x-ray analysis, Bowen et al (1973), Section B. 

In computing the grain growth velocity, the area of the 

largest grain was chosen because of geometrical and grain growth 

incubation time considerations.  The grain growth velocity, V, 
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is given by 

V 
(AA)1/2 - r (C-la) 

where A is the area of largest grain found; 

r, the neighboring small grain radius; and 

t, the annealing time. 

The driving force, AF, for the motion of high angle boundaries 

is due to the surface energy of the neighboring subgrain boundaries, 

2Y, 
AF = VGB 

GB (C-lb) 

where Sv, the surface area per unit volume is related to L, the 

average length of grain intercepts. Underwood (1970), and where 
2 

YOT, was estimated above as 37 erg/cm . 

Each value of grain boundary mobility data plotted in 

Figure C-2 is computed from 

M = X = ((A/Tr)
1/2 - r  (ÜGB)"1 

" " AF   *      t     '    K    L    ' (C-lc) 

Several features of the grain boundary mobility data are 

noted: 

1. The apparent activation energy for boundary migration 

in undoped KC1 at the temperature range investigated is about 

35.4 kcal/mole.  The boundaries in Ca- and Sr-doped KC1 also have 

the same mobility activation energy above some transition temper- 

ature. 

2. The 45 molar ppm Sr-doped and 95 molar Sr-doped KC1 

have the same boundary mobility at low temperatures.  The 135 molar 

ppm Ca-doped samples have a lower mobility.  However, all doped 
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samples have the same mobility activation energy of 18.6 kcal/mole. 

3. The grain boundary mobility in KC1 with 5 molar % KBr is 

at least an order of magnitude higher than that in samples with di- 

valent impurities of a much lower dopant level.  However, the bound- 

ary mobility in Br-doped KC1 is lover than that of the undoped 

samples.  This shows th^t the Br dopant can limit the boundary 

mobility to a certain extent.  The activation energy in the mobil- 

ity data of Br-doped KC1 is about 9 kcal/mole. 

4. The present mobility data and their extrapolations are 

higher than those observed by Gibbon (1968) and Kitazawa (1974) 

for KC1 and Sun and Bauer (1970 a) for NaCl. 

5. However, mobilities extrapolated from our data for doped 

and undoped samples are well below the room temperature mobility 

reported by Koepke et al (1974). 

C.2   MODEL AND BASIC ASSUMPTIONS 

Since it was shown that the divalent cation impurities have 

pronounced effects in restraining the boundary mobility of KC1, 

the previous report proposed that the electrostatic interaction 

between the divalent impurity and the charged grain boundary 

accounts for the mobility drag mechanisms.  Based on the general 

model developed by Cahn (1962), Lucke and Stuwe (1962), we attempt 

to develop, in the present report, an impurity drag theory for the 

grain boundary mobility of an ionic system. 

The essential feature of the impurity drag model by Cahn (1962) 

and Lucke and Stuwe (1962) is to assume an interaction energy between 

impurity atoms and grain boundary.  From the chemical potential of 

the impurity species in the boundary region, the flux equations of 

the impurity atoms are formulated.  Solutions of the flux equations 
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give the impurity distributions in the neighborhood of a moving 

grain boundary.  The drag force on a moving boundary is then calculated 

from the impurity distribution profiles and the interaction force 

between impurity atoms and the boundary. 

This one dimensional model assumes: 

(A) A dilute solution of impurity in the matrix, 

thus the chemical potential for the impurity 

alone,  y = RT ZnCy, where C is the dopant con- 

centration and Y is the activity coefficient. 

(B) There exists an interaction energy, U, between 

the dopant and the grain boundary which is 

assumed to have the following properties: 

(1) it is not a function of velocity 

(2) it is not an explicit function of local 

dopant concentration; and 

(3) it is a function of the spatial coordinates 

in the frame of reference of the moving 

boundary. 

(C) The Einstein relation between the diffusion coefficient 

and the mobility of the impurity atoms is valid. 

(D) A steady state for the grain boundary, i.e. 

9C   ,. 9C . _ , -j x 
3t " V 9X (C-ld) 

where V is the boundary velocity. 

(E) The diffusion coefficient is a function of 

spatial distance from the moving boundary. 

We can now write the chemical potential of the 

dopant as: 
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M = RT InCy  + U{x) +y (C-2) 

where MO is an additive constant potential term. The flux, 

J, of the dopant as observed from the frame of reference of 

the moving boundary is, 

T   DC  u 

J _ _D dc _ DC dU 
dx  RT dx 

But the equation of continuity requires that, 

V-J+^=0    . 

(C-3) 

Thus, 

dJ „  3C 
dx ' ' at 

= -v ^ 
9x 

with the steady state assumption. 

Combining (C-3) and (C-4) we get, 

d [D dC + DC dU + 
dx l  dx  RT dx    J 

After integration we have expression, 

D i + ill + VC - constant 

(C-4) 

(C-5) 

(C-6a) 

At x = <», ^ = 0 and 53^ = 0 and the concentration is 

that in the bulk. Coo, thus the integration constant is VCoo 

and equation (C-6a) becomes, 

{C-6b) ^i^v.c-c, =0 

C.3   NATURE OF IMPURITY-GRAIN BOUNDARY INTERACTION ENERGY, E(x) 

In the previous discussion of grain boundary migration 

in metals, e.y. Cahn (1962), Lucke and Stuwe (1962), 

Gordon and Vandermeer (1965), the intpraction energy 
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was generally assumed to be due to mechanical or strain field 

interaction.  In the present study of ionic materials, we propose 

that the interaction energy is mainly due to the electrostatic inter- 

actions between the space charge cloud and the moving grain boundary. 

The origin of the space charge cloud is essentially from the 

difference in formation energies of the cation and anion vacancies 

and the presence of vacancy sources and sinks at surfaces.  The space 

charge potential, i,  must satisfy the Poisson's equation =-£ =-^-P, 
dx2   e 

where p is the distribution in the charge density and E is the static 

dielectric constant.  It is composed of two major components, namely 

free Sr ions, [Sr^] and free K vacancies [V'] and the contribution 

of free Cl vacancies, [V^] , is not significant in the Sr-doped 

KC1, at extrinsic temperatures.  Furthermore, the relative con- 

tributions of [Sr^] and [V^] also vary with temperature.  At temper- 

atures above the isoelectric temperature, the [V'] constitutes 

the bulk of the charge density whe -eas at temperatures below the 

isoelectric temperature, the charge density is mainly due to the 

[Sr^] impurity cloud. 

When the grain boundary migrates, the space charge potential 

will be affected by the variations of the impurity distribution, 

which is a function of the boundary velocity.  This will in- 

fluence energy, U, between the dopant and a moving boundary. 

An estimation of the velocity dependence can be made by considering 

the extreme case of such a high boundary velocity that the total 

Sr impurity profile breaks down to a uniform distribution. 
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whereas the vacancies, because of their relatively high 

diffusivities, can adjust themselves to the distribution 

profiles of the minimun energy.  The space charge potential 

distributions for this high velocity boundary, as shown 

in Appendix (C-I), do not deviate significantly from the potential 

distributions for a stationary boundary.  Based on those results, 

we use the space charge potential associated with a static grain 

boundary as the interaction energy between the impurity cloud 

and a moving boundary. 

C.4     TRANSPORT MECHANISMS OF Sr IONS IN THE SPACE CHARGE POTENTIAL 

Due to the Electric Field.  In a space charge potential, 

the unassociated Sr inpurities, Sr^, which are positively charged, 

experience an electrostatic force in the field direction. 

One is tempted to relate the diffusivity of the strontium 

%r,and the mobility of Sr ions, MSr, by the Einstein relation, 

M, Sr 

%r 
e 
kf (C-7) 

However, based on the Sr diffusion data in a cleaved 

NaCl crystal under a uniform electric field, Chemla (1956) 

reported that M^/D^is much less than e/kT.  Howard and 

Lidiard -.1964) studied the kinetics of Sr transport in a 

field and concluded that 

M Sr low. 
kT  W 1  + 3;5w3 

(C-8) 
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where W_ is the dissociation frequency of the vacancy- 

impurity complex and W, is the jumping frequency of the 

associated vacancy from one nearest neighbor position of 

Sr to another.  Consequently, the Sr flux under the field 

in the space charge potential is 

10W., 

E   kT * W-, + 3.5W 
decj) 

3   dx 
(C-9) 

Due to the Electric Field Gradient. In the space 

charge region, the electric field is highly non-uniform, 
6 "? 

varying from about 10 volt/cm at the surface to 10 volt/cm 
o 

or less at about 50 A in the bulk.  The field gradient 

causes an attractive force on the dipole in the (Sr*V')* K K 

complexes.  However, the interactions between the electric 

field and the dipoles are neglected in the space charge 

theory of Kliewer and Koehler (1965).  As shown in Appendix (C-II) 

further refinement of the space charge theory with the con- 

sideratxon of dipole-field interaction, results in no 

significant modifications in the space potential nor the 

electric field.  However, the dipole concentration is en- 

hanced in the space charge region and the dipole distributions 

are significantly affected by the dipole orientations, as 

indicated in Appendix C-II. 

With the notations defined in Appendix C-II, and for 

the grain boundary normal in the [100] direction, the total 

interaction energy between the electric field and the Sr dopants 
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I «i - "3' ^ 
which at equilibrium is 

aCoopoo     .        , a    de*,   de* 
ß       sinn   vöusr -37^^   err- 

and the dipole flux, 

J,.  ,  = -M V u, dipole    o dipole 

= -M  * (N - N ) d e^ Mo 4 lNl  N3,  I 2 dx 

where Mo is the dipole mobility. 

2kT dx ' dx (C-10b) 

(C-ll) 

Due to Flux of Cation Vacancies.  When a grain boundary 

migrates, the vacancies, because of their relatively high 

diffusivities, maintain the distribution profile by the 

vacancy fluxes towards the moving boundary. The Sr transport, 

which depends on the association with cation vacancies, is 

facilitated by the vacancy fluxes.  In the reference frame of 

the moving boundary, the vacancy flux is f [/K (x) ] - [v'(«>) ])v, where 

V is the boundary velocity, tVK(x)]is the vacancy concentration 
1 

at the location, x, away from the boundary and [Vv{o°)]   is the 

vacancy concentration in the bulk.  A Sr flux of the magnitude 

as the vacancy flux is then required to maintain the charge 

density» P,   and the space potential, e*, in the boundary 

region.  However, a quantitative measure of the vacancy 

flux contribution to Sr transport requires the simulataneous 

solution of the flux equations for vacancies and impurities, 

as weil as the Poisson's equation which couples the defect 

concentrations. 

. 
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The above discussions identify the electric field, the 

field gradient and the cation vacancy flux as the driving force 

for the Sr transport.    However, these discussions also fail 

to suggest a quantitative measure of the Sr mobility in a given 

force field.  In view of these difficulties, we relate the 

atomic mobility to the diffusivity by the Einstein relation, 

and the net force field for Sr transport is assumed to be the 

space charge electric field.  Consequently, the total Sr flux, 

JSr due to the diffusion down a concentration gradient and 

the drift in a space charge electric field is 

J = -n —   —2. de(f) 
Sr ~ o dx ~ kT dx (C-12) 

C.5   NUMERICAL CALCULATIONS OF Sr DISTRIBUTION 

The impurity distribution, c(x), about a moving grain boun- 

dary can be evaluated from the flux Equation (C-6) which has a 

solution in the integrated form, as given in Cahn (1962) 

C(X) = C.V fcexp,"^ "'*'). exp.jviJL), ^ 
-oo x 

As discussed in section D of this report, the 

diffusion coefficient, D(x), of Sr ions is 

ffr (c-13) 

D(x) = 
D p 
O a» 

Poo + (1 - PcJ exp( -e^ " e<h 
(C-14) 

kT 

and the interaction energy, U(x), between the impurity atoms 

and the charged grain boundary is 

U(x) = e(j)(x) -- e*» . (C-15) 
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With further algerbraic manipulations,   it can be 

shown that 

For x <   0 

m 
CU,V)/C„   =   ^  (l-i-1)     exp(.  2m(1  - pj 

v _  i   m - 
(r^rT)    (PcoV    + 1  - Poo)   exp (2m(1  - P°°)) dy 

(y + 1) (y -  1) 
(C-16) 

For x  >   0 

C(x,V)/C«. = f  (FT^)"
1
 exp(2m^ - PJ) 

•|(^44)2inexp(- iSLXJ^: P»>) 

(^-TT)in(Pcoy2 + 1   " Poo)   exp(2m(1  - Eal) dy 

(Y +  1) (y -  1) 

(^T)m   (Pcoy2 + 1 - p)   exp(-2in(1 - P»)) 

(y + 1) (y - 1) -yJ 
where 

I = exp[fe(})(x)   - e(J)00)/2kT]   =  Mx) 

n = exp[fe4)(o)   - e(j)oo)/2kT]   = a constant 

m = V/(Dopoo/6) 

V - actual boundary velocity 

DQPOO = the bulk Sr difJfusivity 
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Physically, Dop/6 is the  velocity at which the 

Sr ions move across the space charge layer by random 

walk, and ra is the normalized boundary migration velocity 

with respect to the diffusion velocity. 

The singularity, at y = 1, in the int^rgrands of 

Eqs. C-16 and C-17, can be be removed by proper partial 

intergrations.  Furthermore, it can be shown that the 

intergrals are convergent. 

The numeral intergrations, using Simpson's method, 

were performed in a PDP-11 computer of Digital Corporation. 

Typical distribution profiles of a grain boundary moving 

in 50-ppm Sr-doped KC1 at velocities of 0.0l< m < 2 are 

shown in Figures C-3 and C-4.  The coordinate system of 

the moving frame of reference of the boundary is adopted 

for these curves.  Several features are noted: 

(A) The profile is assymetrical; and the degree of 

assymetry increases with velocity. 

(B) For T < To (Figure C-3) the interaction energy 

between the boundary and the Sr ions is 

attractive and Sr absorption to the moving 

boundary is observed.  As velocity increases, 

the absorption decreases.  Furthermore, the 

maximum of concentration profile trails slightly 

the moving boundary. 
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(C)  For T > To (Figure C-4) the [Sr^] tends 

to avoid the grain boundary because of the 

interaction energy with the boundary. As the 

velocity increases, there is a [Sr'] pile up en 

the leading side of the boundary.  The maximun 

of the [SrK] pile-up can be twice the bulk 

concentration and occurs at about 20 A (6 to 26) 

from the boundary. 

NUMERICAL CALCULATIONS OF IMPURITY DRAG 

Having calculated the distribution of [SrJ around a 
K 

moving boundary, we proceed to the calculation of the impurity 

drag due to the space charge cloud. 

The drag force due to [SrK] ions on a per unit volume 

basis is. 

§ = - Nv(C(x) - C.) g (C-19) 

where U is the Sr-boundary interaction energy; and (-—) is 

the force of interaction; Nv is the number of atoms per 

unit volume; C(x) is the concentration at the location x; and 

Qo is the bulk [SrK] concentration.  Therefore the total 

drag due to [Sr,.] is. 

F = - N 4 00 ir-r  \   du (C Ceo) ^ dx (C-20) 

By methods of numerical integration, the impurity drag 

exerted on a moving grain boundary can be calculated.  The 
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mobilities of the grain boundary,  defined as velocity per 

unit drag/ for a slow moving boundary ( m = 0.1) were 

calculated for different temperatures and dopant levels 

and are shown in Figure C-5. 

In general, the calculated mobilities are within a 

factor of 10 of the experimentally measured data.  Since the 

input data for the calculations are solely from the 

diffusion and association activation energies in the literature, 

and with no adjustable parameters, a close fit between the 

experimental data and the theory is encouraging.  The 

activation energies for grain boundary migration in the 

various temperature ranges are essentially those we predicted 

in the previous report. 

According to Cahn (1962), the total drag force, 

F, experienced by a moving grain boundary with velocity, V, 

can be approximated as 

(C-21) F = xv + ^V 
1+0 V 

where X       is the intrinsic boundary mobility, a"1is the mobility 

per unit impurity concentration in the impurity controlled 

low velocity region; and ß"1 is the drift velocity of the 

impurity atoms across the grain boundary and it is also the 

boundary velocity at which the impurity drag reaches the maximum. 

60 

BAMMIMiirtlllliiiiiiriir i »muni m liiiMm-"1^ — itaillilUllii.lnil I     'Jo. i v,,^..-^-;. 



^^^^^^^^^^mmmmmmmfi^ 

Furthermore, as shown in Cahn (1962), the quantities a and 6 

are related to the impurity-boundary interaction energy, 

U(x), and the impurity diffusivity, D(x), 

r 

a.     = 4NVKT sinh U(x)/2kT 

D(x) 
dx (C-22) 

a 

7 1. 
Nv (du I 

D(x) dx {C-23) 

where Nv is the number of atoms per unit volume.  In the 

context of space charge interaction between the impurity 

cloud and the grain boundary, the interaction energy, u (x) , 

and the Sr impurity diffusivity, D{x), are given in 

Eqs. (C-15) and (C-14) respectively.  The quantities, a 

and ß are evaluated from Eq. {C-22) and Eq. {C-23), as 

shown in Appendix C-III. 

The intrinsic boundary mobility, X"1, is estimated, 

based on the maximum mobility data in the undoped samples of 

Gibbon {1968) and Yan et al {1974), Fig. C-2, at the high and 

low temperature regions respectively, to be 

-1 
= 4.64 x 10"° exp{-7.63 kcal/RT) (-2L) (dyne) -l   (c_24) 
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In the low velocity limit, the grain boundary mobilities, 

a*^)- , are shown in Pig. c-6 , as a function of temperature 

and with the dopant concentrations as parameters. The peaking 

nobilities at the isoelectric temperatures are due to the vanish- 

ing space potential. 

The calculated values of ß"1, the boundary velocities 

at which the impurity cloud exerts the rnaxinrn. drag, are compared 

with the experiemntal velocity data, as shown in Fig. (c-7). 

The comparison suggests that the experimental migration velocities 

are in the neighborhood of the breakaway velocities. 

A more rigorous test of the theory can be made by 

comparing the experimental velocity data with those resulted 

from the experimental driving force as predicted in Eq. (C-21). 

Since the drag force must be balanced by the driving force in 

order to maintain the steady state boundary motion, we can 

solve the cubic equation, Eq. (C-21), of the boundary velocity 

for a given driving force.  The solutions of boundary velocities 

under the driving force of 105 dynes/cm2, which corresponds to 

an average of 7.3 ym for the linear grain size intercepts, are 

shown in Figs. (C-8)-(C-10). The drag force has a local- 

maximum of AFmax - SaSL (T1 at the boundary velocity, V 
-1  4X 1/2 maX 

P  ^1+cä^    and also a local minimum of AF .  =2 (AaCoo)1//2 ß"1 

-4- W    - /CoeOtx 1/2 0-l    _ 
min   (~ir' ß  * when the experimental driving force, 

AF' is Fmin < AF< Fmax' there exist three possible velocity 

solutionsforEq.(C-21), as indicated in Figs. (C-8)-(C-10) in some 
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temperature range.  When the experimental boundary velocities are 

compared with the predicted velocities we observe that: 

1. For samples with Sr concentrations of 50 and 100 ppm, 

the experimental boundary velocities at low temperatures are 

within an order of magnitude of the predicted low velocity 

region. 

2. In the high temperature range, when  the experimental 

driving force, AF, exceeds the local maximum drag force  F 
'  ma x' 

only a high velocity solution is predicted from Eq. (C-21). 

However, the experimental velocities, in this temperature range, 

are intermediate between the predicted high velocities and 

those extrapolated from the low velocities predicted at low 

temperatures.  This suggests that the experimental velocity 

data at high temperatures are in the stage of break-away. 

3. For the samples with a Sr concentration of 1 ppm, most 

of the experimental data are in the break-away stage and the 

anomalously high boundary velocities of Koepke et al (1974) are 

in the predicted high velocity region. 

C.7   STRAIN FIELD INTERACTION WITH THE SPACE CHARGE POTENTIALS 

In the previous discussions, we consider the space charge 

potential as the only interaction energy between the grain bourdary 

and the impurity cloud. This assumption may be justified by the 

relatively modest effects of the monovalent dopant, Br, as 

compared with the divalent dopant, Sr, in inhibiting the grain 

boundary mobility.   However the strain field interactions 

between impurity atoms and the grain boundary became important 
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at the isoelectric temperature, at which the effects of the 

space charge potential interactions vanish.  Furthermore, 

Kitazawa (1975) reported that both the ionic radii and the 

ionic charge of the impurity dopants have important effects 

in limiting the grain boundary mobility of KCl. 

Auger Electron Spectroscopy studies of Johnson et 

al. (1974) on the intergranularly fractured surface of 

alumina, sintered to 100% T.D., with 0.1-0.2 a/o Mg dopant 

and 4 0-50 atomic ppm Ca in the bulk, showed a strong seg- 

regation of 3 a/o Ca and only a modest concentration of 

0.2-0.4 a/o Mg at the grain boundary along the fractured 

surfaces.  Whereas both the Mg and Ca ions have the same 

ionic charge,   the ioiic radii of Mg and Ca are 144% and 

209*  respectively of the Al  radius.  Based on the elastic 

strain energy induced in a lattice by a solute ion of different 

radius, and the equilibrium segregation theory of McLean 

(1951), Johnson et al. (1974) calculated the dopant con- 

centrations segregated to the grain boundary and found a 

reasonable fit to the experimental data. 

Given the individual importance of the strain field 

interaction as well as the space charge electrostatic inter- 

action between the dopant impurity arid the grain boundary, 

the strain field and the space charge potential also couple 

with each other in enhancing the impurity segregation and in 

limiting the grain boundary mobility.  With th-? inclusion 

of the strain field interaction energy, Uc, between the 
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unassociated Sr  ions and  the grain boundary,   the  free 

energy,  F,  per anit area of  the half of the crystal  is 

F .j     dx [n+F+ + n_F-+nB{F+ + F--B} + nlb{F+-B+} + nfUs+ ipJ- 

and the associated Poisson's equation is 

rs (c-25) 

d (j) _ -4Tre . 
5Z " "T- (nf + n- " V (C-26) 

After the minimization of the free energy with the 

usual constraint of constant impurity content, we get 

n+/N = exp(
F
kT-et) (C-27a) 

n./N = exp^l±ei) 
(C-27b) 

nf/N = C^d - pjexpf- 
ecj) - ed) + ur 

kT (C-27c) 

It can be shown that the Poisson's equation becomes 

d 

dS 

2z i fz  -(u 
—=2 /e -e 
3     L 

s(x)-Us(oo)/kT  _z I (c-;^) 
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where 

Z = (etJj-e^oJ/kT 

S = X/6 

6 = ekT  a(F -eOAT 
«TrNe2 

1/2 

(C-29a) 

(C-29b) 

(C-29c) 

Physically,  C^ (1-pJ/exp ( - (F+- ecM/kT ) is the 

ratio of the free Sr concentration to the free cation 

vacancy concentration.  This ratio is always less than one 

at all temperatures and is approaching one at the extrinsic, 

low temperature. 

We arbitrarily assume that the strain field interaction 

energy, Ug, takes the following form 

US(X) 
rv a-JL) 

o na 

^ 0 

X < na 

< > na 

(C-30) 

where a is the lattice constant, 6.29 3A, for KC1, and n 

is an integer, say 2. 

In the neighborhood of the isoelectric temperature, 

To, the ratio Z = (e^-e^/kT << ] , and Eq.(C-28)can be 

reduced to 

d2z  1  /; -(U ;s)-U (oo)/kT] —2^    ^1 + Z-(1-Z)e        
S      J (C-31) 
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With the assumption of us in Eq {c-3Q, and the boundary 

conditions of 

a) Z(0)   = -e* /kT 

b) Z and dZ/dS are continuous at X = na 

this can be solved numerically. 

The space charge potentials, e*, at several degrees 

below the isoelectric temperature are shown in Fig.(c-12) 

for both an attractive impurity strain field interaction 

energy, ü0 < 0, and a repulsive interaction energy, U > 0. 

For Uo < 0, whereas the impurity atoms are segregated to 

the grain boundary region by the attractive strain field, 

the space charge potential tends to be negative and repul- 

sive to the impurity segregation in the boundary region 

in order to maintain a stable impurity distribution.  Since 

the space potentials, e*, are constrained to a zero surface 

potential and a positive bulk potential, e^, the space 

charge potential, after reaching the minimum and negative 

value, passes through the zero potential again before 

attaining the positive bulk potential.  Similarly, for U. >0, 

the space charge potential reaches the maximum value before 

attaining the bulk potential. 

The concentrations of the unassociated Sr impurities 

and the unassociated cation vacancies due to the coupled 

effects of strain field and the space charge potential 

67 

rUttÜllilHttWIHÜÜÜM 



i.iJiiyiiijiiüjiLUiujjiiiiinwij m 

are shown in Fig. (C-12).  The maximum and the minimum in 

the concentration ratios are related to the similar 

features in the space charge potentials. 

At temperatures not within the immediate neighborhood 

of the isoelectric temperature, since the approximation 

(e'J'-e^/kT << 1 does not hold everywhere in the boundary 

region, numerical solutions for the Poisson's equation 

are required.  Computer calculations of the coupled effects 

of the strain field and space charge electric field are in 

progress at the time of this report preparation. 
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Appendix C-I:  Space Charge Potential Distribution 

in^a Moving Grain Boundary 

In this appendix, we discuss the effects of the 

grain boundary motion on the space charge potential-  While 

the distribution profile of a given species of impurities or 

vacancies is governed by the individual flux equation, of 

the type silimar to Eg. (c-6b), all these distribution profiles 

are coupled and related to the space potential by the Poisson's 

equation.  The solutions of the space potential as a function 

of the boundary velocity involve 4 coupled differential 

equations, as suggested in Brown (1960), instead of solving 

the complicated mathematics, we consider the extreme case 

of such a high boundary velocity that the total Sr impurity 

profile breaks down to a uniform distribution, while the 

vacancies, because of the relatively high diffusivities, 

can adjust themselves to the distribution profiles of the 

minimum energy.  The uniform Sr distribution suggests that 

nL(x) = %(x)+nt,(x)= c 

s%(*)=-snb(x) 
(CI-l) 

(CI-2) 

where nf and ^ are the density of unassociated (s •, and 
K 

associated (Sr^)*, respectively. 

With the condition, (CI-2), and after the minimization 

of the free energy, as discussed in Kliewer and Koehler (1965), 

69 

mmmtm mmm ■rummniniii _ 
■■ ■  ■  



we obtain 

^pF-B>e*-*rA(^J>)]= o 

where F is the cation vacancy formation energy and B 

is the binding energy of the (Sr'V')* complexes. 

Combining Eqs. (CI-1) and (ci-3) / we get 

nt= -{CI-4) 

1 +/Z'e*f>{'-(?*-*+-*t)/AT) 
With the expressions for cation and anion vacancies, 

as derived in Kliewer and Koehler (1965), the Poisson's 

equation becomes 

<& , Wef c 
dx2  € l|+i2wK^^) ^-^-<^) (CI-5) 

It can be shown that the bulk potential, eij»«,, in 

this case of a migrating grain boundary, is identical to 

that in the case of a stationary boundary.  Further alge- 

braic manipulations reduce the Poisson's equation to 
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with S S % 

€4r 
and s = tnNezc(i-f>j 

Vz 
(CI-7) 

(CI-8) 

where the Debye length,6, is identical to that in the case 

of stationary grain boundary in the extrinsic temperature 

range. 

Upon the integration of Eq. (CI-6), and with the 

boundary conditions that d())/ds = 0, <() = ^ at S ■*• «>,  we get 

dfo-eflfo 

d5 lH2exp(- 
Ciet-ttynr-cln H-Ueiff-^f 

+ art- tfaiertetfä . «P^^ 1 

(CI-9) 
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Numerical integrations of Eq. (CI-9) give the space 

potential distribution for a crystal in the temperature 

of 200-700oC.  At temperatures abovo the isoelectric 

temperature, the calculated potential distributions are 

very similar to those given in Kliewer and Koehler (1965) 

for a stationary, as shown in Figure (CI-1).  This is 

expected because the vacancy cloud, which are frae to adjust 

themselves to the minimum free energy distributicn, constitute 

the majority of the charge density, which creates the space 

charge potential.  However, at temperatures below the 

isoelectric temperature, the impurity cloud has a larger 

share of contributions to the potential, and the potential 

distribution for a mobile boundary is different by about 30% 

of that for a stationary boundary as indicated in Figure (CA-2) 
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Appendix C-II;  Effects of Dipole Interactions 

in the Space Charge Potential Theory 

The space charge theory, as formulated in Kliewer and 

Koehler (1965), neglected the interactions between the bound 

charges, e.g. the (Sr^V£ )* dipoles and (V^V^ )* dipoles, 

and the electric field as created by the distribution of the 

free charges, e.g. Sr^,  V^, V^, in the neighborhood of the 

grain boundary.  As shown in Jackson (1962), the interaction 

energy, üdipole, of the polarizable dipoles of dipole moments, 

p, m an electric field, E, is giver, as 

(CII-1) U,.   = -1^. p 
dipole       ■ 

1 •*. r* 
2 

For the crystal structure of KC1, the dipole moment of 

the (Sr^V^)* complexes can be in any of the 12 vectors, "pi, of 

the type, ea/2 (110); and each vector has a magnitude of ea/}/
r2, 

where e is the electronic charge, 1.6 x 10~19 coulomb; and a is 

the lattice constant, 6.293Ä for KC1.  We further assume that 

there are mi(x) vacancy-impurity dipoles, (Sr'V')*, with 
K K 

dipole moment,"pi, at the location x. 

However, the dipole moment of (V'V* )* complexes can 

only be in any of the 6 vectors, <L,   of the type, ea/2 (100); 

and each has a magnitude of ea/2.  Similarly, we assume that 

there are n-j(x) vacancy-vacancy dipoles, (Vjv' ) *, 
j " K Cl 

with dipole moment, q., at the location x. 

The net dipole moment, p, of the mi(x) and nj(x) dipoles 

with moments, Pj^ andqj, respectfuly, when resolved in the 

direction of the electric field, which is normal to the planar 
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grain boundary, is 

I2- = ( I    p.m. + I  q^n.) • E/IE) 
i=l  1 a j=l ^ D 

12 6 

1=1 3=1 

where p.  and q.  is the component of "p. and q. moment in the 

field direction, x. 

The interaction energy, U,.  , , between all these 

dipoles and the electric field, E, is 

(CII-2) 

12 
U 

6 
Z dipole= ~I  E-(L   piini+    ^ ^i* i=l 

12 
nj 

d^ 
a I (.E  Pix ^i + -^ qix "j' dx 

1=1      ■L  j=l J 

(CII-3) 

where $  is the potential associated with the field. 

When the interaction energy term, U, is included, the 

free energy, F, of a crystal, of length 2L, is 

/ + -   12 +     - - 
F = 2  dxfn+ (x)F +n_(x)F + Z m. (x) F -B+-p.-E/2 

J i=l 

+ I     n.(x) (F+ +F" - B-^q. ."E^) + ip (x)(|)(x)] -T Sc  (CII-4; 
j=1  J D       ^ I 

where n+{x) is the number of cation vacancies with formation 

energy, F ; n-(x) is the number of anion vacancies with 

formation energy, F ; B+ and B are the binding energiess of 
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the (Sr-V')* complexes and of the (v'V^)* coroplexes respectively; 

and pf is the free charge density in the crystal. 

The free energy of the crystal can be minimized by 

varying the 21 independent quantities of defects and impurities 

concentration, and with the following two constraints: 

(1)  Poisson's Equation: 

d ,  d(t     . 
Sx ("E dx  47rP) = 47re (nf + n- 

where nf U  the number of free Sr atoms. 

(2)  Impurity conservation: 

- n+) (CII-5) 

f 12 
i 2  m.^x) + n (x)] = CNL 
i=l  1      t (CII-6) 

where C is the average concentration of Sr impurities and N 

is the density of anion or cation sites in the crystal. 

A variation of the free energy, F, as defined in Eq. (011-4), 

gives,   L 

- S(TSe) 
fL f1- rL    'i i 

S(TSc) (Ct-7) 
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The following sections discuss the variations of the 

last 4 terms separately: 

(Bl)  For the dipole interaction of (Sr'V')* complexes with 

the electric field: 

We define F4I= -sxjLmiCOfieAJx. 

Jo i-1 Z   dX 

=   It tlz (CS-*) 
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(B2)  Similarly, for the dipole interaction of (V'V'n)* K Cl 
complexes with the electric field: 

5 ji *• A      (ci-9; 

(B3)  For the electrostatic free energy term; 

Define 

-  >--».<-v-i-J. wij ua L-J-V^  J.1.CC  cue 

= M + A/        (CJL-IO) 
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after integration by pa^ts. 

For fixed potentials at the surface and in the bulk, 

Wo) = Sfi(L) = O 

•• M,=-kfM>£'* 
in ****'{" wfa*'(z*') **   fca■/2W 

again after integration by parts. 

We define |i = o in the bulk, L, due to the symmetry of 

the crystal. 

e4i\   = (inr/i ä* - 4*(Lf* moo * i f^)/ 

Wß dx + ^/i* £> «f. ro; fi f * nj(o))   (eg - /s; 

Since 
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and we assumed that Vhere is no net polarization term in the 

bulk,  a « 

I'I 

(cs~t4&) 

Since /^[| M^'+l $i*Mjj*t* 

• CO • 

(cz-W 
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^/i = MtA/ 

= M,+Mi+N 

0 9 

(CI-I(>) 

Since we assign an arbitrary potential, (j) (o) , at the crystal 

surfaces, we have to include an electrostatic energy term, F , 

due to this surface potential and on the surface free charge. 

^s' 

(cii-n) 
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due to 

Consequently, the total electrostatic energy, Fe, 

the free charces, ^ ^ =  ££ + ^ 

(C1-/8) 

We also note that only the potential difference with 

respect to the crystal surfaces appears in the expression of 

the crystal free energy, therefore a choice of zero surface 

potential, 0 (o) = o, results in no loss of generality. 

(B3) The variation of the entropy term, Sc, is similar to the 

case discussed in Kliewer and Koehler (1965).  However, since 

the dipoles with different orientations, pi or qj, are 

considered as separate entities, the potassium vacancy must be 

in the unique nearest neighbor position of the Sr ion in order 

to form a (Sr'V')* diuole of a specific moment.  Similarly, 

a potassium vacancy must be in the unicue nearest neighbor 

position of a chlorine vacancy to form a (V^)* dipole of a 

specific moment.  With this consideration and based on the 

work of Kliewer and Koehler (1965), 

+ Sn.£*(%,)+in./n(/v/n.j  (CR-19) 
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with the usual assumption of low impurities and defects 

concentrations, (r.f/ m^ -r^, n+/ n-) <<N, where N is the 

density of anion or cation sites in the crystal. 

(F)  Consequently, the variation of the crystal free 

energy can be expressed in terms of the variations of the 21 

independent variables,  nf, m., ra , ... m,-, n,, n«, ... n6, n+ 

and n_. 

+ ('(f*-1* - tTL £)Sn.<Ac        (Ct - 20) 

where a, the Lagrange multiplier, is introduced for the 

conservation of impurity atoms. 

The minimization of the free energy will assign 6F to be 
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zero and wa obtain the corresponding relations for the 

independent variables of the defects and impurities 

concentrations: 

mi 
r=expl-(P+-B+ + p.  |i+0)/ 1 kTJ (CII-21) 

JT = exP[-(F+ +  F-  -B  +  qu  |i)/kT]       (CII.22) 

nf 
— = exp [-((() + a)/kT] (CII-23) 

— = exp (-(F+ - (J))/kT) (CII-24) 

n- 
— = exp (-(F + 0,)/kT) (CII-25) 

For a grain boundary normal in the (100) direction, a 

third of \Sr'KV^*  dipole vectors have pix = ea/2, another 

third lave pix=_ea/2, and the rest have pix = 0.  We 

defire n^ for the concentration of dipoles with pix = -aa/2, 

m2 for Pix = 0'   and 11^ fcr pix = -t2a/2.  Thus Poisson's 

equation, Eq. (C-26) is simplified to 

[■• STrNe2  a^ C°°pc 
" £kT     4        3 2  cosh   ( — ^)1 26   dS;J 

d^Z 

dS2 
=   sinh  Z 

where  the reduced distance  S  is given as 

S  =  x/6 

5 tT*rexp (-(F -^j/kT)J 
1 

'2 

(CII-26) 

(CII-27) 

(CII-28) 

, 
|jy JiiinirTiirii-iViiiii •—"-'-—^ ^^^■.•-^- - 
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and the reduced potential, Z, is given as 

Z = (e* -  e4)^)/kT (CII-29) 

and the bulk potential, e^, is defined from the condition 

of charge neutrality in the bulk, 

(1 " P J Coo + exP (" (F~+e()) J /kT) -exp (- (F+- eQJ /kT) =0  (CII-30) 

The bulk potential, e^^, and the Debye length, 6, are 

similar to those defined in Kliewer and Koehler (1965) . 

The numerical solutions of Eq. (C-27) for the space 

charge potential and the space charge electric field were 

performed.  It was shown in Fig. (V-5) , that the spc*       charge 

electric field, E, when corrected for t!.a dipole interactions 

is not significantly different from that derived in Kliewer 

and Koehler (1965), in which the dipole interactions are 

neglected.  However, the distributions of (Sr^V,.)  dipoles, 
K K 

namely m, and m-; each with a net dipole moment resolved in 

the electric field direct .on, are non-uniform in the grain 

boundary region. Fig. (V-6). 

With the dipole-field interaction, the net concentration 

of vacancy-impurity dipole complexes is always enhanced.  The 

integrated enhancement. Am, over both sides of the grain 

bou, idary region is given as 
00 

Am = 2 %&* j ((exp^f ^/kT)-l)-Mexp(- **  Ü/kT)-!)] dx 
yo L J    (CII-31 

>    0 
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Appendix C-III:  Evaluation of the Quantities a and g 

The quantities a and 6 are evaluated in this appendix. 

According to Cahn (1962), 

<x H 4ATN, j^MiA &      (CM -1) 
V(X) 

- %[& l>(X)d4C (CJL-Z) 

For    \J = e<fi -ej^ 

and      £  = Ms 
% + o~n.)exp(~*iz*ä*) 

(Cä-5) 

(CE-4) 

With the definitions of Z = (e^-e^)/kT ; S = x/6 and 

H&^'i we get 

ax 
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^e 

+ QzM(w(*£).!)]      (cm-5) 
=  o( 

Similarly, 

^=- rfr^^4[^-e^|^-g^^«H^ 

y^o 
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p-i . .(a) ^ 
Figure ^-J..Mxcrostructures of hot-forged KC1 470 molar ppm SrCl2 
in melt  (a)   before anneal and (b) after 1 hr anneal at 4480C. 
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Figure C-3:  Impurity distribution profiles in the 
neighborhood of a moving grain boundary.  M, defined 
in Eq. ^C-18c), is proportional to the boundary velocity. 
The impurity distribution profile becomes more asymmetrical 
as the velocity increases.  At 200oC, which is below the 
isoelectric temperature, the boundary core is negatively 
charged and the impurity segregation occurs. 

90 

■n 



wiip"i5Stf^ii"iitT IITII i» 
■Ulil wmmmmmmmm 

10 

I- 

I - 

8 

V) 

T 

— m = 0.0 I 
— rn = 0.1 
-- m = 0.9 
— m - 1.9 

& 

K 

^j  0.1 

0.01 

T =700oC 
[Srk(a))l     = 50ppm 

8 = 10.0 Ä 

I 1 
-4-2    0    2    4    6 

REDUCED DISTANCE FROM GRAIN BOUNQORY (X/B) 

Figure C-4:  Impurity distribution profiles in the 
neighborhood of a moving grain boundary.  M, defined 
in Eq. (C-ISc), is proportional to the boundary velocity 
The impurity distribution profile becomes more asymmetrical 
as the velocity increases.  At 700°C, wl ich is above the 
isoelectnc temperature, the boundary core is positively 
charged and the impurity is repulsed from the boundary 
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Figure C-6:  Grain boundary mobility in uhe low velocity 
limit.  The high mobilities at the isoelectric temperatures 
are due to the vanishing space charge potentials at the§e 
temperatures. 
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Figure C-7:  The break-away velocity, ß-1, as calculated 
from Cahn's model. 
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Figure C-8:  The calculated grain boundary velocities 
under a driving force of 105 dyne/cm2 in KCl with 1 ppm under a driving 
Sr impurity. 
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Figure C-9:  The calculated grain boundary velocities 
under a driving force of IO5 dyne/cm2 in KCl with 50 pptn 
Sr impurity. 

96 

am liMü .—i 



 -^W^      I    ■■■■■    >1- ET-r-^—^-^-T——«^»p^ww»»^^^-—'-—»«^^M  ■ " 

ir>-2       700    500 
10 £' TT—I—r 

10-3- 

Temperature (0C) 
300 

~~I  

I0"4 

o lO"5 
0) 
(/> 
\ 
E o 

lO'6 

>% 

8 
0) 10-7 
> 

!0-8 

K)*9 

[SrK]t0t=100
vPPm 

-Driving force = 105dyne,s/cmJ 

Experimental data 

\ K)"10! 1 1 1 I LA_L_ 

0.8        1.2        1.6        2.0 
1000/T(0K) 

Figure C-10;  The calculated grain boundary velocities 
under a driving force cf 105 dynes/cm2 in KC1 with 
100 ppm Sr impurity. 
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Figure C-12: Impurity and vacancy distributions in the 
grain boundary region due to the coupled effects of the 
electrostatic and strain field interactions between Ihe 
impurity and the grain boundary. oecween tne 
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Figure C-II-1:  Dipole interactions between impurity- 
vacancy complexes and the electric field have a negligible 
effect on the space charge electric field. 
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D. SPACE CHARGE CONTRIBUTION TO GRAIN BOUNDARY DIFFUSION* 

M. F. Van, R. M. Cannon, H. K. Bowen and R. L. Coble 

Abstract 

The contributions of the space charge cloud to impurity and 

self diffusion in the grain boundary region of doped KCl are 

calculated and shown to be modest in magnitude {<103D ) and 

limited in range (10 - 200 A).  Both enhancement and reduction 

in the charge cloud contribution to boundary diffusivities 

are predicted.  Only for the ion on the sublattice opposi-.e 

that of the principal impurity is appreciable diffusivity 

enhancement in the charge cloud ever indicated.  Large 

boundary diffusion enhancements and wide boundary widths in 

"pure" and doped samples, often reported in the literature 

cannot be explained by the space charge contribution. 

Work sponsored by Advanced Research Projects Agency through the 
Air Force Cambridge Research Laboratory (F15628-72-C-0304). 

Accepted for publication by the American Ceramic Society. 
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I.  Introduction 

The existence of space charge regions near lattice 

discontinuities (fre^ surfaces, dislocations and grain 

boundaries) was first postulated by Frenkel , and the charge 

1 2 
distributions have been formulated by Frenkel , Lehovec , 

3 4 
Eshelby et al , and Kliewer and Koehler .  The conductance 

and diffusion in the space charge layer of alkali halides were 

2 5 fi 
considered by Lehovec and Burke .  In reviews by Kitazawa 

and Kingery , on preferential diffusion along grain boundaries 

and dislocations in ceramics, the possibilities o2  the space 

charge effects on diffusion were further discussed.  Kinetic 

processes involving diffusion in the space charge regions 

have recently been studied; it was shown that the charge 

cloud of Sr ions accounts for most of the drag on a moving 

■ 
grain boundary of doped KCl , and that the dislocation glide 

velocity in LiF at high temperature is controlled by the 

vlrag of the surrounding vacancy charge cloud. 

The purpose of this paper is to elucidate quantitatively 

the effects of the space charge cloud on diffusion in ionic 

materials.  For illustrative purposes Sr and 0 impurity 

diffusion as well as K and Cl self diffusion in Sr and 0 doped 

KCl are studied in detail.  The distributions of impurities 

and vacancies about grain boundaries as formulated by Kliewer 

4 
and Koehler , are used in the calculations of the diffuf\vities 

in the space charge cloud. 
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II.  Theory 

(1)  Formal Theory: 

In ionic materials with predominantly Schottky type defects, 

e.g, KC1, both the impurity ions and the matrix ions diffuse 

only by associating with vacancies on the same sublattice. 

The diffusive flux of the ions, J, is the same as the flux of 

the associated vacancy-ion complexes, J r       complex 

For a gas exchange tracer diffusion experiment in a semi- 

infinite bicrystal, as shown in Fig. 1, a uniform chemical 

potential is maintained in the bicrystal sample by keeping the 

same vapor pressure of the chemical species of the diffusing 

ions on both sides of the sample, y = 0 and y = L.  However, if 

the vapor phase at y < 0 consists of the tracer isotope and the 

vapor phase at y > L consists of the major isotope, there exist 

concentration gradients of both isotopes parallel to the grain 

boundary in the bicrystal sample. 

For simplicity, we treat the space charge effects only in 

the grain boundary region and neglect those at the surfaces. 

Since there is a strong electric field in the space charge 

regions of grain boundaries, a drift term due to the electric 

field as well as the usual diffusive term due to the concentration 

gradient is included in the flux equation of the vacancy-ion 

complexes, 

J(i) - J11'   ,  ,   1 ■ 1,2 complex        ' 

= [-DoV (pC(x)) - qBpcfl)V{e(|.(x)-e4)<r)I;  i = 1,2 

'   MDop    £U\  D0C^   |*  ♦qBC^p JL(e,(x)-e0} x 

Dopäy      y-VH      Si  ;i=  1,2 
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where the quantity with a superscript, I • 1, denotes that of 

the tracer isotope and i = 2, for that of 

the major isotope; C is the local concentration of the ions; 

Do is the diffusion coefficient of the vacancy-ion complexes; 

B is the effective mobility of these complexes in the space 

charge electric field; q is the effective charge number of the 

complexes; e is the absolute value of the electronic charge; p 

is the probability of association to form the complexas; 

U(x) - (j)^} is the potential difference between the bulk 

potential, iml  and the potential at a distance x from a planar 

boundary or free surface, which is normal to the x-axis.  In 

general, Do is not affected by the space charge potential and 

therefore is not a function of location in the crystal. 

It was shown in the Appendix that the total concentration 

of both isotopes;r{x,y) is independent of y, 

C(1) (x,y) + C(2) (x,y) = C(x,y) = C(x) (2) 

and that the tracer isotope concentration, C(1) (x,y) , can be 

expressed in terms of the total concentration, C(x), as 

C{1) (x,y) = C(x) ffy)/C(") (3) 

where f{y) \s  the tracer concentration at distance far from the 

grain boundary and C(oo) is the total concentration of both 

isotopes in the bulk. 

For diffusion parallel to the grain boundary, we only 

consider the y- component of the flux vector in Eq. (1); and 

the tracer diffusivity, D, is given as 

D = D p 
or (4) 
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The space charge enhancement to the tracer diffusion and 

conductance parallel to the boundary can be evaluated by 

integrating the y ccirponent flux, Jy, over both sides of the 

boundary, 

- 2 j [Jy{x) - Jy(oo)] dx A J 

= 2 

= 2 

6 3y 3y 

J [D0p(x)C(x) - Dop(co) c(-)l || dx      ( 

This quantity is a measure of the conductance parallel to the 

boundary, but gives no information regarding the "effective" 

width or diffusivity for transport across the boundary or the 

space charge cloud. 

However, for diffusion normal to the grain boundary, the 

ionic flux is the x-component of the flux vector in Eq. (1). 

Although the last two terms in this component, D C(i) ^ and 
(i) 3 0    8x 

-qBC P9x(e^(x) - e^J, will be of opposite signs, numerical 

calculations show that they can be of magnitude larger than 

the first term in the flux component, D pi^  .  The term r C(i)J^ 
or3x o   9x 

can be derived from p, the association probabilities of different 

diffusing ionic species, discussed in the subsequent sections; 

and is proportional to the space charge electric field.  Since 

this electric field is an odd function with respect to the 

grair; boundary. 

3(e(|)(x) - e* ) 

3x 
= +2kT sinh ( 

ecKx) - eifi 

2kT 

00 

), 
X>0 

X<0 
(6) 
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the net flux due to the Doc
(l) Jj - nBc(l)P^ t«#(x) - e^ ) terms 

reverses direction on the opposite sides of the boundary. 

Therefore it is likely that these fluxes have no net contribution 

to diffusion across the boundary.  Consequently, Eq. (4) may also 

be approximately correct for some problems involving diffusion 

across the grain boundary. 

Furthermore, for Eq. (4) to be applicable the diffusion of 

impruity ions, either parallel or normal to the boundary, is 

restricted to tracer diffusion or sufficiently small concentration 

gradients that the space charge is adequately characterized by 

the average impurity concentration near the boundary.  A 

significant quantity of impurity introduced into the matrix by 

impurity diffusion will change the spacj charge potential and 

require a more complicated analysis.  For the present purposes, 

the case of tracer diffusion may well illustrate the essential 

features of the problem.  Besides, results for the self 

diffusion coefficients are also applicable to mass transport 

for ionic conduction, creep or sintering. 

(2)  Sr Diffusion in Sr Doped KCl: 

2+ Since Sr  can only diffuse by associating with potassium 

vacancies,  the probability of association, p, is defined as 

t(v;srK>*i (6) 
P ■  1 • s— 

t(VK SrK)*l + tSrKl 

and is a function of location in the crystal. 

+ Kroger-Vink notation where ', *, * indicate the effectively 

negative, positive and neutral charged species respectively. 
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We define p^ as the degree of association in the bulk. 

Since the space charge potential does not affect the associated 

complexes, which are neutral; the concentration of the complexes, 

[{V^ Sr^)*], is 

[(V^ Sr^)*] = 
> "oo (7) 

where C^ is the total Sr concentration in the bulk. 

The space charge potential will strongly affect the 

equilibrium distribution of the charged, unassociated strontium. 

Since the grain size (> 10 pm) is much larger than the Debye 

length (10  to 10  ym), it is reasonable to neglect effects 

of specimen size. The unassociated Sr concentration, [Sr*], is4 
K 

•                  e4)(x) - «4 
[SrK] = (1-pJ c^ exp ( ) (8) 

kT 

Combining Eqs. (4) - (6), we have the probability of 

association near the boundary 

p(x) = 
e<p{x)   -  e({> 

P« + U-PJ exP ( Z) 

(9) 

kT 

Combining Eqs. (2) and (7), we can express the ratio of 

the Sr diffusivity in the boundary region, DSr(x), to that in 

the bulk, DSr(oo) , 

DSr(x) m  D§rP(x) m 

DSr(co)   D^V 
O  "o Poo   (1-P-) exp ( ) 

(10) 

kT 
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The D r(x)/D r(oo) ratio, plotted in Fig. 2 , as a function of 

distance normalized with respect to the  Debye length, 6, shows 

a moderate enhancement of Sr diffusiv .ty in the region near the 

boundary at temperatures above the isoelectric point, which is 

440oC for 50 ppm Sr doped KC1.  However, at temperatures below 

the isoelectric point, there is a significant reduction of Sr 

diffusivity near the boundary. 

The Debye length, 6, for extrinsic temperatures is given as' 

1/2 

f ekT     .            1          1 
6   =    I         1 (11) 

■[ SiTNe' c. ( i-pj J 

where E is the static dielectric constant and N is the density 

of anion or cation sites in the crystal.  The diffusion and 

impurity-vacancy association data of Fuller et al11 and the 

defect formation energies of Dreyfus and Norwick12, are given 

in Table (1).  The calculated values of bulk potentials, Debye 

lengths and impurity-vacancy association probabilities are 

given in Table (2).  This and subsequent calculations neglect 

SrCl2 precipitation in the matrix which may occur in heavily 
13 14 

doped samples.  ' 

In the space charge theory of Kliewer and Koehler4 the 

impurity-vacancy complexes are assumed to be electrically 

neutral and so to have no interaction with the space charge 

potential or the potential gradient; thus the concentration of 

the complexes, p(x) C(x), is uniform across the boundary region, 

and p(x)C(x) = p(oo)c(«»).  Consequently, the presence of the 

space charge layers has no integrated enhancement of Sr diffusion 
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flux parallel to the grain boundary, as given in Eq. (5), AJSr= o. 

However, the impurity-vacancy complexes ure  electric dipoles; 

the interaction between the dipole moments and the space charge 

electric field has a significant effect in the distribution of 

dipole complexes with different moment orientations.  Furthermore, 

because of the high value of the electric field gradient, the 

distribution of dipole complexes is not uniform, i.e. C(x)p(x) * 

C(-)p(-), and it can be shown that the integrated enhancement to 

diffusion parallelste the grain boundary, Aj, as given in Eg. (5),is 

AJ = 2 D0^ j  [(eXP(f ff AT)-1) +(exp(- f ^/kT).1)]dx (12] 

o 

where the space charge potential, 0, differs by only a negligibly 

amount fro« the potential distribution in Kliewer and Koehler4, in 

which the complex dipole-electric field interaction is neglected. 

Numerical integration shows that AJ, in Eq. (12), are 0.133 6DSr(~)|i 

and 0.157  DSr(co) |1 for 200oc and 700Oc respectively. 

These values are at least an order of magnitude smaller than the 

integrated enhancement for the self diffusion of K and Cl ions as 

shown in the following sections. 
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(3)  K Self Diffusion in Sr Doped KC1: 

Since potassium ions diffuse by a vacancy mechanism, the p, 

as used in Section (1) for vacancy-ion association, is simply 

z[VK] where z is the coordination number i.e. 12 for KC1 and 

[VK] is the concentration of potassium vacancies free from Sr 

association.  Th3: K diffusivity, DK, is then given as 

DK = [V^l DJ (12) 

where Dv is the potassium vacancy diffusion coefficient. 

Although the space charge potential has little effect on the 

vacancy diffusivity, it does determine the distribution of 

potassium vacancies in the vicinity of the grain boundary.  The 

potassium vacancy concentration near the boundary is , 

r '        • BA 'X)    -   ei«, 
[VK(X)]/[VK(co)] = exp (—-j^ ZZ) (13) 

From Eqs. (11) and (12) , the enhancement or reduction in K 

diffusion in the space charge region at temperatures above or 

below the isoelectric point have a similar trend as in the case 

of Sr diffusion and are shown in Fig. (3). 

For the integrated enhancement of K flux, the C (x), as in 

Eq. (5), is simply {1 - [V^(x)]}, and 

"  2j    {VV> 9y 
"b 

AJ  =   21     {DV[VK (:•:)]  {l-[VK(x)]}   -  Dv[VK(co)]    {1-[VK(")]}}   |i dx 

=  4DK(~)   6{[expr^)-l] ♦ [V^.)J(5 - ± expC^) 
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which gives values of -3.696DK{<») || at 200oC and +15.936D(«>) — 

at 700oC for 50 ppm Sr doped KC1. 

(4)  Cl Self Diffusion in Sr Doped KCl: 

Due to the suppression of chlorine vacancies by Sr dopant, 

the Cl diffusivity is decreased in the extrinsic temperature 

region.  However, the contribution due to potassium-chlorine 

vacancy pairs, (VK V^)*, is then significant.  The ratio of 

vacancy pair diffusion, Dp
C1, to single anion vacancy diffusion 

in the bulk, Dg01 («>), can be calculated from equations by Fuller15 

and with an assumption about the Sr impurity to K vacancy binding 

energy  .  The Dp
C1 (<»)/DS

C1
 (») ratios for various Sr contents are 

shown in Fig. 4. 

Since the vacancy pairs are neutral and with the effects of 

dipole moment-electric field interaction neglected, their 

contribution to diffusion is not affected by the space charge 

potential.  At high temperatures, when the contribution of single 

vacancies, V^, to diffusion is signficiant, the space charge 

potential will affect the Cl diffusivity in a similar manner as to 

the K diffusivity.  However, in this case, the ratio Dc
Cl(x)/D Cl{") 

is the reciprocal of that given in Eq. (12) for DK(x)/DK("). 

When both the single anion vacancy and vacancy pair contribu- 
Cl 

tions are included Dtot, the Cl diffusivity in the region near the 

boundary can be expressed as 

Cl  Cl , .   D^xl/DJ:1^) 4- D^M/D^M 
»lot^^tot^   " 

1 + DJ1<»)/D51(«) 
(15) 
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This ratio is plotted for different temperatures in Fig. 5. 

Because of a significant contribution of vacancy pairs to diffusion 

at low temperatures both the magnitude and the effective range of 

the space charge enhancement are significantly reduced. 

The integrated enhancement for the Cl diffusion flux. 

M - »^C (1- [Vcl(x)l) - (1- IV Cl'""'} ̂— dx 3y 

4Dtot(to) 6 

Cl     Cl i + oyw/üyw 
(i- [vcl(»)] 

D^M 

Dg (oo) 

e^oo 

> ^ -i) 

+ivci(-)1(i-! 

3e(t>co 
2kT 

- e 

e* 

2kT 3f 
9y *r. (16) 

is -2.0860^.(00) |1 at 700oC and +0.716D^t (oo) || at 200oC, for 

50 ppm Sr doped KCl. 

(5)  K Self Diffusion in 0 Doped KCl: 

For KCl doped with divalent anion impurity, e.g., K20, a 

negative bulk potential is always required.  Physically it is due 

to the fact that the formation energy of anion vacancies is larger 

than that of cation vacancies.  At intrinsic temperatures, the bulk 

potential approaches that of the pure KCl, -0.27 eV.  At extrinsic 

temperacures, the anion vacancy concentration at the surface, is 

always less than the impurity concentration.  As temperature 

decreases, the surface concentration of anion vacancies is iree 

to decrease; but because of the neutrality condition in the bulk, 

the anion vacancy concentration in the bulk is constrained by the 
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impurity concentration.  Consequently, as temperature decreases, 

an increasingly negative bulk potential is required to maintain 

the increasingly larger concentration differential between the 

surface and the bulk. 

With an analysis similar to that by Kliewer and Koehler4 

but for anion divalent dopants, it can be shown that the bulk 

potential for the O-dopant KCl, •#.(0). and that for the Sr- 

doped KCl, e4»oo(Sr) are related by 

e^CSr) + e* (0) = F+ - F' (17) 

provided that the binding energy between O^and v'  is the same 

as that between Sr* and V^, as shown in Fig. 6.  Furthermore, 

the Debye length, 6, for extrinsic tenperatu.-s is the same as 

that given in Eq. (10). 

Based on the calculated values of the bulk potentials and 

the solutions of Poisson's equation, vacancy and impurity dis- 

tributions were calculated; and from these, K diffusion due to 

single vacancies were evaluated by Eq. (12) and are shown in 

Fig. 7.  Because of the large bulk potential, there is a strong 

enhancement of K diffusion in the space charge layer.  In contrast 

to the case of K diffusion in Sr doped KCl, the enhancement in 

K20 doped samples increases as the temperature decreases. 

The integrated enhancement of K diffusion flux is also given 

by Eq. (14) and is +55.26DK(co)M at 500oC and +154350*(oo)if at 
dy 3y 

300oC, for 5 ppm K20 doped KCl.  Since the K diffusion in K?0 

doped KCl is suppressed by this dopant, the bulk K diffusivity 
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is much less than that in Sr doped samples. 

Similar to the case of Cl diffusion in Sr doped KC1, the 

vacancy pair contribution to K diffusion in K 0 doped KC1 will be 

significant, and the effective enhancement due to the space 

charge will be reduced.  But since the enhancement factor (102 - 

10 ) is much larger than the Dp/DgM ratio (I-IO2), the effect- 

ive enhancement remains rather significant; in contrast to the 

case of with Sr dopant. 

(6)  Cl and O Diffusion in 0 Doped KC1: 

The Cl and O diffusivities in the boundary region of K_0 

doped KC1 will be reduced by the space charge effects analogous to 

the previous cases.  The integrated reduction in Cl diffusion 

flux is 

AJ = 2 DC1 (») 

= 4 DC1 (oo) 6 { 

DC1(x) 

DC1(co) 

2kT 

(1-IVC1(X)] - (l-[Vcl(oo)J)  dx 

-]) ♦ [vcl{»)](f - - 

3e<k 
00 

2kf _^ 1 18) 

giving -3. 73"5DC1 («»)|^ at 500oC and -3.996DC1 (oo)|l at 300oC for 

5 ppm K20 doped KC1. 

Similar to the case of Sr diffusion in Sr doped KC1, there 

is no integrated enhancement of 0 diffusion flux in 0-doped KC1. 

III.  Discussion 

There have been several reports of boundary enhanced cation, 

anion and impurity diffusion in alkali halides.  Anion diffusion 

has been typically found to be more enhanced than cation diffusion 

Most of these experiments involved sintered samples e.g. Laurent 
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and Benard  , Cabane  , and some involved bicrystals eg. Geguzin 

et al  and Sabharwal et al  . The grain boundaries in the samples 

may have been preferentially contaminated during the processing.20 

Grain boundary diffusion for 0 and Br ions were observed in KBr; and 

0 ions diffuse 100 times faster than Br.21 However, enhanced grain 

boundary dif usion was not observed for either cation or anions in hot 

deformed and recrystallized Csl polycrystals.22 Boundary enhanced Tl 

diffusion in KC1 bicrystals was not observed except in bicrystals 

intentionally synthesized in the presence of water vapor.23 Water- 

enhanced grain boundary electrical conduction in KC1 was reported24; 

and cation grain boundary diffusion in NaCl was observed only if 

the Na-isotopes were accompanied by water contamination.25 As a 

result, there appear to be no good experimental estimates of wD,. 
b 

(the boundary width times the boundary diffusivity) for clean 

alkali halide boundaries, due in part to the relative insensitivity 

of diffusion measurement techniques in bicrystals. 

There are conflicting reports about the grain boundary width 

in ionic materials.  Boundary widths of 2-10 lattice spacings were 

estimated for Mg02b, Zr02
27, Al^28.  However, a boundary width 

'V' 1 ym was suggest d for alkali hali.des.    When grain growth and 

diffusion data were compared, the boundary widths were estimated to 

be -v 1 ym for Na(_, 2 vm  for MgO, 150 A for BeO and 100 A for 

A1203- "  Boundary widths of 2 and 75 um were estimated for MgCT31'32 

based on the same set of diffusion data.33  Microhardness measure- 

ments of doped A1203  and doped YjO-j35 showed an effective 

boundary width of 10 - 20 um; but these are likely due to non- 

equilibrium solute segregation which occurred during cooling. 
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When the  reported magnitude and extent of boundary-enhanced 

diffusion data are compared with those predicted by  the  space 

charge  theory,   several discrepancies,  both qualitative and 

quantitive,   are noted: 

(1) Boundary enhanced K and Sr dj Ufusivities are predicted 

at temperatures  above   the  isoelectric point;  whereas  reduced K and 

Sr diffusivities  are predicted at temperatures below the isoelectric 

point.     The  inversion   from enhancement  to  reduction  is  also predicted 

for Cl diffusion.     An  exception  to t ^e predicted  inversion  is  the 

diffusivity in  K20 doped KC1, which has no isoelectric point.     However, 

no data on  reduced boundary  diffusivities  have  been  reported,  nor 

would they be easily measuiable  by direct  diffusion experiments. 

(2) The predicted magnitude of enhancement  is much  less  than 

the  reported value  of  10     -  10    in the  cases  of observed boundary 

diffusion. 

(3) The predicted boundary widths   are  in  the  range of  10  - 
o 

200  A,   depending  on  temperatures and  impurities,  much  less  than 

sane  reported values   (^  1  ym).     Only  a   few  results  of  temperature 

dependent widths have  been  inferred  from  sintering  studies  in 

A1203       and diffusion  studies  in  ZnO bicrystals       and ZrO-  poly- 
,27 

crystals. 

The present calculations give much lower values of Debye lengths 

and of the integrated diffusivity enhancements than for pure crystals. 

Inferred from the calculations of Lehovec , the integrated Na 

diffusivity enhancements are 20.26DNa{») at 900oK and 55.66DNa(«») at 

600oK for pure NaCl.  More importantly, the Debye lengths,5, for 
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k  j^ NaCl are   .80 A+ at 900oK and 2000 X at 600oK.2'4The nearly 

micron size value of  the Debye  length at 600oK is valid only if 

the divalent impurity comcentration  is  less  than  0.01 ppm so that 

the bulk cation vacancies are predominantly Schottky defects. 

Consequently,  the present calculations give  a more  realistic 

estimate of the space  charge effects  for presently obtainable 

crystals. 

The diffusivity  calculations are based on  the  space  charge 

theories  formulated by  Frenkel1,  Lehovec2,  Eshelby et al3 and 

Kliewer and Koehler   .     In these  theories,   the  effects of adsorbates 

and the energies of excess vacancies at the  surfaces were neglected; 

Lifshitz and co-workers37'38   observed that these  surface properties 

will introduce the  crystalledraphic orientation  dependency in the 

potential and charge distributions  in the  space charge  layer. 

Blakely and co-workers     '       made certain  simplifying assumptions 

about the  surface structures  and were able  to obtain a solution  for 

the  surface potential with tne surface site  density  and binding 

energy as parameters.     They  suggested that  the  isoelectric temp- 

eratures in AgCl are   independent of tho surface site   denr.ity.40 

Given  further refinements  in  the theory,   it is not  likelv to 

change certain essential   features,e.g.   the  existence of the 

isoelectric point in diwlent-cation doped KC1.     But it is precisely 

these essential  features  of the  theory that give  the most interest- 

ing and unobserved predictions. 

Furthermore,   these  space  charge theories  are  formulated for 

ionic materials only.     However,   since many oxides,   e.g.   NiO,  MgO, 

119 



ag^^^^ZJrzrzg!^;^ ^ WWHIWHIUIIHHI mmm '«^^'^mm>^mmm^mmmm^mmmmmrmmi 

Zn02, Zr02/ U02/ y203 and Al^ f  at high temperatures, are at least 
41 

partially electronic conductors,   the present forms of space charge 

theory are not strictly apnlicable; and the difference in formation 

energies of electrons and holes should also be included in the 

evaluation of the bulk potential, e^, in these oxides. 

In terms of the conceptual separation of at boundary, near 

boundary, and boundary associated phenomena7, the reported micron 

size boundary widths and many observed enhanced diffusivities in 

contaminated boundaries may be classified as the boundary associated 

phenomenon, and usually resulted from second phase films at the 

boundary. As calculated, the space charge enhanced diffusivity, a 

near boundary phenomenon, is usually rather modest. 

For clean boundaries, without impurity films, enhanced 

diffusion can be expected in the "core" of th^ boundary as well as 

in the charge cloud.  A significant openness or disorder exists in 

the core to accomodate the lattice mismatch.  In addition, there 

will be excess ions of one sign at the boundary to balance the 

space charge cloud.  The concentration of these excess ions per 

unit area, AQ, will be: 

AQ=4C^ 6(exp(± Jjj) -l) (19) 

.     v 
wnere C^ is the vacancy concentration in the bulk, and the negative 

sign is for K ions and the positive sign is for Cl ions.  The ratio 

of AQ/C^ is proportional to the integrated enhancements of the 

self diffusivities in the charge cloud and is usually rather small. 

This total excess ion or defect concentration in the core is 
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probably very small compared to the effective defect concentration 

caused by the structural misfit.  The mobilities of vacancies or 

interstitials in the core are different, and possibly significantly 

higher, than in the lattice.  Thererore, no theoretical estimate of 

the corr contribution to wD, can be made based solely on space charge 

effects.  Finally, because of the small contribution from the charge 

cloud, if significant enhancement of the grain boundary diffusivity 

is observed, it is likely due to enhanced diffusivity in the core, 

even for clean boundaries. 

IV.  Summary 

The contribution from the space charge cloud to enhanced K, 

Cl, Sr and 0 diffusivities in alkali halides were calculated based 

on the present form of the space charge theory for ionic materials. 

The calculated diffusivities show only modest enhancements near the 

boundaries; and the range of enhancement is limited to 10 - 200 Ä. 

Only for the ion on the opposite sublattice from the principle 

impurity is appreciable diffusivity enhancement in the space charge 

cloud ever indicated.  Therefore, the space charge enhanced 

diffusion cannot explain the large enhancement and wide boundary 

width reported in some boundary diffusion data in ionic materials. 
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Appendix 

For the gas exchange diffusion experiment described in the 

text, whereas a uniform chemical potential is maintained 

throughout the bicrystal sample, a concentration gradient of 

the tracer isotope exists parallel to the grain boundary. 

Since there is no potential gradient in the sample, both 

the x and y components of the net flux of the tracer and major 

isotopes vanish, 

J = J(1) + J(2) = 0 (A-l) 

(1) 
where J^ = -D0 p|§ "   - C(1)(E^ - qBpgi (e.j.-e^)) (A-2) 

(2) 
Jx  = -DcP|§  " c(2)(Do|f - qBpf^ M-eO) (A-3) 

J = jd) + ^2) 
y   y 

(i) 
opv9y     3y 

(2)  _ = 0 (A-4) 

or   C(1)(x,y) + C(2)(x,y) = C(x) (A-5) 

Where C(x) is the integration constant and the total concentration 

of the two isotopec are independent of y. 

With the usual assumption that Jx and Jy are independent 

of each other and that the steady state is achieved, the equation 

of continuity requires that 
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lixü_3£^_  30^  9J(2) 
3x      3X "   ay   ~^    0 (A-6) 

i.e. Jx   and J.™   are independent of x; and J (1) and j (2) 

are independent of y. 

By synunetry of the diffusion sample, the quantities C(1) (x,y), 

C   (x,y)f p(x), 4,(x) are even functions of x.  Therefore the 

fluxes, J^1) and Jx
(2) are odd functions of x, and these fluxes 

vanish at x = 0, 

^^o.y)   .J»>(o,y).0 (A.7) 

It is obvious from Eqs. (A-3) and (A-4) that 

J^^y) = j(2) (X,y) = 0 x x  \ /y/   u (A-8) 

With Eq. (A-5), we observe that both C(1) and C(2) satisfy 

the same differential equation, 

(i) 
0P^    - C— (Do^ - qBp^Ce^e^)) =0  1-1,2  (A-9) -D p|£   - c(i) m i£    n 3 

therefore C(1)(x,y) and C(2)(x,y) must have the same x 

dependence; in addition to the requirement stated in Eq. (A-5b). 

Consequeatly, it can be shown that 

C(1)(x,y) = c(x) f(y)/C(«) {A_10) 

C{2,(x,y) = C(x) [1 - f(y)/c(«)] ^^ 

where f(y) is the tracer concentration at distance far from 

the grain boundary, x = ». 
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Table 1:     Data of KC1 vacancy  formation energies,  impurity- 

vacancy binding energies,   and Cl diffusion  activation energies. 

Quantity enthalpy   (eV)       entropy   (k) 

12 K-vacancy formation energy 
12 Cl-vacancy  formation energy 

Schottky defect  formation  energy11 

Er-impurity-K vacancy binding energy 

O-impurity-Cl vacancy binding energy 

Cl-diffusion by vacancy pairs 

Cl-diffusion by Cl vacancy in pure KC115 

.* 
Assumed 

0.84 3.2 

1.38 3.2 

2.49 7.64 

-0.57 -1.88 

-0.57 -1.88 

2.65 9.05 

2.10 3.60 
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Table 2:  The calculated values of bulk potentials, e^, Debye 

lengths, 6, and impurity-vacancy association probabilities, p , 

for doped KC1. 

Impurity (concentration) Temperature(0C) e<|>00(eV) 6(0A) Pco 

Sr   (50 ppm) 700 -0.27 10.0 0.08 

600 -0.16 9.8 0.13 

300 0.13 13.9 0.72 

200 0.21 21.9 0.91 

0     (50 ppm) 500 -0.48 9.9 0.26 

300 -0.67 13.9 0.72 

0     (5 ppm) 500 -0.36 26.0 0.04 

300 -0.59 29.3 0.37 
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Table 3 

aJ, Integrated Enhancement in the Diffusion Flux of 

Impurity and Matrix Ions. 

Diffusant  Temperature ^ä. 
Sample« KC1 with 50 ppm Sr. 

Sr 

Sr 

K 

K 

Cl 

Cl 

200oC 

700 0C 

200oC 

700oC 

200OC 

700oC 

0,(0.133SDSr(«>))*4 0f(0.52aD
Sr(a)))* 

0,(0.157&DSr(<o))** 0A0.28a.DST{(x>)) 

-3-69^1^ (oo) 

+15.93SDK(oo) 

-2.08SDgt(«) 

Sample« KC1 with 5 ppm 0. 

K 

K 

Cl 

Cl 

0 

0 

300oC 

5000C 

300oC 

500oC 

300oC 

500oc 

+15i+3SDK(<ö) 

+55.2^1^(00) 

-3.996DC1(«) 

-3.736DC1(») 

0 

0 

Sample« KC1 without any allovalent dopant. 

K 3000C     57.1lSDK(oo) 

K 500oC     26,19&DK(oo) 

-l4.4aDK(oo) 

+28.3aDK(oo) 

+2-77^(00) 

-3-70aDCtlt(oo) 

+7180aDK(oo) 

+228aDK(«>) 

-18.5aDC1(eo) 

-15.^aDC1(oo) 

0 

0 

l8253aDK(<») 

444aDK(co) 

♦a - lattice constant;  *♦ Dipole attraction included. 
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Figure 1.  Schematic of the grain boundary region depicting 

a core region of width w and a space charge cloud of 

width 6. 
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REDUCED DISTANCE FROM GRAIN BOUNDARY^X/s) 

Figure 2.     Normalized Sr diflasivities near the  grain  boundary 
of Sr doped KC1. 
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Normalized K diffusivities near the grain boundary 
of Sr doped KC1. 
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Figure 4.  The ratio of the vacancy pair, (v'  V* ) ,  contribution 

to the single anion vacancy (Vcl), contribution to Cl 

diffusion in Sr doped KC1> after Fuller15 and Fuller et al11 
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E. DESIGN OF LASER WINDOWS USING FLAW ANALYSIS 

Frank A, McClintock 
Professor of Mechanical Engineering 

Walter F, Hahn 
Research Assistant 

Department of Mechanical Engineering 

E.l INTRODUCTION TO STATISTICAL DESIGN 

Laser windows which are to satisfy various ser- 

vice requirements, including strength and success rate 

standards, muct be designed through an iterative process 

using surface flaw statistics whereby standards are 

tentatively set until an optimum design is achieved. 

Figure E-l shows a general flow chart for such a laser 

window design procedure. 

Although this discussion centers around using 

flaw statistics as a design parameter for ZnSe laser 

windows, much of this work can be extended to the design 

of various brittle components.  There are a number of 

specific benefits of finding flaw distributions: 

Possible reduction of flaws through changes in 

manufacturing processes.  By investigating the flaw 

distributions of brittle materials or of finished com- 

ponents made of those materials, it is possible to 

determine characteristic flaw concentrations (Fig. E-2) . 

Then it may be possible to determine whether the origin 
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Fig. E-2 Flaw density distribution for window glass 

( 3/16 in. thick, Smax = 127,000 psi)  Matthews, 

McClintock and Shack, (1975). 
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of seme flaws arise due to an inherent property of 

manufacturing of either the raw material or of the 

finished component.  If such characteristic flaws owe 

their existence to a manufacturing process, it may be 

possible to change the offending step to reduce the 

severity of the flaws. 

Failure rate predictions using flaw density data. 

Flaw density curves of laser windows can be 

integrated up to a design stress to find the predicted 

failure rates.  Conversely, an acceptable design stress 

could be found for a given failure rate. 

Size effects. From studying the flaw distribu- 

tions of small specimens it is possible to determine 

new failure rates for large components oy  integrating 

the flaw density curve cer the appropriate area.  Of 

course, this is only true if no inherent change in flaw 

distributior. occurs with different size components. 

E.2    THEORETICAL ANALYSIS OF FLAW DISTRIBUTIONS 

Introduction.  Starting with the pioneering 

work of Weibull (1939) , a number of authors have dealt 

with the strength of parts subject to various stress 

distributions when the material itself followed one of 

the three asymptotic forms of extreme value distribution, 
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See,   for example,  Gumbel   (1958),  Dukes   (1971),  Batdorf 

and Grose   (1973),   Buch   (1975),   and Crose,  Buch,  and 

Robinson   (1975).     In general,  however,   these authors 

have not considered the interactions of stress fields 

of cracks.     The interactions are  important if several 

microcracks join together before macro-fracture from an 

internal site.    It then turns out that the distribution 

of strengths  is no longer one of  the asymptotic extreme- 

value types.    For this reason,  data on the distributions 

of flaw strengths are needed.     Recent progress on these 

two problems will be summarized here   (McClintock and 

Zaverl,   1975;  Matthews,  McClintock,  Shack,   1975). 

Theoretical distribution  function for internai 

fractures.     For the strengths of parts as determined by 

internal  flaws,   a numerical model was  first developed. 

As shown  in Fig.  E-3,   the grain  structure was  idealized 

as a regular hexagonal array of grains whose strengths 

were randomly assigned from an extreme-value distribu- 

tion of  the  third kind   (i.e.,   the  strengths vary as 

some power of the amount by which the stress exceeds 

some  lower  limit).     The model assumes an elastically 

homogeneous and Isotropie material  in which cracking 

occurs  along grain boundaries.     The program computes 

the externally applied stress S  necessary for the 
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Fig.  E-3.       Idealized grain structure used in 
numerical model. 
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fracture of the weakest grain boundary relative to it« 

locally applied stress, for each cracked segment in 

turn. More specifically, tor applied biaxial tension, 

the program calculates an elastic solution throughout 

a periodic grid of hexagonal grains.  Fracture is deter- 

mined by the weakest individual segment relative to the 

current local stress, or if a crack tip is more critical, 

by the lowest segment toughness relative to the current 

local stress intensity. After the most critical segment 

is found, it is assumed cracked.  Then a new elastic 

solution is calculated, a new most critical segment is 

found, and so on. 

As expected, macro-crack initiation and final 

instability occur sooner with increasing coefficient 

of variation and with increasing size of part.  The 

major discovery was that micro-cracking occurs at a 

lower fraction of the maximum strength in large parts 

than in small test specimens.  Hence, acoustic emission 

will be more practical in the field than observed in 

laboratory tests. Also, the load for first cracking is 

over-conservative by large factors where there is a 

high coefficient of variation in the grain boundary 

strengths, and the lower limit of strength approaches 

zero. 
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An approximate analytica theory was developed 

to provide more insight into the numeric«! results. In 

an element of volume 6V, subject to a uniform stress S, 

the probability of fracture below the stress S, is: 

si «♦(S1) - fiV Z1 g(S)c!T. (E.D 

Taking the flaw density distribution to increase as 

some power m - 1 of the amount by which S exceeds a 

lower limit SL gives, in terms of a single constant 

(divided into V0 and S0 for dimensional clarity) : 

g(s) »m(s-sL)
m-1/(v0(so-sL)m).        n-a) 

Combining (E-l) and (E-2) and solving gives the stress 

at or below which there is the probability * of encoun- 

tering the first fracture: 

S " SL + ^O-V [ ^o^ nd/d-«))]1/*.   (1-3, 

Consider now a regular, two-dimensional, hexa- 

gonal array of grain boundary segments of length 2c 

in an elastically Isotropie material subject to an 

applied biaxial stress S. Assume that cracking will 

continue from an isolated crack either by reinitiation 

or when the singularity k of normal stress on one of 
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the four adjacent grain boundaries reaches that corres- 

ponding to the critical stress intensity factor for that 

boundary under pure Mode I loading.  Then, for pure 

Mode I loading on the original crack, the stress inten- 

sity k1 («Kj//?) on the four neighbor segments will be: 

(see, for example, Sih and Liebowitz, 1968, pp. 93, 94). 

v - v rl ♦ CO86O0    60°-.   j  ~. K1L 5  cos -^ = S/^l 3»/3'/8.  (E-4) 

The statistical parameters governing a possible extreme 

value distribution of critical stress intensity factors 

can be expressed in terms of the crack half-length c 

and factors of proportionality fkL and fk0, as well as 

an exponent nu : 

kL = fkL SL /E1'  k0 = fk0 S0 /51'  mk-   <E-5) 

(E-4) and (E-5) are introduced ir.to an expression 

similar to (E-3) for the statistical distribution of 

critical stress intensity factors. 

Some insight into appropriate choices of the 

factors fk can be obtained by expressing the parameters 

J^ and k0 for the distribution of the stress intensity 

factors in terms of those for the stress at a distance 

5 beyond the tip of a crack: 
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ST   =  kf//2Tf     Sn = kft//27. {E-6) 

Substitutimi (E-6) into (E-5) suggests: 

fkL " fk0 " ^^l' (E-7) 

At the same time, assume m = m, . 

Even if the part is large enough for cracks to 

be stable initially, the applied stress for further 

cracking will eventually reach a maximum. For very 

large variability, this maximum might arise from a 

high density of more or less separate cracks, making a 

region soft compared to its surroundings. With small 

to moderate variability, however, the maximum is more 

likely to be due to the formation of a large crack in 

generally good material.  To estimate the resulting 

maximum stress and the number of cracked segments at 

which it is reached, approximate the actual conditions 

by a linear array of N grain segments of which the 

fraction p are cracked. The longest contiguous crack 

which has a probability 4 of forming before a given 

applied stress S is given in terms of segment lengths 

approximately by (McClintock, 1973): 

N = ^[(.S-l/An p){-An(l-tnJ # 
-in  p (E-8) 
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(E-9) 

The fraction p of segments cracked is taken to 

be that expecteu for isolated segments at that stress 

level; from (E-3) applied to an individual grain bound- 

ary' T      \ " 
IB  -S^ m p = 1 " exp i -IT^ 

The total number of micro-cracks is N = N 
t   p* 

If an applied stress Su is required to extend a 

unit crack through a neighboring segment, then from 

fracture mechanics, a crack of length N will extend 

under applied stress S when: 

S = V^c or Nc " (Su/
S)2- (E-10) 

The strength of a unit crack may be taken to be the 

median strength for fracture from the weakest of four 

neighboring grain segments, assuming the unit cracks 

stop at triple points: 

Su * fkL SL + <fk0 S0-fkL SL)Hh)in2l1/mk, 
(E-ll) 

Then S = Smax when the fraction p of cracked 

segments from (E-9) leads statistically to a crack of 

length given by (E-8), and the stress simultaneously 

allows the propagation of that crack as given by the 

fracture criterion, (E-10). 
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The values for S^ were calculated by an itera- 

max 
tive process, bisecting upper and lower bounds for S 

to see in which region the solution of (E-8) and (E-10) 

lay.  The initial bounds for S^ were taken as SL and 

S0.  The results are presented in Table E-l, along with 

the number of cracked grains at macroscopic fracture, 

Nt. 

Discussion of theoretical distribution.  The 

strengths for a variety of part sizes and four different 

grain boundary strength distributions were calculated 

using both the analytical and numerical models.  The 

boundary strength distributions, having the form of 

(E-2), are characterized by the lower limit ST/Sn and 
L  0 

exponent m.  The corresponding coefficients of varia- 

tion and mean strengths are given in Table E-2.  The 

factors fkL and fk0 for the critical stress intensities 

of (E-5) and (E-7) were chosen by taking the distance 

from the crack tip to the initiation site divided by 

the segment half-length to be 6/c, = 0.125. 

Fig. E-4 presents the number of cracked segments 

as a function of applied stress, as obtained from both 

the analytical and numerical models for m = 3, s /S =0 

and a part size N = 111. According to the analytical 

model, the maximum stress occurs when the longest 
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Table E-l   stress for first fracture and maximum stress as a function 
of probability    •  , part size    N , and various strength 
distribution functions 

m - 3 

W0 

vv 0.5 

m - 10 

SL/S0-0 

m 10 

SL/S0 0.5 

1.0 E 1 
1.0 E 2 
1.0 E 3 
1.0 E A 
1.0 E 5 
1.0 E 6 
1.0 E 7 
1.0 E 8 

1.0 E 1 
1.0 E 2 
1.0 E 3 
1.0 E 4 
1.0 E 5 
1.0 E 6 
1.0 E 7 
1.0 E 8 

1.0 E 1 
1.0 E 2 
1.0 E 3 
1.0 E A 
1.0 E 5 
3.0 E 6 
1.0 E 7 
1.0 E 8 

1.0 E 1 
1.0 E 2 
1.0 E 3 
1.0 E 4 
1.0 E 5 
1.0 E 6 
1.0 F 7 
1.0 E 8 

c 
2cntg 

.4293 

,5996 

.6462 

7081 

For ♦ - 0 5 

•i.t S 
max Nt-Np N 

c 
at S 

m at S 
m 

.4108 .4956 1.146 .750 

.1907 .3819 5.418 1.264 

.0885 .3269 3.433 E 1 1.724 

.0411 .2923 2.466 E 2 2.157 

.0191 .2678 1.902 E 3 2.570 

.0088 .2492 1.536 E 4 2.968 

.0041 .2344 1.280 E 5 3.354 

.0019 .2222 1.091 E 6 3.733 

.7054 .7325 .957 .670 

.5953 .6409 2.213 .875 
,5442 .5938 6.581 1.020 
.5205 5647 2.164 E 1 1.128 
.5095 .5452 7.385 E 1 1.210 
.5044 .5317 2.548 E 2 1.272 
.5021 .5222 8.752 E 2 1.319 
.5010 .5155 2.979 E 3 1.353 

.7657 .7934 .941 .663 

.6083 .6861 2.285 .887 

.4832 .6193 8.264 1.089 

.3838 .5713 3.697 E 1 1.279 

.3048 .5344 1.898 E 2 1.462 

.2421 .5048 1.074 E 3 1.639 

.1923 .4803 6.531 E 3 1.810 

.1528 .4596 4.204 E 4 1.977 

.8829 .8931 .863 .629 

.8041 .8262 1.387 .735 

.7416 .7801 3.039 .824 

.6919 .7448 7.911 .904 

.6524 .7165 2.317 E 1 .977 

.6211 .6931 7.381 E 1 1.044 

.5962 .6734 2.516 E 2 1.106 

.5764 .6565 9.025 E 2 1.163 
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Table F-2   The mean and coefficient of variation of grain boundary 
strengths for the values of S /S- and m Investigated 

(evaluated from Eqs. 12 and 13, with A /A " 1 ). 

SL/S0 ' 0 SL/S0 " •* 

m - 3 

m - 10 

S/S, 

o/S 

.8930 

.3789 

S/S, 

a/S 

.9514 

.1203 

S/S, 

a/S 

.9465 

.1794 

S/S, 

o/S 

.9757 

.0616 
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Fig.   E-4. 
Number   of    cracked     segments  as  a 
function  of   applied   stress,   obtained 
from    the    analytic    and    numerical 
models.      For    m = 3.  SL/S0 = 0.   fk - .77 
and     N= 111 . i.     u K 
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contiguous crack and the stress satisfy the Griffith 

criterion. Thereafter, the cracking is more or less 

contiguous, with a generally decreasing applied stress. 

The increase in total cracked segments N. is some 

multiple of the increment in crack length, depending on 

the amount of side-cracking for a growing crack. 

The numerical results are in general agreement 

with the analytical model. There is a large variability 

in the stress for first cracking, as expected, but 

relatively little in the maximum stress. 

The results for a range of values of m and S /S 
L  0 

are presented in Fig. E-5, which gives the strength as 

a function of part size for the stress for first 

cracking, Slst; the average stress required for con- 

tiguous cracking from a unit crack, Su; and the maximum 

strength, Smax (from (E-3), (E-8), (E-10) and (E-ll)). 

For the numerical model, the maximum strength was taken 

to be that before an abrupt and continuing decrease in 

load, which accompanied the formation of contiguous 

cracking. 

Finding parameters from acoustic emission data. 

Since large numbers of cracks occur before S   is 
max 

reached, but these are only a small fraction of all 

segments (see Table E-l), it may be possible to 
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Fig.   E-5. Statistical    strength   as   a   function   of  part 
size   for   various   strength    distribution 
functions    characterized   by   exponent    m 
and   lower    limit    SL/S0 ;    fko = fk, = 0.77 .' 
I   ©  first  cracking;    •   Instability) 
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determine the distribution of crack strengths as a 

function of stress using acoustic emission as follows: 

a. For a small fraction of pre-cracks compared 

to the total of crack sites, expansion of the exponen- 

tial of (E-9) gives: 

n 
N, 

N = m An 
S -SL 
S0-SL 

(E-12) 

The lower limit to crack strength, ST, can be varied 
Li 

until a plot of (E-12) gives a linear relation.  Alter- 

natively, it may be desired to simply assume ST is zero. 
Li 

Assuming the total number of possible fracture sites N 

then allows determining the parameter SA - S-.  The 

exponent m can be obtained from the slope of the plot. 

b. The crack propagation characteristics are 

all lumped into the strength of a unit Ci.ack, S  of 

(E-ll).  With the other parameters known, S  can be 

found as a function of failure probability in test to 

complete fracture according to a rearrangement of (E-8), 

(E-10) and (E-12), neglecting a term of unity compared 

to An p: 

111  |.An(l/(l-M)J _ 1 s = s u   max 
-m in 

- S- max   L 
S0 -SL 

1/2 

(E-13) 

Su could most readily be evaluated for * = .5, but 

should remain constant for any fa lure probability. 
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A non-constant Su may be adjusted by carefully re- 

evaluating the constants m, ST, and Sn. 
L        0 

The maximum strength of uniformly stressed 

parts subject to proof testing can now be estimated 

from acoustic emission data, provided it can be assumed 

either that Su is relatively invariant, or that it is 

related in a constant way to the crack initiation 

parameters m, SQ, and SL.  In the latter case, S is 

found from (E-ll). in either case, the probability of 

failure  at any given stress level can then be found 

by substituting into (E-13). 

Conclusions from the analytical and numerical models. 

a. The expected decrease in the stress for first 

cracking with increasing size of part and with increas- 

ing coefficient of variation is illustrated. 

b. The maximum stress Siriav decreases with 

increasing coefficient of variation and increasing part 

size, in a fashion similar to that for first cracking 

but with a much lower dependence on part size for large 

coefficients of variation. 

c. The number of cracked segments at instabil- 

ity {Nt in Table E-l) increases with increasing part 

size, while the fraction of cracked segments N /N 
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decreases (more slowly). 

d. The agreement of the analytical model with 

the numerical one is good, considering the number of 

approximations involved and the small numbers of cases 

run (the extremes of a sample of 5 represent 93.75% 

confidence limits for the median of a population).  It 

therefore seems reasonable to use the analytical model 

to estimate the stress levels for high level of con- 

fidence, such as the values for * = 10  shown by the 

broken lines in Fig. E-4. 

e. The extrere-value distribution is over- 

conservative by a factor of two to ten as a basis for 

predicting the mean strength of parts 1000 times larger 

than the test specimens, when the underlying grain 

boundary strengths have a lower limit of zero.  Further- 

more, the variability of the maximum strength is often 

different from the variability of the stress for first 

cracking. For these reasons, extreme-value (Weibull) 

statistics are not appropriate for estimating the maxi- 

mum strength of statistically homogeneous, polycrystal- 

line material, such as considered here. 

f. The above conclusions, along with the fact 

that 4 significant parameters are involved in the new 
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theory, and the procedure for estimating them from 

acoustic emission data, suggest that statistical 

and acoustic emission data should be obtained for 

materials of interest which have statistically homo- 

geneous microstructures. 

g-  Microstructural data are needed for other 

materials in order to develop a theory that is 

applicable when inhomogeneities such as holes, 

micro-cracks, and inclusions already exist. 

E.3    DETERMIKiNG STRENGTH DISTRIBUTIONS FROM 
EXPERIMENTAL DATA 

Analysis of data.  For designing laser windows 

one of the main conclusions reached above is that if 

the strength is governed by multiple cracks, the dis- 

tribution function is not of the extreme-value type. 

On the other hand, if the first crack is catastrophic, 

the extreme-value theory is still appropriate, whether 

the crack grows from a pre-existing crack or is formed 

at fracture. 

To predict the probability of fracture in laser 

windows, we need to know this distribution of strength. 

Furthermore, the susceptibility to laser irradiation 

may be changed by sub-critical damage occuring during 
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operation in rain or fog. 

We therefore turn to finding the distribution 

of strengths in laser windows experimentally by niicro- 

hardness tests, or other tests in which only a small 

area of material is stressed at any one time.  The 

technique is a generalization of the method of Argon 

(1959) for finding the distribution of strengths from 

the distribution of fracture loads on hardness inden- 

tures.  The complete paper is given in the Appendix, 

and will only be summarized here. 

Let the probability of fracture at or below the 

stress Sj^ in an element of ^ea b6z (the case for an 

annular element of area 2Trzdz is considered in the 

Appendix) be given by: 

S. 
f 
0 

s, 
6«(S1) » b6z f1 g(S)dS. (E-14) 

Assume further that the stress varies with a dimension- 

less coordinate x/l  and the naximum stress (proportional 

to load) on the part, S^, according to: 

Sl ' V1-*/^- (1-15) 

The exponent k can be either positive or negative.  The 

probability of fracture of the complete part below the 

nominal stress Sin is then given by: 
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1000 

0.6 0.7 0.8 0.9 

relative  strength,    S/Smox 

1.0 

Fig. E-6  Flaw density distribution for sheet glass 

( 7/32 in. thick, 1/16 in. indenter,  S   = 222,000 psi) 
max c     ' 

Matthews, McClintock and Shack, (1975). 
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1 - *(Sm) = exp(-2b / /m g(8)d8«i). (E-16) 
0 0 

Conversely, as shown in Appendix E-l, the distribution 

g(S) can be found from * tSm) and its first two deriva- 

tives : 

SJkl 
1-4 (s I  + m 

(1 + h     *'(Sm) 

tn      m J 
(E-17) 

Numerical results for the flaw density distribu- 

tion. A computer program was written to calculate the 

flaw density distributions according to (E-17) , Appendix 

E-2. The program first generates the cumulative failure 

distribution function $ (P) by ordering the experimen- 

tally observed failure loads. A running fit for *(?) 

in terms of an expansion in Caebychev polynomials was 

then calculated using a least square criterion.  Along 

most of the curve, a third-order fit was applied to 

25 data points, but as few as 7 points were used at 

the ends. From this interpolating polynomial its 

derivatives ••(?) and *"(P) were calculated, and then 

g(S) was found. 

Numerical results for sheet glass as tested by 

Argon (1959) are presented in Fig. E-6.  In oiler to 
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estimate the effect of sampling errors on our calcula- 

tion of g(S), twenty sets of new data were generated by 

random sampling from a smoothed cumulative distribution 

function and used as input to recalculate g(S) .  The 

resulting scatter band for g(S) , about a factor of 3 

either side of the mean, was then assumed to represent 

a 95% confidence limit, and is shown in Fig. E-6. 

Figure E-G, showing a 95% confidence limit scatter 

band for the flaw density of sheet glass, indicates 

that a definite concentration of flaws exists at S/S 
' max 

equal to 0.7, which suggests that the flaws are from 

some special source. This then indicates that a change 

in processing may eliminate this source, as will be 

shown to be true in Appendix E-l. 

E.4    THERMAL SHOCK PROOF TESTING OF BRITTLE MATERIALS 

Destructive testing has been the only method of 

locating flaws (see section E.6) in laser windows since, 

in general, the critical flaws are extremely small 

(i.e., of the order 100 ym Matthews, 1974) and it did 

not seem possible to detect them by nondestructive 

testing methods (Matthews, 1974). 

A proof testing system was developed which uses 

a localized source of thermal shock to propagate flaws 
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or initiate cracks from imperfections which might make 

a laser window unacceptable in service. A heat sink 

rather than a heat source was employed in order to 

remain below the transition temperature to avoid 

yielding of the material and hence to minimize effects 

of proof testing. When the developed stress and strain 

due to a nitrogen jet (i.e., the heat sink) cause a 

flaw to become an unstable crack, the crack grows to 

the extent of the cooled region, which is approximately 

1 cm. This saves the laser window from complete destruc- 

tion.  See Appendix E-3 for a detailed discussion of 

the thermal shock proof testing system. 

Calculations for the stresses developed by the 

thermal shock proof testing system for various materials 

were made. As shown in Table B-l in Appendix E-3, the 

system is most applicable to certain laser window 

naterials (e.g., KC1) as determined by the stress levels 

achieved.  For the materials where the thermal stresses 

are just insufficient to provide a useful proof test, 

a known prestress (e.g., three-point bend test) may be 

superposed with the thermal stress to achieve stresses 

of the required magnitude. 
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E.5    FRACTURE TOUGHNESS OP ZnSe 

The mechanical strength of laser windows is 

primarily determined by their ability to resist fracture, 

Fracture will occur either at cracks of a critical size, 

in regions of low cohesive strength, or in regions of 

plastic-flow -nduced cracking. In any case, the length 

of any prior crack, which would have to be eliminated 

for improved strength, can be found from the fracture 

or working stress, once the fracture toughness is known. 

Some fracture toughness tests performed on ZnSe 

are described below. The results of these tests, which 

are consistent with the subsequently published work of 

Evans and Johnson (1975), and the resulting implications 

on laser window design will also be discussed. 

Test procedure for fracture toughness tost. 

A double cantilever beam specimen was used in performing 

the fracture toughness test.  Fig. E-7 shows two .45 mm 

grooves put into the specimen to insure that the crack 

would run along the center of the specimen. The crack 

front remained normal to the grooves indicating that a 

state of plane strain existed. A good approximation 

for the fracture toughness is given by Wiederhorn and 

Bolz (1970) in terms of the crack length L, the load P, 

and the dimensions w, a, and t of Fig. E-7: 
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PL 
(E-18) 

/watJ 
KIc = ""~ t3-47 + 2.32 t/L] . 

Equation (E-18) was derived by the energy method in 

which the area moment of inertia of the cantilever beams 

was used without making any corrections to account for 

the web (which only produced about a 1% error in the 

equation for the specimen configuration used). 

The fracture toughness test was performed using 

an Instron universal Tester with the beam end displace- 

ment rate held constant at .0050 mm/min. In order to 

control any effects of corrosion fatigae (Evans and 

Johnson, 1975), the test was performed in dry argon gas 

(e ppm water), 

The crack length was measured by aligning a 

microscope with the crack tip.  m most cases tha crack 

would spurt ahead too fast to keep the microscope on 

the crack tip. Thus, only the positions at which the 

crack was temporarily stationary were noted. From the 

data obtained in Fig. E-8, KIc was calculated to be 

0.75 MN/m3 2 using (E-18), with mean crack velocity of 
-4 

10  m/sec.  This value compares reasonably well with 

the subsequently published value of Kj = .9 MN/m3/2 

obtained by Evans and Johnson (1975) for a crack growth 

rate of about 10"5 m/sec in a dry atmosphere. 

167 



-IS 

■o 

IM 
O -P 

Q 0) 

J <U  (U 
-» > En 
o M 

• •o 9 tn 
U  09 

1 0) 

•H  0> 
•P 3 

1 Ü 0 
<U EH 

CO 
o ! »W  01  c • | 0) M 0) 

Q5.§ 

i 
ex 

•H 
a 

ON)  d snreaq jo pua uo psoq 

(0   (0  0) 
a 

K4 (i. w 

CD 
I 

w 

s 

168 

■ - --  - H llll I ■■!■ 



The value determined for KIc may have been 

influenced by the thin web used in the specimen.  The 

web was only fifteen grain ri.ameters thick, which 

indicates thit possibly a true macroscopic K  was 
Ic 

not determined since the value for KIc would be suscep- 

tible to variations in local strengths of the ZnSe. 

Furthermore,  the particular sample of ZnSe used 

apparently has a porosity which may have affected the K 

value. 

Implications of KIc test on ZnSe laser window 

Desian.  Data for the mean ultimate strength a was 

obtained from Wurst and Kuhl (1973) who found the 

working stress in polycrystalline ZnSe to be about 

45 MN/m .  Using this value for the stress and using 
3/2 

KIc - .75 MN/m  , the critical crack half-length c 

was determined to be about 90 pm as found from the 

applied stress a and the fracture toughness K by 

us ing: 

c - i (^£) 2 
IT 

l a ' * (E-19) 

Since a proposed surface coating on ZnSe laser window 

materials is about 2 ym thick, (Braunstein et al., 1973) 

the coating would have a negligible effect on the 

fracture behavior of ZnSe laser windows.  It was also 
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noted that the average grain size in the ZnSe sample 

used for fracture toughness tests was about 30 ym, 

Since the critical crack half-length at 45 MN/m2 is 

about 90 pin, a contiguous crack of about 6 grain dia- 

meters must form to be critical.  Thus, as discussed 

in section E.2, a ZnSe laser window is relatively 

tough and should fail with some warning (i.e., sub- 

critical cracks distributed through the window). 

Determining tt  required number of tests for 

predicting failure rates of laser windows.  Suppose it 

is required to predict the stress at which a certain 

fraction of windows fail (e.g., let * = 1/1000) without 

any prior knowledge of the strength distribution g(S) . 

Then the question arises, how many tests must be per- 

formed to predict the required failure rate. 

To find the stress that can be applied to a 

window while still maintaining the required failure 

rate * = 1/1000, consider a test where one thousand 

windows are stressed up to failure and then conclude 

that the allowable stress is the stress at which the 

weakest window broke. Generalizing the above argument, 

it is seen that the total area A,^ of material which 

must be tested to predict a failure rate * for a window 

of area A is: 
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But, of course, there is always scatter in 

experimental data (e.g., see Fig. E-6) so the stress at 

which one window in a set of a thousand windows fails 

will vary between each set of a thousand windows. Thus, 

(E-20) is a lower bound to the amount of area which must 

be tested if the strength distribution g(S) is unknown. 

In general, it is imp-.uctical to test a complete 

surface of a window at one time.  Furthermore, it is 

desirable not to stress the total surface to the stress 

level of interest because then some cracks may become 

unstable and go acvoss the whole window.  Thus, a local- 

ized stress is suggested so as not to ruin the whole 

window in one test.  If we test only a fraction f of 

the window surface at a given time, then the total 

number of tests N that must be perforaed is: 

N = rr (E-21) 

where (E-21) is a lower bound for the number of tests 

required for predicting failure rates as was (E-20). 

It does not seem probable that strength, distrib- 

ution curves can be extrapolated to low stresses due to 

the complexity of the strength distributions; the tail 
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end of the g(S) curve is unknown.  Thus, it is seen 

that for predicting failure rates, the strength distrib- 

utions are, for practical purposes, unknown, which was 

our original assumption and hence (E-20) and (E-21) are 

valid. 

To obtain enough data to predict failure rates, 

it is seen from (E-21) that many tests must be performed 

and hence the test method selected is unimportant in 

reducing the magnitude of the number of tests required. 

E.6    OPTICAL DETECTION OF FLAWS 

A "nonlinear optical" observation technique 

using second harmonic generation, Hellwarth and 

Christensen (1974), may prove to be a nondestructive 

method for locating flaws in laser windows.  The opera- 

tion of the optical system is based on their noting 

that even though there is Jittle, if any, variation 

in the refractive indices associated witn the structural 

inhomogeneities, there is invariably an associated 

large spatial variation in the nonlinear refractive 

indices.  Hellwarth and Christensen relate the intensity 

I of the second-harmonic generated to the thickness I 

of the structure of interest (e.g., a flaw) and the 

wave vector q which is inversely proportional to the 
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wavelength of  the  incident radiation: 

I  -   t2(8in q*/2)J*qi/2)2. (E.22) 

It is suggested that this method be tried for 

detecting possible cracks in laser windows. From 

iE-22) it is seen that the intensity varies with the 

crack thickness, hence implying that an illuminating 

laser must  be chosen to increase q such that the second 

harmonic generated can be detected. 

Further work must be done to determine whether 

the other types of flaws such as regions of low co- 

hesive strength can be detected by the optica) system 

described above. 

Another technique that may prove useful in 

detecting flaws optically has yet to be tested. This 

method for detecting flaws is based on the principle 

of detecting light which is reflected or scattered by 

a flaw (Born and Wolf, 1975).  In practice, this 

method may be tested by illuminr ting a window through 

one edge and a- the same time detecting any possible 

scattered light. 
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E.7    CONCLUSION 

1. While strengths limited by surface flaws 

could follow an asymptotic extreme-value distribution, 

those governed by the coalescence of subsurface flaws 

do not.  Experiments to find the distribution would 

therefore be desirable. 

2. A new procedure for converting fracture 

load statistics to strength distributions showed that 

in glass, at least, concentrations of flaws could be 

revealed.  Too many tests were required to obtain the 

tail of the g(S) curve accurately enough to predict 

desired failure rates of full-scale windows.  But, 

without some prior knowledge of the shape of the 

strength distribution, improved processing could 

reduce concentrations of flaws and thus reduce the 

failure rates. 

3. The impracticality of predicting failure 

rates from strength distribution curves suggests a 

need for proof testing. A thermal shock proof testing 

system was developed using a heat sink to avoid yielding 

the material and to remain below the transition temper- 

ature. Besides rapid testing, only about a 1 cm. dia- 

meter region was tested at a given time, thus preventing 
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cracks from growing across the whole window.  For some 

materials, where the induced thermal stresses are just 

insufficient to proof test the window, a preload can 

be applied, for instance, by bending. 

4.  In ore er to ietermine the effect of surface 

coatings on the fracture behavior of laser windows, a 

critical crack size had to be determirsd.  This was 

done by performing fracture toughness tests on ZnSe 

at slow crack growth rates in dry gas to control stress 

corrosion. The stress intensity was found to be 

3/2 
.75 MN/m   which is in good agreement with the sub- 

sequently published value of .9 MN/a3/2 as determined 

by Evans and Johnson.  Us.-.ng a working stress of 

45 MN/m2 and .75 MN/m3/2 for K^, a critical crack 

half-length was found to be about 90 pm.  Thus, a 

window coating of 2um  thickness would have a negligible 

effect on the fracture behavior of . ZnSe laser window. 

It is also noted that the average grain size of the 

ZnSe tested was about 30iim, thus a contiguous crack with 

a length of about 6 grain diameters must foim before 

unstable fracture occurs.  Henc* the laser window is 

relatively tough and should fail with some warning such 

as an unuiually high number of subcritical cracks. 

5.  Two possible methods for optically locating 

possible flaws were discussed.  The first utilized 

spatial variations in the second-order nonlinear sus- 

175 

—^ 



■ummmmmimmmimi' ————————— 

^eptibiiity of polycrystalline ZnSe to generate images 

of its physical structure at the second harmonic 

frequency of an incident laser beam.  Single crystal 

platelets, about 60 ym in diameter and 1 um thick were 

discovered using this method, indicating that this 

method may be useful in detecting possible crncks whose 

size is of the order of the platelets.  A second method 

for detecting flaws, which has yet to be tried, is 

based on the fact the cracks and cavities scatter and 

reflect light.  Thus, it was suggested that possible 

cracks could be located by dark-field viewing of any 

light which has been perturbed from the irradiating 

beam. 
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Slttlstical Determination   ^t Surface Flaw Density 

in Brittle Materials 

by 

J. R. Matthews 
F. A. McCllntock 
and W. J. Shack 

Massachusetts Institute of Technology, Cambridge. Massachusetts 02139 
• 

The density of eurfaoe flaws in brittle materials can be determined 

from the loads in many different kinds of tests.    A general method 

is derived and applied to indentation experiments on crown, plate, 

window,   lead, Pyrex and Solex glass.    A knowledge of the flaw density 

ie important for estimating size effect, and differences in the flaw 

density give insight into the possibility of significant imrvwrnnf 

in strength by eliminating a few major sources of flaws. 

I. Introduction 

In this paper we develop a procedure for determining the flaw 

density distribution in a brittle material from fracture tests with 

fields of varying stress such as indentation tests. 

The flaw density distr^ «-.ion function was Introduced by Weibull 

(1939) in the study of the statistical aspects of the strength of 

materials. Although this work produced valuable insight into the 

understanding of the size effect in fracture, it treated only certain 

asvmptotic forms of the flaw density distribution function found by 

Fiehar and Tippett (1928) and Freche't (1927). The asymptotic forms do 

not necessarily characterize the real distributions on various materials 

surfaces with any accuracy. 
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Argon (1959) carried out an extensive series of tests on various 

glaBses and was able from his data to deduce flaw density distribution 

functions. However, his method involved extensive calculations and 

numerical inversion of Laplace transforms. In this paper we present a 

much more straightforward procedure. We then use this procedure to find 

the flaw density distributions from hardness test data for nine different 

glasses subjected to a variety of surface treatments. 

II.  Surface Flaw Density Estimation for Varying Stress Over a Given Geometry 

In order to consider the flaw statij  cs we divide the surface area 

of the specimen into a large number of small areas of size 6A. We assume 

that: (a) the numbers of flaws giving strengths less than Sj in nonover- 

lapping areas are independent; (b) the probability, 6HSJ,  that a flaw 

giving strength less than S1 occurs In an area 6A is proportional to 6A 

when 6A is small, 6*^) - A6A; (c) the probability that more than one flaw 

giving a strength less than Ij lies in 6A U  small compared with the proba- 

bility that there is only a single flaw when 6A is small. These assumptions 

are known in probability theory as the Poisson postulates. Using these 

postulates it is a standard result of probability theory (see, e.g.. 

Feller (1957) or Lindgren and McElrath (1959)) that the proportionality 

constant X U just the average number of flaws giving a strength less than 

Sj per unit area. Thus if we define the flaw density g(S) such that 

g(S)dS is the number of flaws per unit area of strength between S and 

S + dS then A - / g(S)dS, and the probability that a flaw giving a strength 

less than S. occurs in an area 6A is 
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6HS,)  - 6A /1g(S)dS (1) 
0 

In addition to the assumptions on the statistics of crack distribution 

that we have made we will also assume that: (a) fracture occurs when 

the stress in öA reaches the nominal strength of any flaw in 6A, and 

(b) failure occurs independently in ear .i element, i.e., intera'.^ion 

effects between cracks are Ignored. In this case the probability 

6^(S.) can also be Interpreted as the probability that a failure will 

occur in 6A for a stress less than S . Then the probability that no 

failure will occur is 

5, 
1 - ^(S^ - 1 - 6A / g(S)dS 

- [exp(-6A /1g(S)dS)][l + 0(6A2)] (2) 
0 

We will assume that the variation of stress S. with distance z from 

the point of maximum stress S is given in terms of a characteristic 
m 

length £ by 

Sl " S«(1 - z/£>' (3) 

Eq. 3 is general enough in form to include the three point bend test. 

Let ÖA - 2b6z where b is a characteristic width. Then since each element 

fails independently the probability that the specimen will not fail at 

a stress less than S Is ■ 

1 - »(S^ - [1 - 6(|)(S1(Zl))][l - 6tisliz2))2.   .  . (4) 

e-2bf(z1)6Ze-2bf(22)6z 
e-2bf<zn)6z[l+nO(öz2)] 
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where 
S (1 - r/£)

k 

'<«) - / 8(S)dS (5) 

Since the number of elemencs n •«* l/6z 

n 
1 - *(Sn)  - [exp(- E 2bf(z1)62)][l + O(fiz)] 

and In the limit as 62 -. 0 the probabilities of survival P(S ) or of 
m 

failure »(S ) are ■ 

t  S (l-z/t)k 

?(Sm)  - 1 - Hsm)  - «p(-2b / r g(S)dSdZ)   (6) 
0 0 

for some stress less than S . 
■ 

Define a new function GiSJ  of the maximum stress S ; 
m 

It S (1 - z/l)^ 
G(V - - m (1 - •(».» ■ » / r        e(S)dSdz (7) 

0 0 

Interchanging the order of integration and inserting a factor of 

JEp to make the limits of integration correct, gives an integral 

equation for g(S) 

S-     u    *■[! ~  (S/S )1/kl 

0      lKl 0 

To solve Eq. 8 we note that 

2bi -[Tf T fi - (S/Sn)
1^)g(S)dS (8) 

*  _ o, . k ?m 

(8a) 
- 2bL. r» ,s/s ^1/k 

WSm
J

0     
(S/Sm 

Differentiating once more we find 

wr f <s'V1/k •<«« 
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1 ' m m  ' ' m 0 

(8b) 

m     ' ' m 0 

Eliminating the integral terms from (8b) using (8a) and solving for 

g(S ) we obtain: 

m 

(If, instead of (3) we have the more general relationship S,/S ■ 
l m 

f(z/l) or solving for z/l, z/t  - h(S-/S ), then Instead of 8 we obtain i    n 

S 
G(Sm)  - 2bl r tl " h(S/Sfii)]  g(S)dS (8*) 

" 0 

However, simple closed form solutions of (8*) are obtainable 

only for special forms of h(S/S ), see, e.g. Hildebrand (1952).  In m 

general,  numerical solutions would be required.) 

Using Eq.   7 we can rewrite Eq.   9 directly in terms of »(S  ); 
m 

t(1 ) , M«, /'(s^U-^sj]^ [»'(sji2 

8
   "   '    2M    l [1 - HS)]2 

! (10) 
(1+^)       ••(!) 

+  1 «!_ 
S 1 - ♦($  ) 

Eq.   10 gives a straightforward method  for calculating g(S  )  when 
m 

*(S  )   is known from experimental data, m 

III.     Determination of Flaw Density Distributions from Indentation 
Experiments 

The ball indenter is  ideally suited for Investigations of the sur- 

face flaw density in glasses,  since  it stresses only very small areas of  the 
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•urface at any ore time. When an elastic, spherical Indenter of radius 

I Is pressed with a load P on to the surface of a semi-lnflnlte elastic 

•olid, a circular contact area Is established which Increases In slZe 

with Increasing load. The radius of the contact circle Is given In 

terns of Polsson's ratio and Young's modulus for the Indenter and the 

seal-lnflnlte solid, v1, E^ v2, E2 by 

.(F). l#1^-i__ .__. (ii) 

Within the circle of contact, under the Indenter. all stress components 

•re compresslve. Outside the circle of contact, .he radial stress S. 

at the burface Is tensile: 
rr 

(1 - 2V0 P 
Srr<r'P>-—' -T (r > a) (12) 

The circumferential stress, on the other hand. Is compresslve and Is 

of the same magnitude as the radial stress. Ihus the stress state In the 

•urface outside the contact circle is one of Pure shear.  In a brit .le 

■aterlal such as glass it is reasonable to expect that Griffith's 

(192A) fracture condition will hold. This condition states th.L under 

biaxial stress, the principal tersile stress governs if its magnitude is 

greater than one-third of the principal compresslve stress. As this is 

the case in pure shear, fracture occurs at a critical value of the radial 

tensile stress. 

Aa argument very similar to that which led to Eq. 6 for the strength 

distribution in terms of the flaw density can no« be used to find the 

probability of fracture for a load less than ? M?h  fr0B the 8urface flaw 
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density g(S). Here, however, the stressed area is a function of load. 

The probability of having no fracture in an infinitesimal area 

ÄA - 2wr«r for an indenter load less than P is 

S(r,P) 
1 - «♦(?) - exp(-2Trr6r /    g(S)dS) where r > a(P)  (13) 

0 

The probability of having no fracture in any of the infinitesimal 

rings is then 

(14) 
S/ri'P) 

1 - ♦(P) - exp(-2ii IT    6r / 1  g(S)dS) 
0 

and in the limit 

S(r.P) 
1 - #(P) - exp(-2n /   r dr /     g(S)dS)     (14?) 

• (P)     0 

Now let 

S(r,P) - , CP 
2 a - KP 1/3 (15) 

where 
1-2 

C - 
2« K- 3 

(16) 

Using Eqs. 15 and 16 and interchanging the order of integration in 

Eq. 14a, 

CP/aZ       ^FT? 
tn(l - »(P)) - -2* /    g(S) dS /    r dr     (17) 

0 a(P) 

We find: 
,   CP/a2 

In (1 - »(P)) - iaz(P) /    g(S) (1 - (CP/aZ)/S)dS  (18) 
0 

This becomes identical to Eq. 8 after multiplying the right-hand 

k 
side by -j-rr and choosing 
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S^ - CP/a2, 2bl - ifa2(P), 0(5^ ■ -£n(l - «), k - -1 

The solution for g(S) is then given by Eq. 10. 

IV.  Nuierlcal Results -"or the Flaw Density Distribution 

A computer progra» was written to calculate the Um  density distri- 

butions for a series of indentation experiments on various types of 

glass carried out by Argon (1959). K  users manual and copl.. of the 

decks are available for a small duplication fee. 

The program first generates the cumulative failure distribution 

function ♦(?) by ordering the experimentally observed failure loads. 

A running fit for ♦(?) in terms of an expansion in Chebychev polynomials 

was then calculated using a least squares criterion. Along most of 

f.he  curve a third-order fit was applied to 25 data points, but as few as 

7 points were used at the ends.  From this interpolating polynomial its 

derivatives ♦'(?) and ♦"(?) were calculated, and then g(S) was found 

using Eqs. 19 and 10. 

Niaerical results for g(S) as well as the estimated confidence 

limits are presented in Figs. 1-8.:. for eight types of glasses subjected 

to various types of surface treatments.  In order to estimate the effect 

of sampling errors on our calculation of g(S). tweuty sets of new data 

were generated by random sampling from a smoothed cumulative distribu- 

tion function and used as input to recalculate g(S).  The resulting 

scatter band for g(S), about a factor of 3 either side of the mean. 

was then assumed to represent a 95Z confidence limit, and Is shown in 

Figs. 1 through 8.2. 

09) 
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V. Discussion 

In this paper ve have presented a method for estloatlng flaw density 

distributions fron fracture test data. The required calculations are 

quite straightforward, with mininal manipulation of the row data. 

Ve have u- cd the method to analyze flaw densities in several types 

of glasses which have been subjectei to a variety of surface treatments. 

Figures 1, 2, and 3 give flaw density, g(S), curves (Fig. 1, crown 

glass: 71.0 S102, 8.5 Ha20, 7.56 KjO, 11.3 CaO, 0.5 Ka2S04. 1.0 Sb^; 

Fig 2 and Fig 3, plate glass: 72.0 SiO., 13.0 Na20, 12.0 CaO, 2.A M?0, 

0.15 Fc-0 ) shoving the differences between crown and plate glasses 

which have Seen prepared by mechanical and chemical polishing.  Comparing 

the chemically polished crown and plate glass, it is clear that the 

best specimens of plate glass are not as strong as the worst of the 

crown glass.  Figure 2 and 3 show the differences between mechanically 

M 
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•nd chemically polished surfaces of place glass.  Chemical polishing has 

removed many of the flaws to the left of the dashed line in Fig. 3  There 

is an apparent spike in the curve of chemically polished plate glass 

which suggests that a further improvement in surface preparation could 

remove the apparent peak indicated by the arrow in Fig. 2. The grouping 

of flaws below that arrow suggests that they are all due to one specific 

type of surface flaw. 

Figures 4.1 and 4.2 show the flaw density curves for ordl.ary window 

glass (73.0 S102, 13.D Na20, 3.6 CaO, J.6 MgO, 1.3 Al^, 0.1 Fe20 ) 

with and without lubrication of the indenter. All other experiments 

were carried out with a dry indenter. Examination of these figures 

suggests that the oil has no dramatic effect. 

Figures 5.1, 5.2 and 5.3 show the effect cf 12 HP etching on the flaw 

density of .^heet glass.  The group of flaws .<p to '.he dashed line in 

Fig. 5.1 are removed by the 1Z HF etch for 15 mir.utes. A f-.rther etch 

of 1 hour improves the flaw density curve but the improvement is not 

really significant since the extia time decreases the magnitude of the 

flaw density curve in the middle strength range but does not increase 

the lower limit. 

Figure 6 refers to p.  rougo-polished lead glass, used for protection 

against X-rays. Figure 7 illustrates the c^se of rouge-polished 

Pytsx-brand glass.  Both glasses, particularly Pyrex-brand slass, have 

a distinctly lower strength than ordinary soda glass, corr-jsponding to 

their weaker bonding forces.  In ehe Pyrex glass there is a possible 

division of flaw type at the arrow.  If this is the case then an 

Improvement in surface by removal of the particular flaw which is 
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respi. islble for the lov-  hf.lf of the curve could result In an improved 

■aterlal with flaw density curve chopped off at the arrow. 

Fig. 8.1 and 8.2 were obtained from indentation tests on Solex 

(heat-radiation-absorbing) glass made by the Pittsburgh Plate Glass 

Company which after conventional grinding, was chemically polished in 

the research laboratory of the company. Tempering has definitely 

improved the glass by removing the group o'f flaws which are responsible 

for that section of the curve below the dashed line in Fig. 8.1. 

Conclusion 

(A) Eqs. 10 and 19 give the flaw density, g(S), from fracture tests 

in which stresses are functions of loading positions. Specific results 

are given for 

(1) a general case when S = S (1 - z/jt) 

(2) three point bending where S - S (1 - z/i) 
m 

2 
and (3) hardness indentation tests where S « F/r for r > a(P). 

(B) Computer programs have been prepared to accept raw data and 

generate the flaw density curve. An additional computer program was 

written to generate random sets of data from original data in order 
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to recalculate g(S) from the random data drawn on the original data and 

thereby estimate confidence limits. Programs, users manuals and decks 

are available for all or individual cases. Research Memoranda 204 and 205. 

(C) Actual estimates of g(S) have been obtcined from the analysis 

of fracture indentation tests on crownf plai:e, „indow, lead. Pyrex. 

sheet and Solex glass. The effects of HP etching, mechanical or 

chemical polishing, tempering, and friction were examined and their 

flaw density curves presented. 
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7i6 Flaw Statistics Program.' 

Before we go Into the Individual programs the 

subroutines which are common to all will be explained. These 

are, 

(1) CURPIT sets up coefficient matrices for 

least squares fit. 

(2) SCALL scales the matrix coefficients so 

that the maximum coefficient In each row Is- 1.0 

(3) SIMQ  of the scientific subroutine package 

is used to solve the simultaneous equations for the 

Chebychef coefficients. 

(*) ORDER orders all the numbers In a vector 

from smallest to largest. 

(5) INTERP is a linear interpolation routine 

(6) DIPPER this subroutine takes coefficients 

of Chebychef polynomials as found by calling CURPIT, 

SCALL and SIMQ and gives back the values y> dy , d2y 
dx   dx2' 

Method of Chebychef Polynomial Least  Squares Pltt-.inr 

The  first six Chebychcf(TschebyChef)  polynomials  are 
T1 - 1 

T2 - x 

Tj- 2x2 - 1 

T^ - ilx3 - 3x 

T5 - Bx* - 8x2 + 1 
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T6 - I6x
5 - 20x3 t 5x 

and the chetychef curve Is 

y ■ S^VTi        n }  number of polynomials 
1-1 

To least squares fit we want to minimize all 

n     .,2 
k : data [»k - ^A.«] 

TJ do this we partially differentiate with respect to each 

coefficient and set the resulting equations to 0. 

n   m « 

*>  ST Ti A w^ " 5* ^ wyk  m : total number 
J^i ^  1»K J»K J  jjg  1»K K     of data points 

Solving the set of l"l,n equa^Aons for b. gives us our chebychcf 

coefficients and an excellent least squares fit. 

Subroutine CURFIT sets up the coefficients of the 

two matrices , A and B, required to obtain the solution. 

[*1 M ■ M 
«here Ai.J '2 Tl,kTJ,k 

k-1 

and 
I 

Bl 
k-1 

Variables 

XX x data 
■ 

T y data 

196 

— -- - 



r 
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KPOINT 

N 

A 

B 

■     total number of data points 

number of equation» used In 
chefbychef fit 

tj 
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Subroutine SCALL Is used Vo scale the matrices A 

and B so that the maximum value of any coefficient Is 1.0 

It Is well known that you can divide any equation by a non 

sero number. The subroutine searches each row and finds the largest 

number. It then divides all coefficients In that row by the 

largest number. 

Variables 

A 

R 

I4MMX n 

left hand square matrix 

right hand vector 

size of square matrix A 

Subroutine ORDER takes a vector and orders the values 

from smallest to largest. 

Variables 

Z 1 any vector 

NMAX   NMAX    number of terms In vector 
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Subroutine INTERP Is given two vectors which define 

ft cuvve (2,7), A value ( y ) of one variable Is given and 

the subroutine linearly Interprets with the two vectors 

finding the corresponding value of the other variable ( z ), 

Variables 

Z21 

Y21 

yy 

YY 

any vector 
points define a curve 

any vector 

any value of variable y 

corresponding value of variable z 

Subroutine DIFFER takes the chebychef coefficients 

as found by calllne CURFIT, SCALL and SIMQ and then generates 

the values y, dj^ and df^ , 
dx 

dx' 
Variables 

• 
B b 

M n 

XXX X 

• YTY y 

YP 
dx 

» YPP *** 

dx* 

chebychef coefficients 

number of chebychef polynomials 
used In fit 

position of Interest 

value of y at x 

slope at x 

value of second derivative at x 
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7,6,2 Elation Between Standard Deviation nf Strength nni 

' Position of Failure In Three point Bendlnp: 

This program takes the smoothed g(S) curve from the 

previous program and finds the resulting relationship between 

the standard deviation In strength and position of failure 

for a three point bend test. 

The probability of failure In 6z at a stress to 

Sn(l - 2z/je) Is 
^Sn(l-22/Ä) 

«♦tz) - b<Jz I  g(S)dS 
j 
C 

The probability of fallt-re In this element and within a 6S 

Increment Is 

«♦(z.SJ - b6z6Sing(Sm(l - 2i/l»(l . 2z/l) 

The probability of fracture In this element In this Increment 

-is the product of this and the probability of no fracture 

anywhere else ( appendix 7.2 ) 

e-T* (l-S/Sm)g(S)dS 

so 
• a 

««(2,Sm)  - b6z6Smg(Sm(1-2Z/£))(l-2z/t)e-blm<1-S/5
m)c(S)dS 

♦(Sm.2)  -.   ^(z^J 
6z6S. m 
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The probability of failure In a part Is 1,0 and 

therefore as a check    _     #/« 
5inax   %n 

/  /   *(S,nI 
Check - 1 - 2 I    j    ♦(SIll,2)d2dSm 

0     0 

The mean failure strength Is 

?«.x  V2 

IU 

The standard deviation In strength Is 

0    0 

0     0 

and the standard deviation In position In failure Is 

% ■ w r •(v z) z dz dS ■ 

The relationship -that we are looking for Is now 

trivial 
os / ? 

FACTOR - ^m 
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«min w*mm\m*mt—mm^rmmii^eimmm "•'■I 

Variables 

C1,..C6 

SL1 

SL2 

VSL2 

NGRID 

NOPLOT 

QMAX 

SMAX 

SMAX 

SMEAN 

CHECK 

SIGNZ 

SIGMSM 

FACTOR 

NUMB 

3B 

TL 

DELTZ 

DELTSM 

Chebychef polynomial coefficients 

Lower cut off of g(S) 

Upper end of straight tail of g(S) 

g(SL2) 

integration mesh size 

0-1 for plot or no plot of g(S) 

g(S) maximum plotting 

maximum stress of g(S) 

redefined for upper limit of integration 
m 

Check 

az 

aS« 
FACTOR 

integration counter 

b width of beam 

1 length of beam 

dz 

■ 
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s=: ^_— ■ npi 

Input 

(1)  NORID , SL1 » SL2 Format (I2,2F1.2) 

NOPLOT 

SMAX 

Cl•«■.Co 

QMAX 

SMAX 

BB 

TL 

specify In program 

Output one line / card 
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7%6tX   Qeneratton of gC55 from 3 point Bend Test Data 

In the paper In appendix 7%2  the derivation for 

g(S) from three point <>€nd test data Is given; 

M tta.) m ♦"(s^q -♦(8am»»(8M)< 

(1 - •ism)) 

2 *^SJ 
7.6.1 

♦(Sm) Is the ordered probability of failure directly from the 

tests« 

This program takes the ordered stresses at the 

cente*' of the beam at failure and generates and plots a *(S ) 
• in 

curve. A running fit of 11 points using six equations Is used 

to evaluate ♦» and«" and a new ( possibly slightly different ) 

♦. ßCSm) Is then calculated using equation 7.6.1 and both 0 

and g are plotted. One single curve Is then put through the 

g(S) curve. The resulting smoothed curve Is plotted on top 

of the original g(S). The lower tall Is cut off this curve 

and used In the next program. 

Variables 

please see the computer listing 
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Input 

please see the computer listing 

Output 

Fig, 8 of Appendix 7,2 plus tabulated stresses, 

♦, S, ♦•, ♦", and bÄg(S) and 6 Chebychef polynomial 

coefficients for continuous blg(S) fit. These coefficients 

are used In Appendix 7.6.2 along with SL1 and SL2 which 

are chosen arbitrarily from the output plot. ( sample plot at 

end of listing ). 
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—— ^mmw*T**mm^*^m*mmmmmmmm^m 

7«6'3 Generation of p:(S) from Hardness Indentation Tests 

The paper In appendix 7,9 derives the required 

equations for finding the flaw density, g(S), from hardness 

Indentation tests. By choosing 

2 

where 

. 

«L - CP/a 

bA - w a2(P) 

Q(Sm) « £n(l - ♦) 

C - 1 r 2v. 

and 

a " 

then since 

2v 

2PR 

4 
A - vf + 1 - vj 1/3 

o(sin) - b^f
m (1 - (S/Sni)-

1)g(S)dS 

the solution Is given by the general solution with k » -l . 

This Involves Input modifications of the program m appendix 

7.6,1 , 

Variables 

Variables are well documented In computer listing 
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"1 

"      5. 

13     '6. 

lEEHt one/card 

*0A2 X.   label for graph 

¥10.H 2, radius of Indenter - R 
13 3, number of data points - NMAX 
P:l0•l, ^J. loads ( kg ) - z 

number of running fits with dl' rent - KMAX 
number of points 

KMA^flts POintS USed ln eaCh 0f the  " NP0INT 

13       7•   for Plotting specify lowest NPOINT - NPOINT 
In the mainline specify 

NUl  v steel 

El   B steel 

NU2  v glass        

E2   E glass 

NEQUAT order of fit 

Output 

Plots in Appendix 7.9 ; Figs. 1-8.2 
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7,6.i| 95? Confidence Limits for gCS) generated from Hardness 

Test Data 

This program takes a set of loads from Indentation 

tests and generates new random sets of loads and from these 

randomly generated sets of loads calculates the g(S) curve as 

In appendix 7.6.3 , 

Twenty sets of randomly generated loads are used 

to calculate and plot a g(S) curve. The band of this curve 

Is taken as an estimate of the 95%  confidence limit for the mean. 

There Is a TEST In the mainline which can be 

specified as 1.0 In order to have the program operate on the 

raw data alone Instead of doing the normal operation as 

outlined above. This makes the program equivalent to the 

previous one. 0.0 Is used to default the test. 

This program has additional Input specifications; 

Plotting ♦($)  ( 0 deletes ) 

Written output ( 0 deletes ) 

Plotting of g(S) (0 deletes ) 

Calculations of g(S) ( 0 deletes ) 

Maximum load for plotting 

Maximum stress for plotting 

21 loads taken off at equal intervals 
of * . Arpcndlx 7.6.5 is used to plot 
raw data in order to fit that data with 
»i cut-Vf Won  which one can pick off 
at equal Incrcrr.e.its of * the respective 
loads, 
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/NPLTY 

each read NWRTY 

twice NPLTG 

\N0GS 

F10.U 
/ZMAX 

1/card JZPLOT 
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The remalnlne Input Is the same as 7,6,^(repeated 

here). 

20 sets of 

(13) 

R 

UMAX 

KI1AX 

NPOINT 

PIO.^I 

13 

IPOINT | 

••• I 
NPOINT 

KMAX of them 

smallest of the KMAX NPOINTS 

A sample Input Is given at the end of the listing. 
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APtENDIX E-3 

Proof Testing of Brittle Materials by Thermal Shock 

243 

mmmmtmtum mma*—^* -"• ■ ■   - 



PROOF TESTING OF BRITTLE MATERIALS BY THERMAL SHOCK 

F. A. McClintock 
Professor of Mechanical Engineering 

J. R. Matthews 
Research Assistant 

DEPARTMENT OF MECHANICAL ENGINEERING 

MASSACHUSETTS INSTITUTE OF TECHNOLOGY 

CAMBRIDGE. MASSACHUSETTS 02139 

ANNUAL TECHNICAL REPORT 

FOR THE PERIOD ENDING 30 APRIL 1975 

SPONSORED BY 

DEFENCE ADVANCED RESEARCH PROJECTS AGENCY 

ARPA ORDER NO.  2055 

MONITORED BY 

AIR FORCE CAMBRIDGE RESEARCH LABORATORIES 

244 

——^---   



~ • -—•.■»~ 
II   !IIIJBpp^fl«li»^Bl^ 

ABSTRACT 

Proof testing of brlttx- materials Improves their reliability In 

service by decreasing the expected number of failures and Increasing 

the confidence In the estimated number of failures. For these 

materials the deformation Is elautlc and the loading Is static or at 

most applied only a few times. In order to proof test thoroughly 

and Inexpensively, a thermal shock scanning system has been developed. 

In addition to proof testing, this system gives Insight Into the 

frequency of occurrence of the strength-Impairing flaws over a large 

area. The localized nature of the proof test allows Isolating the 

flaws, facilitating their microscopic examination. 

B.   PROOF TESTING OF BRITTLE MATERIALS BY THERMAL SHOCK 

B.l  INTRODUCTION 

The work of this report Involves proof testing of brittle 

materials by thermal shock. The object of proof testing of brittle 

materials is to catch as many problems as possible in the factory 

instead of in the airplane, on the spacecraft or on the long 

distance power cransmission line. 

Our system traverses a small liquid nitrogen jet across a component 

This induces a thermal shock that propagates cracks from imperfections 
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which might make the component unacceptable In service.    This 

localized proof test facilitates microscopic examination of the flawed 

area.     The system has the added feature of providing quantitatively 

the frequency of occurrence of the strength-impairing flaws for use 

In design reliability. 

If It were possible to detect flaws non-destructirvely then proof 

testing would probably not be employed.     In brittle materials,   the 

flaws are often too small to detect.    A critical flaw size,  character- 

ized by the lesser of depth or crack half length,   is estimated by 

taking reasonable values of the stress Intensity factor    IC      and 

the working stress    a 

tG-l B-l 

For a brittle material such as polycrystalline KC1, with KT the order 
Ic 

of 200 psi    /In.     under stresses of the order of 2000 psi  (half yield) , 

the critical flaws are of the order of .003 in.     For applied stresses 

equivalent to the yield strength the critical flaws are 1/4 this size 

or less    ( 20y ).     This is between the grain size and the sub-grain 

size of polycrystalline KC1.     It is suspected that the flaws are actu- 

ally smaller than this but grow or develop or both during pre-yield 

plastic deformation.    These flaws, if they be cracks,  are probably 

1/1000 as thin as long.  In dealing with brittle materials we are 

therefore searching for flaws which are orders of magnitude smaller 
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than the resolution of commercially available flaw detection systems. 

Quantitative estimates of the adaptability of this thermal shock 

flaw detection system to various materials are given by the stress 

produced in each material by a moving jet of liquid nitrogen.  The 

temperature drop in the surface of the material is found by using the 

program described in Section B-2.  Cooling of only a thin surface 

layer gives the maximum stress.  This is attained at velocities above 

1 cm/sec for a 1 cm jet, as explained in Section B-2.  The last 

column of Table B-l gives these stresses for a variety of candidate 

materials. 

The first group of materials in Table B-l, laser window candidates, 

can all be effectively proof tested with this system, although a mean 

bending stress may be necessary in order to get the applied stresses 

into the range of interest. The mean bending stress can serve another 

purpose.  It will guarantee, if a flaw is located, that the part will 

be fractured completely and then there will be no doubt as to 

whether the \isual inspection is adequate.  The second group of 

materials in Table B-l, the metals, can not be proof tested with this 

system.  The third group of materials in Table B-l, the glasses, can 

be effectively proof tested when a mean stress is applied at the same 

time.  An example of this would be proof testing a television tube 

under vaccuum.  Few glasses can be effectively proof tested without 

Initial applied stress. 
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Table B '1 Adaptability of Thermal Shock Flaw Detection System to 
Various Materials. ( A scanning velocity of 1 cm/sec and an 
effective source radius of .5 cm was used to calculate the 
temperature change. The stress is for thin surface cooling.) 

MATERIAL k P C 
P 

AT a E o 

cal 8» 
3 cm 

cal 
gm 0C 

0C («?) (l06 psi)    psi 
cm sec eC 

KBr .0050 2. 75 .104 43.6 40.0 51.5 10000 
NaCl .0167 2.17 .204 19.2 43.0 7.83 9100 
»CC1 .0156 1.98 .162 23.3 36.0 4.3 5010 
MgO .06 3.58 .221 7.4 9.8 42.6 4340 
CdTe .0098 5.85 .0375 35.5 5.5 7.9 2160 
ZnSe .0633 4.09 .111 9.1 6.0 15.17 1080 

Fe .0164 7.86 .108 14.0 12.25 30.1 7240 
Stainless .0388 7.95 .12 8.6 16.6 28 5600 
Ti .0394 4.54 .129 10.7 9.0 16.5 2230 
Ni .185 8.76 .11 3.5 13.3 30 1960 
Brass .288 8.50 .09 2.7 20.0 16 1110 
Be .38 1.82 ,516 2.0 12.4 40 1390 
Mg .38 1.74 .25 2.2 26.0 6.5 520 
Al .515 2.71 .23 1.6 23.6 10.0 530 
W .4b 19.2 .034 1.7 4.31 50 514 
Cu .901 8.91 .092 .9 16.7 17.0 360 
Ag 1.0 10.4 .056 .7 19.1 10.5 196 
Tantalum .128 16.4 .036 5.2 6.49 27 1260 
Gold .689 19.3 .056 1.2 14.? 10.8 260 

Glass .0015 2.3 .170 67.9 10.6 10.0 10000 
Pyrex 7740 .0027 2.35 .25 41.3 3.2 9.8 1810 
Vycor 7900 .0022 2.18 .19 54.5 .8 9.7 590 
Fused Silica .0032 2.16 .17 48.0 .504 10.6 360 
Slip Cast Silica .00078 1.90 .22 91.0 .54 10.1 696 
Fused Quartz .0033 2.2 .188 44.6 .55 10.1 346 
Pyroceram 9608 .0047 2.5 .19 34.8 .4 12.5 244 
Cer-VIT C-101 .00004 2.46 .22 77.1 .144 13.4 208 
Invar .026 8.00 .095 11.7 1.3 21.4 456 
Foam Glass .00014 .14 .20 99.9 8.3 .18 209 
ULE Fused Silica .0031 2.16 .18 47.4 .054 9.8 350 
Super Invar .033 7.95 .12 9.3 .18 21 49 
LA-685 .026 "8.13 .12 10.4 .1 20 29 
Graphite .289 1.75 .20 2.9 2.52 .7 7 
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Background to Development of the Thermal Shock System 

Various people have performed thermal shock experiments  (Clark 

(1965),   Conrad et al  (1969), Kerchner et al  (1971), Hasselman  (1969), 

and Cardin et al  (1970)).    We selected cooling to minimize plastic 

flow,  liquid nitrogen to maximize the effect, and localized cooling 

to minimize the amount of material wasted (should the remaining portions 

be of usable size),   to locate the strength impairing flaws,  to facil- 

itate their examination and to make a study of  their density. 

The heat transfer between a jet of liquid nitrogen and a plane 

surface involves both forced convection and a film or nucleate 

boiling, in spite of the summaries of heat transfer to Jets by Gordon 

(1965)  and  to boiling liquids by Colver et al  (1970),   the confcination of 

a Jet and liquid nitrogen and the complexity of the surface nucleation 

necessitated calibration. 

Preliminary  tests were conducted on KC1 and glass slides.    Cracks 

did not  initiate  in glass slides but cracks induced by other means 

propagated easily in these same glass  slides under  the influence 

of the nitrogen  jet.     Polycrystalline KC1 did not crack easily 

at room temperature but did crack readily when the  sample was first 

uniformly cooled to a temperature below the unnotched transition 

temperature. 
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B.2     THEORETICAL HEAT TRANSFER,   TEMPERATURE 

AND STRESS  CONSIDERATIONS 

The heat transfer from a jet to a surface can be estimated either by 

adding a forced convection flux to a boiling flux or by using the  first 

law of thermodynamics,  empirical heat  transfer data,   and the geometry 

of the jet and its impingement.     The latter approach is discussed in 

Matthews   (1974)  but it is simpler and more accurate  to avoid both 

procedures  and find the heat flux by  calibration.     The section then 

shows how to determine the  temperature distribution in a material knowing 

the scanning velocity,   to evaluate stresses using a finite element 

analysis  in  three dimensions,  and to make approximate stress calculations 

without costly computer runs. 

The net result  of this section is a  calibration curve of developed 

stress as a function of the scanning velocity U .     It is evalueated for 

KC1 but the path is clear for developing similar curves  for other 

materials. 

Nitrogen Jet Calibration 

A 1/4 inch diameter copper rod with  thermocouples 1/2 inch apart and 

a cartridge heater at the far end was used to calibrate the heat flux 

from the nitrogen jet.     The whole length was well insulated with asbestos 

and styrofoam and sealed in a plexiglass  container with vacuum grease. 

A drying agent in  the container would indicate any moisture leaks. 

The heat rate per unit area is  found from the thermal conductivity 

and temperature gradient by 
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Nitrogen Jet 

Material 

Fig. B-l      Thermal shock flaw detection system. 
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dT 

The resulting value agreed with the wattage drawn by the cartridge 

heater within 5Z. 

Teaperature Distribution Resulting from Finite Moving Heat Sink 

The solution for the temperature distribution due to a finite moving 

heat source In an Infinite solid is given in Carslaw and Jaeger (1959). 

The nitrogen jet is an approximate constant flux sink.  In terms of 

coordinates normalized in terms of scanning velocity U and thermal 

dlffusivity K> 

X - XU/2K Y - yU/2ic Z - ZU/2K 

and normalized source radius r 

„  /Tu r 
4tc 

the temperature rise is given in terms of the heat rate per unit area on 

a half-space    Q    and thermal conductivity    k    by 

.T . 9J£        /      -Z2/2u f    , Y+R - Y-R") 

B-3 

. (    . X-fR+u ,.    X-Rfu) du 
levf-7Tr -   erf  Wj* 

Matthews  (1974)  reports a computer program which solves this equation. 

The primary use of the program was to get nodal temperatures for the 

finite element stress    solution.    Results for different velocities jnd 
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Flg. B-2      Temperature at center of moving heat sink in normalized 

form. 
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effective radii of sink are plotted In Flg.     B -2.     The results of the 

computer program were within    + .5Z of a series of approximate solu- 

tions given by Jaeger  (1943). 

Finite Element Stress Solution 

A disk of 10 cm diameter and .5 cm thickness with prpperties 

of polycrystalline KC1 was modelled using finite elements  to correlate 

the stress developed by a scanning nitrogen Jet with that approximated 

by 

O - K-E*a-AT B -4 

which is the general  form of both disk cooling  (temperature constant 

through thiskness)   aid  thin surface cooling. 

For pure surface cooling on an apparently  infinite body 

<ex "   ey  ' ^   0* "  0) 

E- ot- AT n    , ö pjj- B -5 

For disk cooling of a relatively thin disk the stress  developed 

in the zone of cooling is   (Timoshenko 1970) 

0 - - 1^T- B -6 

It is expected  therefore that K of Eq.       -4 is a function which 

co üd be approximated by  two horizontal lines  and a  transition region. 

The extremes of  the transition are denoted by  the normalized 

velocities    U r /2tc    and U,  r/2K . 
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Stress calculations with  the finite element Strudl package were 

made for tangential scanning velocities of . 1 and 1  cm/sec and an 

effective source radius of  .5 cm to accomplish  the above correlation. 

The maximum stress occurred at  the same node for each velocity.     This 

was  ahead of  the jet  center.     For U =  .1  cm/sec  the  maximum stress 

corresponded to  that  for  disk heating.     For U - 1  cm/sec  the maximum 

stress  corresponded   to   that  for simple surface heating.     These  two 

velocities were  then  taken as  the break points of K and on this 

basis  the calibration  curve  for the moving nitrogen Jet sink was 

generated.     This  calibration  -.urve is  given  in  Fig. B-3  in a 8eml.log 

plot. 

Once U2 and ^  are established  for a specific specimen thickness 

then U2.   as a minimum,   is  valid only  for  thicker specimens  and U , 

as a maximum,   is valid only  for thinner specimens.     After con^leting 
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Flg. B-3  Maximum stress developed by nitrogen jet of radius r 
and heat flux Q moving with velocity U . 
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the fiiite element work it became apparent that a wider range of stresses 

was available for scanning velocities which caused thin-surface streoslng. 

This was  found to be the case for all   VT/2K    > 5 when the thickness 

of specimen was 0.5 cm.     It is reconmended therefore that the system 

only be used in the range of scanning velocities   —    > 5    and specimen 
2K 

thicknesses greater than .5 cm.  Caution should be exercised when 

using the system calibration when testing  parts of thickness much 

less than .5 cm.  (see Matthews 1974 for details). 
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B.3       THE NITROGEN JET FOR THERMAL SHOCK 

Generation of a reproducible,  steady,  liquid nitrogen jet was 

the first equlpvent requirement.    A line with an orifice was ui^atis- 

factory because heat generated causes gas  to build up behind the 

orifice,  allowing only gas phase to exit.    We found a simple bypass 

to be unsteady.     The nitrogen jet generator therefore must supply 

adequate cooling to  the stream,   that is it must maintain the liquid, 

and second it must have a large enough liquid volume to insure steady 

output.     Both of these requirements are satisfied in  the nitrogen 

jet generator described here. 

The liquid nitrogen came  from a syphon tank  (160 litre dewar) 

under 20 psig pressure.     The connection from the 20 psig liquid 

nitrogen reservoir to  the nitrogen jet generator was made with 

flexible teflon hose.     A copper coil  ( Fig.    B-4) was  constructed 

from 15 feet of 3/8 inch copper tubing.    The coil was placed in a 

standard one litre dewar and positioned with styrofoam.     A 1/8 

inch tube at the end of the coil  ( 3/8 inch tubing )  ran through the 

counter flow heat exchanger and contained the nozzle. 

The tube from the end of the coil to the nozzle and the nozzle 

Itself must remain at liquid nitrogen temperature or below or else 

the jet will not exit as a liquid.    A second 1/8 in.   tube from the 

beginning of the coil  runs parallel to the jet supply  tube and has 

its exit inside a larger tube, which houses both  tubes,  just behind 

the nozzle.     The flow from this cooling supply tube then goes back 
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Plg.B-4        Liquid Nitrogen Jet Generator. (Sectional) 
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along the jet supply tube and exits Into the dewar. At this point gas 

can escape and liquid nitrogen left in the cooling stream fills the dewar. 

After testing several tube lengths and nozzles we found that a 4 in. dewar 

length with a .010 in. nozzle worked well, self-filled the dewar 

80Z of its volume and became stable. This took place in roughly 15 

minutes. Thus a steady, reproducible nitrogen Jet source was achieved. 

The nozzle assembly C ( Fig. B-5 ) was glued with epoxy into 

the flexible teflon sleeve housing the counterflow heat exchanger and 

the main tube B ( Fig B-5 ) was glued to the nozzle assembly C. 

The nozzle itself (A in Fig. B-5 ) was then a replaceable unit. 

Additional orifices could be placed inside the nozzle tube to add 

resistance for additional pressure drop. 

For our development work we scanned the specimens with the 

nitrogen jet mounted on a lathe.  Specimen temperature was controlled 

by lightly clamping this to a copper block with an oil film co aid 

conductivity. ( Matthews 197A) . 
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B.4 RESULTS AND DISCUSSION 

The object of thermal shock proof testing of brittle materials 

is  to catch as many problems as possible in  the  factory  instead of in 

the airplane,  on  the spacecraft or on the long distance power trans- 

mission line.    We are proof testing in order to truncate  the lower 

end of the flaw density  curve and thereby decrease the probability of 

failure for every stress  and at  the same time gain more confidence 

in our estimate of  the probability of failure since we have eliminated 

part of the debatable portion of  the flaw density curve.     By proof 

testing to the design stress one theoretically    reduces  the probability 

of part failure to zero.     Fig.   B-6 displays this effect.    Since the 

stress distribution may not be that of service conditions some 

defective parts may pass. 

If    64>    3.3  the probability of failure in a small increment of 

area    fiA   when stressed to a level S    then 

/' 

«♦   -    «A /       g(S)  dS B-7 

where    g(S)    is  the flaw density curve of a particular material.    From 

this basic definition one can analytically derive methods of determining 

the flaw density curve of different materials from experimental tests. 

McClintock  (1973)  shows how to obtain flaw density curves  from three 

point bend tests and Matthews et al  (1974) shows how to obtain flaw 

density curves from indentation tests. 
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For a part of size A which will be stressed uniformly to a design 

level S . the probability of failure Is 
a 

S 

#- l-e"A/  8(S) dS B_8 

Proof  testing to a stress level    S      cuts off the lower end of the flaw 
P 

density curve, thereby reducing the integral of Eq. -8 and reducing 

the probability of failure of the part In service. Furthermore, the 

lower end of the flaw density curve Is the most difficult to obtain 

and contains a high levei'. of uncertainty. Therefore by eliminating 

the lower end of the curve (by proof testing) we will be able to 

estimate the fraction of specimens that will fail in service with 

better certainty. 

For a constant proof stress the largest decrease in the probability 

of failure comes when the design stress is higher than or equal to 

the proof stress. At design stresses 1 and II of Fig. -6 one must 

worry about damage that may affect the life. This of course varies 

from material to material ( more relevant to ductile materials ) anu 

therefore if one decides to proof test above the design stress, one 

should do fatigue tests with and without an initial overstress. All 

things considered however, proof testing to the deslgu stress is usually 

the most economical.  In light of the work on LiF (McEvily (1959) and 

Argon (1969) 
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NaCl (McEvlly) and KC1 (Pelloux) we did not expect fatigue to be a 

problem with KC1, In any event.  They reported that they could not 

produce fatigue failure at room temperature In these types of materials 

regardless of the magnitude of the stress amplitude. 

Fracture In Polycrystalllne KC1 

In order to understand the nature of flaws In a material It Is 

necessary to recall the mechanisms of fracture. Fracture near the 

upper limit of the strength of polycrystalllne KC1, at room temperature, 

Is preceeded by 

(1) Intergranular decoheslon In the absence of slip 

or (2) Intergranular or Intragranular crack nucleatlon at grain 

boundaries due to slip Incompatibility. 

To explain these It Is easiest to describe what the ceramaclst 

Is trying to do when he hot wo.-ks the material to Improve the strength. 

(1) By hot working the grain size Is reduced with the object 

of minimizing the Initiation or movement of slip dislocations In dense 

polycrystalllne material.  The material would then deform elastlcally 

up to the highest struss that the Intergranular cohesion can support. 

An example of this Is shown In Flg.  B-7.  The white line is due to 

gold coating decoheslon. 

(2) By hot working the grains receive a strong texture, the net 

positive effect being a reduced misorlentation across grain boundaries. 

Thus hot working can improve fracture resistance by reducing both slip 

and elastic incompatibility. 
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Flg. B-7  Failure occurs when the intergranular cohesive 

strength Is reached. 
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Whea KC1 fractures well below the above two strength limits It 

is usually because of one of the following three agents of fracture 

initiation: 

(3) porosity 

(4) surface contamination 

(5) mechanical damage 

Susuki reported that cracks will form at the edges of small surface 

crystallites formed by evaporation of water after polishing.     This 

of course is fracture caused by contamination.    Most ceramics 

currently prepared by hot presoing,  even those of high density, 

contain some residual porosity in the grain boundaries.    This porosity 

seriously impairs the intergvan-l4lr cohesive strength and drops the 

fracture resistance even further. 

In short time tests there is no evidence of stress corrosion 

cracking in polycrystalline KC1.   (Fig.    B-8).    The specimen was held 

just under the critical load *or 1 week.     This coruborates the 

findings of Singh et al who vere trying to obtain sl-^w crack propaga- 

tion in KC1.     The meandering intergranular crack in Fig.  B-8    came 

first,   followed by the sharp transgranular crack normal to the plane 

of loading.     It was suspected that a few grain boundary segments 

failed as in    Fig.    B-7 and as  the load was increased these were 

connected up until an instability was reached and then a fharp 

transgranular crack occurred normal to the plane of loading. 
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Pig B-8  Meandering Intergranular(center) and sharp 

transgranular (vertical) cracks (1000X). Specimen held 

Just under critical load for one week. 
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Proof Tests of Polycrystalline KC1 

Section 2 contains the thermal shock, calibration curve ( stress vs. 

scanning velocity ) for polycrystalllne KC].  The proof stress can be 

set by adjusting the scanning velocity.  The system works well and 

proof s resses u^ to 3000 psl can be readily obtained.  This Is a 

realistic design stress lor laser window Installations. Data are 

limited because the probability of failure, within the effective 

area of the Jet, when scanning at 1 cn/sec ( a proof stress of 3000 

psl ) is 15-20%.  Data Is also limited because specimens were in 

scarce supply. Independent of the price. 

The specimen in Fig. B -9 was scanned at many velocities down 

to 1 cm/sec, at which point a proof stress of 3000 psl was reached. 

There was no failure.  The specimen temperature was reduced below 

the fracture transition point and failure occurred at 2500 psl.  The 

crack progressed unstably for 1 cm and halted.  Continuation of the 

test propagated the crack to the extremes shown in the photograph. 

The halting of the crack is in agreement with the extent of the 

stress field. 

Fig. B-10 contains more results for poly-^ystalline KC1 at 

room temperature in which additional mean bending stresses  ( pre- 

loads ) were required to cause failure.  The specimen in the second 

test most likely failed at a stress lower than the stress in the 

next to last cycle beetdse of low cycle fatigue. 
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Flg. B-9 Thermal Shock Proof Testing of Polycrystalllne KC1 
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Fig. 3-10 Thermal shock scanning to  failure of polycrystalline KCJ. 
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B.5 CONaUSIONS 

The main goal of this work was   the development of a procedure 

for the evaluation and design of laser window and other brittle 

materials.     A thermal shock scanning system and a statistical analysis 

seem to have been the best means  to  this  er,d.  Hie major reason for 

thermal shock proof testing was  to  truncate the lower end of the  flaw 

density cruve of a material  thereby decreasing the probability of 

part failure in service. 

The thermal shock scanning system consisted of a jet source  that 

was steady,   reproducible,  and /ery easy  to duplicate.     It encompassed 

such characteristics as a 10 cubic  inch line of liquid nitrogen to 

provide steady flow,  and was self  filling to a level of 802 In 

flftepn minutes,   thereby being reproducible and having a short  time 

constant  to steady state. 

Even though we have an adequate  description of  the flaws by  the 

flaw density curve,   to perform design and evaluation procedures  it  is 

important to know the micro-structural nature of the flaws.    Viewing 

KC1 under load  (bending)  in the scanning electron microscope has 

shown two of an expected five modes  of  fracture initiation:   (1)  grain 

boundary separation    (along the whole  length of a grain boundary 

segment),  and  (2)  crack formation in  the vicinity of surface contamipatlon. 

The  three remaining suspect nodes of  fracture,  from (3)  slip incompati- 

bility at grain boundaries and subsequent cracking,   (4) porosity and 

(5)  mechanical surface damage,  need no proof of possibility. 
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F.     FRACTURE TOUGHNESS AND FATIGUE 

F.l    GENERAL REVIEW 

Fracture ToughneRB.  The brittle behavior of alkali 

halide ceramics is generally attributed to the lack of five 

independent slip systems as required for an arbitrary shape 

change. ^ This inability to undergo plastic deformation 

at the tip of a crack resvlto in high tensile crack tip 

stresses which lead to fracture by cleavage. Groves and 

Kelley4 have shown that only two of the six primary {110} 

<110> slip systems of NaCl type structures are independent 

but that the activation of (IQO) <U0> secondary systems 

at high temperatures provide the necessary five slip systems, 

Gilman5 has shown by slip line trace analysis that these 

secondary systems can operate in LiF above 700'K.  The 

activation ot secondary slip systems in alkali halides 

leads to the formation of wavy glide bands which replace 

the pi mar glide bands observed on surfaces which are 

Plastically deformed at low temperatures.  The appearance 

of wavy glide has been used by some investigators to iden- 

tify the onset of ductile behavior.  Stokes and Li6 found 

that the disappearance of notch sensitivity in NaCl at 

about 200-C was accompanied by an increase of wavy glide. 

Carnahan and others7 found in AgCl a similar ductile-brittle 

transition at about -100oC. 

Stoloff and others8 reported a very sharp brittle 
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to ductile transition at 250oC for large grained (350 ym) 

polycrystalline KC1.  Total elongation increased from 

7.5% at 240oC to 69% at 260oC for a strain rate of .0067 

■  „■   •  The fracture stress was relatively insensitive in-nu.n ■* 
to the test temperature over the range 50oC to 300oC. 

Independent of consideration of slip systems, Gorum 
9 

and others have attributed the brittle behavior of KCl to 

an embrittling surface reaction of KCl with air.  Exposure 

to oxygen or nitrogen for periods as short as one minute 

were found to drastically reduce the ductility of fr~c'*,',v 

cleaved crystals.  The presence of water vapor in helium 

was found to have no effect.  Embrittlement was also found 

to be soi-iewhat controlled by the total impurity content. 

Previously Oekeyser  had shown thst a similar surface re- 

action for rocksalt in air could alter the stress-strain 

curve and could lead to an increase in surface hardness. 

Following the method of Gilman,   who first used 

the double cantilever beam (DCB) specimen to measure frac- 

ture energies of ceramics, a number of investigators have 

studied the fracture surface energy of single crystals of 

12 
the i. aCl type.  Westwood and Hitch  measure the (100) 

cleavage strength of KCl at room temperature and found a 
2 

surface energy, y,  of .11 J/m .  If we assume that the only 

energy absorbing mechanism was the creation of the two 

fracture surfaces then we may say that the fracture energy. 
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GIC'   i8 e^ual  to 2Y.    For an elastic modulus of E equal 

to  4  x  10       j and a Poisson's  ratio of v equal to   .25 
cm 

the plane strain fracture toughness, KIC/ may be calculated 

to 

KIC2 »EG,     : 

IC  (1-v2) 

For GIC equal to .22 J/m
2 this yields a value of about 90 

Psi /IE. 

Class and Machlin 3 found a Vc "» of y equal to 
2 

.11 J/m .  In addition they studied bicrystals to determine 

the fracture surface energy as a function of the twist 

angle between two grains having a grain boundary with a 

common (100) plane.  They found that the energy needed for 

fracture of grain boundaries with twist angles greater than 

10° was only one half the single crystal value. 

It is expected that fracture surface energy measure- 

ments of single crystals should be only slightly affected 

by the Lest temperature so long as plastic flow is small 

and fracture surfaces do not deviate significantly from one 

single plane.  Tests by Oilman11 on MgO single crystals over 

the range temperature from 60K to 300oK bear this out.  Other 

tests on single crystals of LiF in the same study show a 

stronger dependence with the fracture surface energy 

doubling over the same temperature range.  In trying to 

account for the fracture energy absorbing processes, Oilman 

reports that the scatter in his data correlated well with 
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the number of cleavage steps observed on the surface of 

the crystal. 

Using MgO bicrystals. Lange14 investigated the role 

of grain boundaries as barriers to crack propagation.  He 

found that the angle, a , between the two intersection lines 

formed  on a grain boundary plane by the intersection 

with the two respective (100) cleavage planes was an 

important fracture parameter in this material. Estimates 

of the energy absorbed during fracture due to the pres- 

ence of the grain boundary were made and the estimates 

were found to increase as a increased from 0° to 45°. 

In one of the few reported fracture toughness studies 

on polycrystalline specimens Clark and others15 have found 

that in MgO there is a strong grain size dependence of the 

fracture toughness.  Their data is quit*, limited but it 

shows that the work of fracture for a grain size of 38 ym 

is four times that for a grain size of 7 ym and twenty 

times that for single crystals of MgO.  Worl on AljO. by 

Swanson and Gross16 has also suggested a grain size depen- 

dence of fracture toughness. 

Ritchie and others17 have experimentally and theoret- 

ically examined the grain size dependence of K  for 

cleavage fracture of low carbon steel specimens containing 

a sharp crack.  They concluded that a critical tensile 

stress for unstable cleavage fracture must be exceeded at 
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the crack tip over some characteristic length which is de- 

pendent upon the grain size. A theoretical analysis of 

the plastic stress distribution at the crack tip shows 

that this characteristic distance i« of the order of two 

grain diameters.  Their theory also accounts for the tem- 

perature dependence of KK  in the temperature range where 

cleavage fracture occurs. 

Early in this work, Pelloux and Lemaignan18 provided 

a limited amount of data from notched three point bend tests 

which showed that by press forging single crystals of KC1 

to obtain a fine grain size, the fracture toughness was 

markedly improved.  In a recent similar study Beecher and 

others19 also showed an increase of KIC, however the values 

of KIC obtained were much smaller than those obtained by 

Pelloux and Lemaignan. 

In another attempt to improve the fracture resistance 

of an alkali halide, Forwood20 has used single crystals of 

Nad which were doped with precipitates in the form of 1 pm 

cavities associated with particles of gold introduced by 

electrodiffusion at esO'C.  It was found that when the 

cavities were spaced 30 ym aoart the fracture work increased 

to 100 times that for normal NaCl which is interesting but 

impractical because the presence of cavities in a laser 

window material would lead to very poor optical properties. 

Since the effects of fracture toughness testing are 
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sometimes difficult to assess for ceramics, a few investi- 

gators have recently tried to evaluate the role of various 

parameters on KIC.  Swanson and Gross  attempted a fairly 

complete study by correlating experimentally six different 

parameters and their interactions for DCB specimens of 

AljOj.  Scatter in the data masked a number of effects but 

it was found that grain size was the most important factor 

and that strain rate could be significant.  The effect of 

these parameters on fracture toughness was thought to be 

ultimately related to the relative amounts of transgranular 

and intergranular fracture. 

21 
Wilshaw and others  have shown theoretically that 

fracture toughness is proportional to the square root of 

the crack tip radius of a notched bend specimen when the 

radius is above some critical radius.  Using notched three 

22 
point bend specimens, Bertolotti  found experimentally 

that the critical radius for Al203is 70 pm.  Simpson  has 

recently considered the effect of a notch of finite width 

containing a short sharp crack at the tip of the notch.  He 

has proposed that the ratio of root crack length beyond 

the tip of a sawcut notch to notch tip radius be greater 

than .5 for valid determination of fracture energies in 

ceramics.  The ratio of the notch depth to specimen thick- 

ness may also affect K  measurements as demonstrated by 

24 
Hartlme and others,  with three different ceramic materials. 
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Fatigue.  McEvily and Machlin25 in some classical 

studies of alkali halide type materials have suggested that 

easy cross slip is required for normal fatigue failure. 

This view was supported by the work of Argon and Godrick26 

on LiF.  If this cross slip criterion is accepted the 

question of whether or not fatigue failure can occur in KC1 

hinges on the question of what can be called "easy" cross 

slip.  Data provided by Gilman5 in 1959 would seem to sug- 

gest that no cross slip could occur in KC1 at room temper- 

ature. However, more recently, Backofen and Leseur27 have 

stated that critical resolved shear stress for {100} <011> 

slip is only one to two times that for {110} <110> slip at 

room temperature.  Limited cross slip in some well oriented 

grains is therefore a possibility. 

F.2   MATERIALS AND TEST PROCEDURES 

Test Procedures.  The lack of reliable fracture 

toughness daca (KIC) for polycrystalline KC1 was partial]^ 

due to processing difficulties to produce adequate test 

material.  Recently, however, press forging of single 

crystals at elevated temperatures has been shown to be an 

excellent method for producing fully dense polycrystals of 

KC1 with a fine equiaxed grain structure.  Some previous 

measurements of the fracture toughness of this material by 
18 

Pelloux and Lemaignan  indicated that relatively large 

specimens were needed in order to comply with specifications 
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set forth in ASTM E399, "Standard Method of Testing ror 

Plane Strain Fracture Toughness". The specifications 

require that both the specimen thickness, 3, and pre- 

5 fe-): 
crack length, a, should be greater than 2, 

where ay is the yield strength of the material.  Also 

the specimen span is required to be a minimum of 4W. 

Using Pelloux and Lemaignan's room temperature value of 

KIC of 940 psi /Tn- and the .1% offset yield strength of 

2700 psi supplied in the same study we find that it is 

required that 

crack length    a = 2.5(Tr24T)   ■  .3 in. 
(' 
[rmj 

thickness b -   .3 in. 

width W =  2a =  .6  in. 

span s ■ 4W = 2.4 in. 

This means that allowing for a little overhang on the span, 

the minimum specimen dimensions to be considered were 

.6 x 3.0 x .3 inches.  Since it was intended to also study 

fracture toughness at temperatures up to 1500C, the follow- 

ing specimen dimensions were selected:  (1.0 x 5.0 x .3 

inches). 

All fracture toughness tests were run in air on 

notched specimens in three point bending.  An Instron 

tensile testing machine was used to provide constant cross- 

head displacements from 0.2 in/min to .0002 in/min at 

temperatures ranging from -50oC to 150oC. 
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Fracture loads were read off the Instron chart recorder. 

Since it was assumed that the crosshead displacement was 

linearly related to the crack opening displacement the load 

time recordings oC  the Instron were taken as representative 

of the load-displacement curves of the tests.  Load measure- 

ment accuracy was ±1%.  R^ was calculated to: 

KIC =  ^3 [2.9(5)1-4.6(5)7+21.8(5)1- 37. 6 (*) 7 + 38. 7 (i) Ij 
2 W W V ' 2 

where   P - fracture load as determined in ASTM-E399 

S = Span length for three point loading = 4 inches 

B = Specimen thickness z   .3 inches 

W = Specimen width ■ 1 inch 

a = Crack length •.5 inch 

All measurements of length were made to the nearest .001 inch 

according to methods described in ASTM E399. 

Economic considerations lead to the re-use of the broken 

halves of a few specimens so that some of the reported data 

was from specimens having a two inch span rather than the 

four inch span stated above.  Data obtained using the two 

inch spans appeared to be within the same scatter band as 

that for the four inch span. 

Heating and cooling of the fracture toughness specimens 

was accomplished using an Instron environmenta.. chamber. 

Accuracy of the temperature control was considered to be ±2<»C. 
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Since long times at higher temperatures could lead to 

grain growth problems, it was desired to use no more than 

the maxiirum heat up time necessary.  Each specimen run at 

100oC and 15P0C was held in the chamber envirounent at 2ÜC 

above the recorded temperature for 15 minutes prior to the 

start ot each test.  Specimens run at lower, temperatures 

were held only 10 minutes.  The heating time did not in- 

clude the 10 minutes or so which was required to reheat 

the chamber atmosphere after placing the specimen inside 

the chamber. 

The possibility of strain aging due to heating was 

investigated using microhardness techniques.  Two sing]e 

crystals with a [100] orientation were tested using a 

^amond pyramid hardness (DPH) indentor with a 25 gram 

load.  The specimens were tested in four conditions: 

1. As received 

2. After aging six hours at 1250C 

3. After straining to just beyond yield (-300 psi) 

4. After annealing 14 hours at 65C0C 

Both specimens were tested in three locations in each condi- 

tion and the measured values were averaged.  Aging and 

annealing were carried out in an argon atmosphere.  The mi- 

crohardness tests showed no strain aging effect.  However, 

the hardness values increased by 14 DPH following anneal- 

ing at 650oC. 
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Four different methods of preparing a sharp precrack 

notcl- y.n  the specimens were tried.  The first method was 

to simply place a razor blade against one edge of the speci- 

men and then gently tap it.  The second method was an attempt 

to locally thermally shock a specimen with a small jet of 

liquid nitrogen to create a cleavage crack (see work of 

J.R. Matthews).  With both methods, the cracks produced had 

uneven fronts and were often branched.  Thermal shock induced 

cracks frequently did not go through the entire specimen 

thicknrss.  Worst of all, cracks produced by both methods 

always followed the crystallographic direction of the cleav- 

age planes of the surface grains and these directions seldom 

coincided with the desired fracture ^lane orientation.  At- 

tempts to bias the crack direction Ly thi-ming the cross 

section and by imposing bending .stresses did not help. 

Fatigue precracking at room temperature with a machine 

that kept the tip cf a prenotch sawcut in compression wan 

the third method attempted.  Unfortunately, this failed too 

as the crack would always propagate through the entire 

specimen. 

It was finally decided that all tests would b~ run with 

sawcut notches.  A stting saw and a jeweler's saw were used 

to machine notches with crack tip radii of .003 inch. 

Fatigue Testing. Following previous fatigue investiga- 
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tions of ceramics, preliminary testing was carried out using 

a Sontag SF-2Ü fatigue machine to apply cantilever loading 

to notched specimens.  However, since this machine was de- 

signed for testing thin metal specimens, it did not work well 

with the large KC1 specimens used.  The germetry of the test 

bars was such that large shear stresses were present in ad- 

dition to the desired bending stress, and a combination of 

mcde I and mode I  n-acK openings resulted.  The Sontag 

machine also imposed a large overload stress during startup 

which broke a number of specimens during the first few 

cycles. 

To overcome these difficulties a new fatigue appa- 

ratus, which imposes three point bending and uses a specimen 

geometry identical to that used in the fracture toughness 

study, was developed.  Loading was applied by an eccentric 

shaft and a spring attached to an 1800 rpm synchronous 

motor.  Room temperature tests with AK = .4KIC were run under 

R = o to propagate fatigue cracks from pre-notched bars. 

Materials.  Polycrystalline test samples were cut 

from a large pancake obtained from a [100] Harshaw single 

crystal compressed 4 to 1 at about 300oC.  The pancake, 

which was one inch thick and 12 inches in diameter, yield- 

ed about 40 specimens. 

Two separate studies of impurity levels in Harshaw 

KC1 nave recently been conducted by Honeywell,Inc.31"32 The 
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results of these investigations showed that some signifi- 

cant variations in impurity levels were found, notably for 

sodium.  Since all the fracture toughness specimens were 

cut from the same pancake the influence of variations in 

impurity levels should be somewhat minimized.  Any local 

variations due to segregation could not be avoided. All of 

the specimens tested in fatigue were from a second pancake. 

Immediately after processing, the specimens had a 10 pm 

grain size.  However,  secondary grain growth at room tem- 

perature led to the formation of large flat grains across 

the surfaces of each specimen.  The range of grain size in 

each specimen was therefore: 

fine grain size IQ m   t,0004  in) 

coarse grain surface dimension 10-30 mm (i - 1 in) 

coarse grain thickness i mm (.04 in) 

Figure 1 shows an unused etched specimen with a two dimen- 

sional surface grain size which is of the order of the 

specimen size.  The surface grains were generally irregu- 

larly shaped but Figure 1 shows that some almost square 

crystals were also present.  Figure 2 is a fractured section 

of a KC1 specimen showing the cross section of large surface 

grains around the edges of the sample.  The lower edge of 

the specimen shows a macroscopic line of demarcation separat- 

ing the large surface grain from the central 10 um grain 

size material,  it can be seen that the thickness of the 
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surface crystals was much less than their surface dimen- 

sions.  In general there was only one layer of large 

grained material formed at each surface.  However, it can 

be seen in Figure 2 that the upper surface has two layers 

of large grains.  On the average, large surface grains 

accounted for about 25% of the specimen thickness. 

It is known that exaggerated grain growth is often 

related to impurities in the matrix of single phase mater- 

ials.  Non-dispersive X-ray microprobe techniques showed 

that small precipitates containing sodium roughly .3 p to 

1.5 y in size were present within certain areas of the 

large grains in some samples and it was thought that the 

impurities might be the source of the grain growth problem. 

These precipitates were either square shaped or trapezoidal 

as observed in two dimensions.  They were seldom found in 

the bulk of the fine grain material but were occasionally 

found at the grain boundaries in small grain areas near 

Ittrge surface grains. 

Experiments were carried out to determine the effect 

of the sodium precipitates on grain growth.  Two specimens 

were placed in a beaker of water to dissolve away their 

outer layers of large surface grains and üny accompanying 

precipitates of sodium.  The specimens were then dried, 

placed in a deesicator and held at room temperature.  Ex- 

aggerated growth of the newly exposed 10 ym grains was not 
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observed within one week.  These same two samples plus two 

others containing large surface grains were polished 

using 1 ym alumina in metha iol to remove etching effects. 

No furtntr grain growth was observed on the surfaces of 

the two specimens which had already contained large surface 

grains.  However, exaggerated grain growth did occur within 

one day on the surfaces of the two specimens which had 

initially had their large surface grains dissolved away. 

It was concluded that residual cold work strains helped 

promote grain growth.  It is also possible that removal 

of grain boundary grooving which would normally inhibit 

grain growth was a controlling factor.  It seems that the 

sodium precipitates themselves are not the cause of the 

anomalous grain growth.  The precipitates do indicate, 

however, the presence of extensive sodium impurities in 

solid solution.  This leaves open the question of exagger- 

ated grain growth due to small clusters of sodium particles 

within the KC1 matrix which are not resolvable by the 

microprobe techniques. 

F. 3    RESULTS 

Fracture Toughness.  Some 70 tests were run and the 

results are given in Table I.  The amount of scatter is 

reasonable and attributed to the inherent statistical na- 

ture of brittle fracture in this material.  In two tests 

run at low strain rate and l.rj0oC, the specimens tended to 

deform plastically rather than to fracture. Indentation 
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of the sample at the load jig rollers occurred in both 

cases.  The unreasonable amount of scatter at low strain 

rate and 100oC was attributed to localized plastic de- 

formation and indicates a brittle to ductile transition 

for notched specimens at this temperature.  As might be 

expected, KC1 remains brittle over the range of tempera- 

tures investigated and fracture toug.mess does not change 

significantly with temperature until the brittle-ductile 

transition temperature is reached.  On the other hand, KIC 

does change significantly with strain rate. 

To assess the relative dependence of K- upon temper- 

ature and  strain rate a general relationship between the 

two parameters is needed.  The usual form of the relation- 

ship for a time dependent thermally activated process is 

e = A e"Ö- e  A e RT 

where c  is strain rate, T is temperature, R is the univer- 

sal gas constant, Q is an activation energy and A is an 

empirical constant.  Taking the derivative of this equation 

we find that 

Ae _ Q e 
AT  R T2 

Substituting this into the relationship 

AK IC 
AT 

AKIC Ae 

It       AT 

we find that 

AKIC ^KIC 

AT t) 
Q 1 

R T 

700 
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where e, andej are the two strain rates at which AK  is 

evaluated.  The value of Q can now be evaluated using data 

from Table II.  Using the values of K^of 339 and 298 psi /IK 

to evaluate the temperature dependence of t^ near 300«C and 

the values of 549 and 317 psi /ET to evaluate strain rate 

dependence over the range of crosshead displacements from 

.0002 to .02 in/min, Q is found to be about 1400  cal, 
gm-mole. 

Normally calculated values of Q for mechanical processes range 

from 10,000 to 100,000  ^   The value of 1400 -2S4  
yiu luu-te gm-mole 

found here is therefore quite small,  changes in brittle frac- 

ture energy with test temperature are primarily related to the 

small dependence of the elastic modulus on temperature.  The 

small variation of KIC with temperature found is therefore 

expected.  The abnormal!; small calculrted value of Q is con- 

sequently attributed to a surprisingly strong strain rate 

effect on KIC for KC1. 

The plastic zone size ahead of the crack tip, Ry, was 

calculated using fracture merhanics according to 
1   K  2 

Ry =  — -iC_ 
27r   y2 

where Y equals the yield strength of KC1 at the appropriate 

strain rate.27 The range of values for Ry at room tempera- 

ture can be found in Table II.  The fact that the calculated 

plastic zones are seen to be much smaller than the .3 inch 

test specimen thickness shows that plane strain testing 

conditions were satisfied. 

Fractography.  Extensive river markings showed that 
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transgranular cleavage was the general mode of failure 

in all tests at all temperatures.  Scanning electron 

microscopy occasionally revealed small, angular cavities, 

shown in Figure 3, which may have served as fracture 

initiation sites.  The angularity of the sides of the 

cavities suggests that  the trail of voids shown in 

Figure 3 is perhaps merely the zig-zag trace of a cleavage 

fracture, adjacent sides of the cavities being orthogonal 

cleavage planes. 

Fracture in the large surface grains followed well 

defined crystallographic planes oriented near the direc- 

tion of crack propagation.  Figure 4 shows how a crack 

would zig-zag following cleavage planes at 90° to each 

other.  The extensiv« secondary cracking surrounding the 

main fracture path was induced after the test by grinding 

to show the cleavage planes more clearly. 

There was some interaction between the propagating 

crack and the sodium precipitates mentioned before.  As 

shown in Figures 5 and 6, jagged cracks were sometimes 

found to follow the precipitates in large surface grains. 

The fact that the crack would '»t tires go through the pre- 

cipitate and at times around it suggests that the precipit- 

ate and matrix have approximately the same fracture 

strength. 

Fatigue. Data from the fatigue tests run on the 
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new apparatus appear in Table II.  Judging from fracture 

surfaces it appears that the specimens used in this study 

had a higher percentage of large grain material than those 

used in the fracture toughness study.  Specimen 3 did not 

fracture at the notch root as expected but instead broke 

through an area where the thicknsss of the specimen was 

composed of a single grain. 

Fractography revealed no fatigue striations on any 

Of the specimens.  Instead fatigue fracture surfaces ap- 

peared to be quite similar to those of the monotonically 

loaded fracture toughness «»oecimens.  "ractures initiated 

intergranularly and propagated transgranularly.  The extent 

of intergranulai fracture was greater in the fatigue speci- 

mens than that in the fracture toughness specimens.  As 

seen in Figure 7, intergranular fracture proceeded to a 

width of two or three grain diameters. The cleavage fan 

shown in Figure 8 is in fine grain 10 pm material.  Many 

intergranular fractures can be seen along the line separat- 

ing the cleavage fan from the sawcut notch in the bottom 

of the picture.  The large step at the left of Figure 8 

separates a large surface grain at the far left from The 

10 pm material.  An enlargement view of the step shows 

that intergranular fracture occurred along the boundary 

separating the two regions of large and small grain sizes. 
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P. 4    DISCUSSION 

19 Fracture Toughness.  Recently, Beecher and others 

have published some fracture toughness data for KC1.  Their 

results show that for tests perforr.<»d in air on polycrystal- 

line material of 6 \im  graj i size, K__ ranges from 125 psi 

/In to 300 psi /In with ar. average value of 230 psi /in. 

These values are somewhat lower than the room temperature 

value of 320 psi /In found here.  Beecher's data appears 

to be better since it seems that the specimen notch may 

have been sharper than ours and it w^uld therefore be a 

better stress concentrator.  On the other hand, it has 

been shown that fracture toughness measurements are not a 

function of crack tip radius below a critical radius.  The 

critical radius for KCl has not been established in this 

investigation, but the 75 wm notch tip radius used in this 

study is almost equal to the 70 pm critical radius estab- 

22 
lished by Bertolotti  for AljO, and so it should be well 

within the range of critical crack tip radii for brittle 

ceramics.  It may be that the .003 inch crack radius is 

sufficiently sharp or it may be that damage at the crack 

tip, much smaller than .003 inch, is concentrating the 

stresses, but in either case it seems that the data in 

Table I is quite good. 

The tendency with fracture toughness data is 

generally to accep*: the lowest measured value.  In com- 

paring Belcher's data with ours, it must be remembered 
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that although we seem to be talking about the same 

material, in reality there may be some significant differ- 

ences.  Both sets of samples were made by compressing 1100] 

single crvstals but there is some question as to whether 

both processing methods gave equivalent materials.  The 

samples used by Beecher had a finer grain size and a sig- 

nificantly higher yield strength (2700 psi for our material 

compared to 3000 to 5000 psi for Beecher).  There are also 

important questions concerning the two materials with res- 

pect to impurities, types of precipitates, and distribu- 

tion of precipitates that need to be answered since small 

amounts of impurities greatly alter the mechanical be- 

havior of ionic solids.  It would therefore seem that b*ith 

sets of data are likely to be valid.  The two sets of data 

are actually in reasonable agreement with each other and 

may be used to demonstrate the range of properties likely 

to occur with variation in processing of KC1.  It is pos- 

sible that the differences in the two sets ot data are due 

to the same grain size effects found by Clark and others15 

for Mgo. 

The relatively strong dependence of K  on loading 

rate is surprising but not unheard of.  Swanson and Gross16 

have mentioned that their studies shov the possibility of 

a loading rate effect on KIC -neasurements.  Class and 

Machlin  have also noted this effect, explaining that 

values of fracture surface energy for KC1 bicrystals were 
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high with a wide scatter band when tests were run below a 

critical minimum loading rate.  A study by Freiman and 

others  has shown thcc fracture energy of single crystals 

of KC1 increase by a factor of two as loading rate is re- 

duced from 5 cm/min to .2 cm/min.  A dislocation mechanism 

was given to explain this strong dependence.  In view of 

the relatively weak temperature dependence compared to 

loading rate dependence found in this study for poly- 

crystals, a simple dislocation mechanism seems unlikely. 

The intergranular fracture initiation and trans- 

granular propagation found here supports Stoloff's8 obser- 

vations cf glide bands meeting a grain boundary to nucle- 

ate an intergranular crack which then propagates in a 

trantgranular fashion.  The temperature at which cross 

slip becom-s easy is estimated to be about 100oC from the 

following observations.  In Table I the tests at 150oC 

ar.d .0002 inch  per minute crosshead displacement were 

invalid due to an inordinate amount of plastic slip at the 

crack tip.  Indentation at the rollers of the three point 

jig was also noted.  The scatter at i00oC is felt to be 

due to the close proximity of the notched specimen 

brittle-ductile transition temperature.  This is rather low 

compared to Stoloff s8 result who placed the unnotched spe- 

cimen transition temperature at 250oC.  However, one must 

remember that the .0002 in/min strain rate is 30  times 

slower than the strain rate used by Stoloff.  Furthermore, 
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it is knovm that the quality of commercial alkali halides 

has improved greatly since Stoloffs work in 1963 and it 

is possible that what Stoloff called "pure KC1" was really 

rather heavily doped with impurities that may have in- 

creased the transition temperature. 

Fatigue.  Intergranular cracks at the root of the 

notch in the fracture toughness tests propagated less 

than one grain diameter prior to changing to a trans- 

granular fracture.  In contrast, the intergranular cracks 

in the fatigue specimens were observed to have traveled 

some two or three grain diameters prior to transgranuUr 

fracture.  The increased amount of intergranular fracture 

observed in the fatigur» specimens is assumed to be an 

indication of fatigue damage.  This damage can be explained 

by considering the interaction between cross slip and grain 

boundaries.  The stacking fault energy in KC1 being high 

should not limit cross slip.  Also, some recent data has 

shown that the critical resolved shear stress on secondary 

(100] planes is less than a factor of two times that for 

the primary [110] planes.  Thus, it is conceivabl3 that 

under cyclic stressing at low stress levels active cross 

slip will prevent trans^ranular crack initiation by mini- 

mizing ':he stress concentration due to dislocation pile 

ups.  However, the intergranular cracks do not travel far 

and cleavage fracture proceeds as the growth rate per cycle 

increases, or as the crack becomes unstable.  Further 
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studies are needed to clarify what processes are taking 

place at the crack tip during fatigue. Observations of 

dislocation arrangements in fatigued single crystals 

would probably be helpful. 

The role of the water vapor in the test environ- 

ment should also be considered since it has also been 

observed that natural grain boundary etching on surfaces 

which have been sawcut is much greater than on cleaved 

surfaces. Cyclic working could promote a similar enhanced 

environmental reaction to occur at the tip of the notch 

in the fatigue specimens.  It is, therefore, possible 

that the increased intergranular cracking observed on 

fatigue fracture surfaces is due to corrosion fatigue 

rather than to the mechanism of cyclic hardening and 

cross slip described above. 

The room temperature value of critical fracture 

toughness at high strain rate was found to be 320 psi /In. 

Fatigue failure did occur at only 115 psi /In.  This low 

value of Kj for fatigue may reflect not only the effect 

of  cyclic itressing but also the effect of a change in 

crack tip radius.  The .003 inch sawcut notch tip radius 

used in the fracture toughness tests might be larger than 

the critical crack tip radius for KC1 and sharp inter- 

granular fatigue cracks would lead to fast propagation at 

stress levels below those which would cause failure of the 
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sawcut notched specimens. 

In conclusion it was found very difficult to 

initiate and propagate a fatigue crack in KC1.  The 

propagation of fatigue cracks under K = 115 psi /IE 

was attributed to corrosion fatigue.  The low fracture 

toughness measured in the presence of a short corrosion 

fatigue crack remains unaccounted for. 

F.5     CONCLUSIONS 

The fracture toughness index (K ) of KC1 was 

found to vary as a function of strain rate and tempere- 

ture from 300 to 700 psi /In. 

A brittle to ductile transition has been observed 

in notched specimens of KC1 at 100oC and at low strain 

rates. 

The effect of temperature on K  was found to be 

small below the brittle to ductile transition temperature. 

Strain rate effects in the brittle fracture temperature 

range were found to be significantly larger. 

The interaction of the fracture path with grain 

boundary precipitates of sodium may lead to an increase in 

the fracture toughness. 

Corrosion fatigue crack growth was observed at AK 

of 115 psi /ill.  However, initiation of fatigue cracks 

from a smooth surface is difficult even at a stress ampli- 

tude approaching the yield stress in tension. 
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FIGURE 1.  Section Of An Unused KC1 Test Specimen 
Showing Large Grains At The Outer Surfaces 

i |B 
H 

fKm 

BQ^^B 'A. 
1 mm 

FIGURE 2.  Fracture Surface Of A Specimen Cross Sectioi 
Showing Large Surface Grains Surrounding A 
Fine Grain Structure (10 jum) 
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FIGURE 3.  Angular Cavities In KC1 Fracture Surface 

FIGURE 4 .  Crack Propagation In Large Surface Grains. 
Secondary Cracking Was Induced After Testing 
To Reveal Cleavage Manes More Clearly. 
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FIGURE 5. f:rack Following Sodium Precipitates In A 
Large KC1 Surface Grain 

FIGURE 6 
Jagged Cracks Penetrating Sodium Precipitates 
In A Large KC1 Surface Grain       ^P^aies 
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FICUKI. 7.  Enla-ged View Showing Intergranular 
Fatigue Fracture Initiation 

FIGURE 8.  Fatigue Fracture Surface Near Origin 
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TABLE   II 

Calculated Range of Plastic Zone Sizes For KC1 at 220C 

Rate Of 
Crosshead 
Displacement 
in./min. 'IC  clasti^ Z9ne v  Value of Yield Strength 

Size, Ry (in.)  Used to Calculate Ry 

.0? 

0002 

320 

550 

.0017 

.0066 

3100 

2700 
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TADLE IH 

Fdtfgue of Notched Specimens of Polycryst lline KC1 at Room 
Temperature 

Specimen 
Number psl In       KI / K1C*     Cycles to Failure 

1 

2 

3 

115 

128 

144 

.36 

.40 

.45 

2,979,000 

146.000 

1.857,000 

* Kic taken at 320 psi  in 
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G.     TRANSMISSION ELECTRON MICROSCOPY OF ALKALI HALIDES 

G.l    INTRODUCTION 

Transmission electron microscopy has had a substantial 

influence on every scientific field in which it has been 

applied.  Without question, the primary reason for the 

successful widespread utilization of this technique is the 

fact that it allows for the direct observation of defects 

with high resolution.  However, uni ke the fields of metals, 

oxide ceramics, earth minerals, polymers, and the life 

sciences, electron microscopy observations of defects in 

alkali halides are, with lew exceptions, virtually non- 

existent. 

The history of alkali halide electron microscopy 

spans a quarter of a century (1).  Houever, unlike the 

transmission electron microscopy of metal foils, the 

state-of-the-art in electron microscopy of alkali halides 

has remained in the "primitive" state until very recently. 

As a result the nature of defects associated with deforma- 

tion in alkali halides is not nearly as well understood as 

its counterpart in metals. 

The reasons for this relative ignorance concerning 

dislocation substructures in alkali halides stems from 

the difficulties associated with electron microscopy of 

alkali halides.  These difficulties arise, to a first 
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approximation, from two major sources.  First, the prep- 

aration of a thin, electron transparent foil is more 

exacting than for most other materials.  Additionally, 

precautions and care must be taken in handling the sample 

after preparation.  Secondly, illumination levels commonly 

employed ror electron microscopy are orders of magnitude 

higher than those needed to produce substantial radiation 

damage with the result that the intrinsic microstructure 

of the sample is obliterated nearly instantaneously upon 

observation. 

The problem of specimen preparation of alkali halides 

from the bulk stem from the fact that alkali halidej are 

very soft yet extremely brittle.  The only completely 

acceptable method for obtaining undeformed sections from 

the bulk fo- subsequent thinning is precision chemical 

string sawing.  Essentially all alkali halides may be 

sectioned to a suitable thickness using a string saw and 

various alcohol solvents (2).  These same alcohol solvents 

can be used in a microjet thinning apparatus for prepara- 

tion of thin foils.  Since most alkali halides are 

insoluble in ketones and ethers (2), these are useful for 

post-polishing, washing procedures. 

Most alkali halides are readily soluble in water and 

are susceptible to atmospheric moisture attack.  A serious 
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difficulty in chemical polishing for electron transparency 

is the eventual removal o the solvents used, particularly 

the washing solvents with high vapoi pressures.  In this 

case if the washing solvents are allowed to evaporate in 

air, the ensuing cooling of the foil will enhance the 

condensation of Mter and result in deleterious etching 

and sample degradation.  It is important, therefore, to 

evaporate these solutions under vacuum. 

The problem of radiation damage during electron 

microscopy observation derive s from the electrical and 

radiolytic properties of alkali halides.  In thin foils, 

where the range of the high energy electrons surpasses the 

thickness of the foil, the energy loss from 100 kv elec- 

trons is uniform through the foil and amounts to about 
9 

10 eV/m.  On the average about one displacement in the 

lattice is produced for every 50 eV of deposited energy 

(3).  However, most of the Frenkel pairs which are 

produced undergo spontaneous correlated recombination with 

the result that about 103 to 104 eV per Frenkel pair are 

required for producing stable F-center:H-center pairs. 

Thus, such stable pairs are produced at a rate of % 106/m. 

With normal illumination levels during e^ctron microscopy 

the point defect production rate is about 1026/m3«sec. 

Since Frenkel pair saturation is about 1025/m3 at room 
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temperature, electron microscopy results in defect satura- 

tion in times of the order of seconds.  At these high point 

defect densities extensive aggregation will occur (if the 

temperature is high enough) to such an extent as to produce 

extended defects which will obscure pre-existing substruc- 

ture such as dislocations and dislocation networks. 

The sole variable available to microscopists in this 

situation is temperature.  Since the mobility of the defects 

is thermally activated, reducing observation temperatures 

below defect mobility thresholds must retard observable 

defect aggregation.  Since the aggregating species is the 

halogen interstitial (4) microscopy must be done below 

300K.  Additional advantage can accrue from the reduction 

in the efficiency of radiationless decay of excitons in 

certain alkali halides, such as KI, NaCl, and NaBr, each 

of which exhibits a depression in defect production 

efficiency of one or more orders of magnitude at low 

temperatures.  Lastly, impurities are capable of delaying 

the onset of observable aggregation during low temperature 

observation. 

G.2    SAMPLE PREPARATION 

From the Bulk. It is possible to cleave with a 

razor blade or similar apparatus alkali halides of the 

NaCl structure as well as the related alkaline earth 
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fluorides. Most, but not all, NaCl-type alkali halides 

exhibit only {100} cleavage. Alkaline earth fluorides 

cleave on {111}.  The two primary concerns when consider- 

ing cleavage as a mode for the initial phase of sample 

preparation from the bulk are:  1) the limited orienta- 

tion flexibility of the cleavage product; and 2) the 

deformation induced in the cleavage process.  Both of 

these are major drawbacks when one is considering the 

preparation of samples for eventual use in the trans- 

mission electron microscope.  First, a complete study of 

defect arrays, or any three-dimensional feature, requires 

observation in two, or preferably three, near-orthogonal 

directions.  In a cleaved thin section this is impossible. 

Secondly, it is desirable to have as thin a cleaved 

section as possible (to minimize the time of thin foil 

preparation, the next step in the process) with the result 

that there is a high probability that cleavage-induced 

defects will confuse the intrinsic microstructural 

analysis. 

An alternative method, and one which is most desirable 

when considering samples to be investigated after deforma- 

tion, is chemical string sawing.  This method can produce 

sections of any orientation and provide them with a 

minimum of induced deformation. A number of designs have 

314 

-'-""" 



piJiiUOTi,!«!« iiuimwm 

\ 

been described (5,6) all of which function by the action 

of a string, saturated with a solution that will dissolve 

the crystal, brought into light contact with the specimen. 

The apparatus designed for the present study is schemat- 

ically shown in Figure 6-1, 

Preparation of an Riectron Transparent Thin Foil. 

A number of techniques have been attempted to produce an 

electron transparent volume of an alkali halide for trans- 

mission electron microscopy.  These include a micro- 

cleaving technique (7,8), thermal evaporation, vapor 

deposition (9,10), and ion beam thinning (11).  For 

obMous reasons none of these techniques is suitable for 

the preparation of samples where characteristic disloca- 

tion or defect structures are to be maintained as each of 

these techniques produces some destructive element, with 

some methods being more destructive than others. 

The least destructive thin foil preparation technique 

is thinning by dissolution,  of the possible chemical 

thinning techniques available, for reasons of control- 

lability and reproducibility, the twin microjet technique 

is favored.  In this case, one or two jets of solvent (2) 

are "sprayed" on the sample surface^),  m this way the 

sample is thinned to perforation with electron transparent 

area surrounding the perforation,  m the present apparatus, 
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Figure G-2, the sample can be viewed during thinning and 

in this way the thinning operation can be terminated at 

the time of perforation.  After termination the thinned 

sample is immersed in the washing solution (ketone, ether) 

and dried in a vacuum desiccator.  The sample is then 
o 

coated with a thin layer (^ 200 A) of Al to render the 

sample conducting (to dissipate charge acquisition) and 

improve thermal conductance and thermal contact. 

G.3    ELECTRON MICROSCOPY OF ALKALI HALIDES 

During routine observation of a thin foil in the 

transmission electron microscope an electron dose of 

21  -2 20  -2 -1 ^ 10  em  is delivered at a rate of 'v- 10  em s  . 

These fast electrons lose energy in the thin foil almost 

entirely through ionization losses, i.e., through inter- 

actions with the electrons in the solid.  Each electron 

produces stable Frenkel pairs at a rate of ^ 10 m  or 

an overall displacement rate of ^ 10  dpa s  .  One or 

both of the components of the Frenkel defect pair are 

mobile at room temperature and the agglomeration of 

these defects leads to associated strain field contrast 

which can obliterate the intrinsic microstructure of the 

sample with observation times on the order of seconds. 

The kinetics of aggregation are temperature dependent 

since the mobility of defects is thermally activated.  At 
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':he defect densities described here, the main influence 

of specimen temperature is to alter and affect the distri- 

bution of defects.  At higher temperatures substantial 

aggregation occurs leading to large defects with long-range 

strain fields.  At lower temperatures numerous small defects 

with shorter range strain fields are present.  In the 

latter case, image quality is maintained for relatively 

extensive periods of observation time.  Thus very low 

temperatures (% 10'K) can appreciably lessen the observable 

effects of electron irradiation damage. 

To this end a liquid helium temperature specimen 

holder has been designed for a Philips EM-300 with 

goniometer stage.  The basic design is based on the 

standard tilting holder employed in this microscope. 

Figure G-3.  In this case a concentric inlet-outlet tube 

is used to transport cold helium gas to the sample area. 

Fused quartz is used for insulation purposes.  The 

sample holder is capable of a + 20°tilt and a + 45« 

rotation. 

G.4    CONCLUSION 

Equipment has been designed and constructed, at least 

in part, for the successful transmission electron micros- 

copy of alVali halites.  This equipment includes items 

necessary to prepare samples from the bulk, produce thin 

foils, and make quantitative observations at high resolution. 
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