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3 PREFACE

pr

This report describes the development and application of quantitative
me'thods for long-range forecasting undertaken by the Projections and
Plans Department of CACI, Inc. from. March 1973 to Februaryl 1974,

The researéh was supported by the Defense Advanced Research Pro-

jects Agency, Contract No. DAHC15-71-C-0201, Modification Nos. .

P00011 and P00013.

Doring March 1972 to February 1973, CACI, Inc. developed 3 single-

——
equation models that forecast values of 3 key concepts, international

conflict, international alignment, and domestic stabil‘.}\ty, for 20
17
Indian Ocean countries for the 1981 to 1990 period. l{fhe work re-

ported upon in this report is based partly on the Ind®n Ocean research,

‘g’; but develops an interactive model for Europe that examines the relation-
ships among five central environmental descriptors: international
conflict, international alignment, international trade, internal instability,
and national power base. The overall purpose of the model is to ac-
quaint national security analysts with modern long-range forecasting

techniques and to provide a long-range forecast of Europe (1985-1995)

for these five descriptors.

This Interim Technical Report is a three-volume document. Volume I,

b the Summary Volume, summarizes work on all tasks of the current

contract in nontechnical language. Volume II, the Technical Volume,

A

See CACI, Quantitative Methods for Long-Range Environmental
Forecasting, Interim Technical Report No. 2 (Arlington, VA,
February 1973). '
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contains various models that forecast the five descriptors for the
European environment over the long range. .Volﬁme III; a Research
Guide for long-range forecasting, develops a research design to be
used by national security analysts to generate quantitatively based long-

range forecasts.
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Dr. G. Robert Franco, Project Director
. Dr. Herman M. Weil
| Mr. Aaron Greenberg
Mr. Larry German
Mr. Dougias Hartwick
Dr. Michzel R. Leavitt" -

Each member of the study team contributed directly to this research
report. Chapters 1,3,5, and 7 were prepared by Dr. Herman M. Weil;
Chapter 2 by Mr. Aaron Greenberg; Chapter 4 by Dr. G. Robert Franco

and Mr. Douglas Hartwick; and Chapter 6 by Mr. Larry German.
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t The study team would like to acknowledge the help and guidance received
? é from Dr. Robert A, Young of the Defense Advénced Research Projects
! Agency. Dr. Young was the Principal Investigator of this- project until
November 1973 when he joined the Agency. Further acknowledgemenst

l should be given to Dr. Janice Fain, Mr. Robert Trice, Dr. Warren R.

j Phillips of CACI and to Mr. Robert M, Escavich. The team would also
. 1ik¢ to thank Col. James St. Cin, USAF; Col. William McDowell, USA;
and Col. William Steinberg, USA for having read the manuscript and for

providing many suggestions. We are also grateful ts Maisr Michael
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i *  Dr. Michael R. Leavitt i3 currently Director of the Social Science

Computer Center at the Brookings Institution.
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CHAPTER 1: DYNAMIC MODELING OF THE LONG-RANGE
EUROPEAN ENVIRONMENT

INTRODUCTION: FORECASTING FOR PLANNING

During the past decade, scholars of international affairs have begun to
direct more attention toward developing and utilizing techniques that
could help systematize the explanation and prediction of international
politics. In their research efforts they frequently use quantitative mea-
sures of international political concepts such as hostility, escalation,
and alignment, as well as various techniques to express relationships
among such measures. The purpose of the newer approaches does not
differ fundamentally from the aim of traditional foreign affairs analy-
sis. The goal is still to produce accurate descriptions of the state of
international relations o.r some subset thereof, and to employ descrip-

tions of some elements as explanations or predictors of others.

Researchers across the nation have received support from the U, S.
Government, particularly the Department of Defense, to employ newer
methods and techniques in the area of international relations. One
cluster of important academic efforts funded by the Department of
Defense is known as the Quantitative Political Science (QPS) program. .
Until recently, however, few attempts had been made to apply the newer
approaches to specific problems within the foreign affairs community
(e.g., within' DoD). The lag resulted from & variety of factors, in-

cluding the characteristic absence of ongoing work in most academic

These efforts are described in CACI, The Utilization of ARPA -
Supported Research for International Security Planning (Arlington,

Virginia, October 1972).




projects and their seemingly esoteric methods. There is a need, then,
to bridge the gap between recent academic developments and the prac-
ticing foreign affairs community. The goals of this effort are straight-
forward: to communicate to the foreign affairs establishment the vari-
ety of newly acquired capabilities for foreign affairs planning and anal-
ysis; to suggest means of integrating recent quantitative developments
with more traditional '"judgmental" approaches; and to allow members
of this community to evaluate experimental applications of the newer
techniques. The present volume reports on an effort to accomplish
these three goals with respect to one general subject area--long-range

environmental forecasting. The foreign affairs community is well

aware of the need to anticipate significant changes in the world situa-
z o
tion in order to formulate policy in time to prepare for these changes.

It is vital to be able to forecast in a planning context because varying

time lags are required for reactions to be operative.

Planning is the attempt to exercise control over our future economic,
political, as well as physical, environments. For planning efforts to
be successful, planners must have a clearly defined set of goals with
respect to those environments, knowledge about the nature of those en-
vironments under specified conditions, and an ordering of plans suck
that the congruence between goals and the environments is maximized.
Simply put, we need to know what we want (goals), what our capabilities
are (environments), and how to optimize our desires with respect to

our capabilities (plans).

Forecasting is most often directed toward the second of these needs.
Long-range environmental forecasting seeks to identify those factors
or forces that will be prominent in shaping our environment and to

determine, under various contingencies, thzir nature in the long-range
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future. For example, we know that patterns of international alignment

are important in the international environment; yet we would like to

know exactly what kinds of effects aiignment patterns have and how
those effects might change under specified conditions. At that point,

the '"what if'' question becomes accessible to analysts and planners in

the national security community. Thus we can ask, '""What would be

the effects of extensive political integration within the Western European
community ?'"" Likewise, the implications of decreasing Soviet hege-

mony over the Eastern European satellite countries become open to d”

analysis.

Providing long-range forecasts that are genuinely useful to planners,
therefore, reciuires systematic examination of the potential implications
of changes in important environmental variables. Yet, as the world
becomes more complex and interdependent, generating such knowledge
becomes increasingly difficult. Quile clearly, as the solutions to
many of our problems produce yet other problems, it becomes diffi-
cult to forecast the total impact of given policies, practices, and pat-
terns of behavior upon our envircnment. For example, many analysts
failed to foresee the effects of stricter pollution-control policies upon
the demand for and availability of nonhuman energy sources. Others
regarded mechanized agriculture as a long-term means of providing
food for the world's population without considering the effects of that

kind of food-growing process upon the productivity of land.

It is particularly important that analysts recognize these previous

shortcomings since the cost of misunderstanding accelerates as the

See, for example, Herman Kahn and Anthony Weiner, The Year
2000 (New York: Macmillan Co., 1967).




world steadily becomes more interdependent. Such high costs point to

the need for systematic approaches to long-range forecasting that are
specifically designed to analyze the interdependencies of the problems
we face. Such approaches, however, depend upon our ability to identify
and specify the linkages among the myriad of important variables con-
stituting our environment. Identification and specification, in turn,
depend upon our use of theory. Contemporary social, economic, and
political theories have vastly increased our undarstanding of the com-
plexity and interrelatedness of the international environment. At the
same t{me, they have alerted us to the fact that no single theory, or
set of theories, can adequately explain those complexities. Any sys-
tematic long-range forecasting effort, then, requires not only the use
of theory, but ‘the integration of multiple and diverse theoretical ap-

proaches.

A theory, or model, constitutes a manageable abstraction and simpli-
fication of the thousands of potentially important aspects of an environ-
ment. Any theory, or model, in this sense, is an orxdering schema
that designates some subset of environmental variables as "important"
or ''relevant' and suggests how those variables are interrelated (the
patterns of cause and effect among those variables). The particular
selection of variables, and the criteria that govern that selection within
any one theoretical framework, depend heavily upon the orientations

of the individual researchers and users. Multiple sets of theory tend
to override this restrictiveness and allow many fundamental research
‘orientations to be considered simultaneously. To the extent that the
value of a theoretical approach depends upon its inclusiveness as well
as its ability to specify important variables and relationships, multiple

theoretical approaches promise to be valuable in a forecasting effort.




Within this general orientation, three sets of theoretical approaches

5 guide our efforts. The first consists of the vast body of traditional
and empirical social science theory directed at the substantive rela-
tionships involving the variables of interest. The second is the body
of statistical theory with which those relationships could be empirically
validated and mathematically described. The third set of theoretical
approaches is found in the literature of cybernetics. This body of

| ‘ knowledge focuses upon the characteristics of dynamic systems, both
physical and social, and is useful in simﬁltaneously modeling the

entire set of central environmental descriptors over the long range.

These three research paradigms are integrated within a general

‘ 3
systems framework. Consistent with that body of literature, the
economic and political environment of an area can be usefully descriked

] ) by a set of variables that are both of theoretical importance and of in-

terest to users in the poiicymaking community. This set of variables
has had numerous names in the general systems literature, among them
"'world problematique'' and ""essential variables'; we use the term cen-

i : tral environmental descriptors. Our selection of descriptors is

i guided by our interests, the substantive considerations involved in

; developing long-range environmental forecasting technologies within
the context of Europe, and the particular needs of our users in the

national security community.

We attempt to isolate a set of factors or predictors that are strongly
E | related to these central environmental descriptors and for which

future values can be credibly generated. Once these relationships are

See W. Ross Ashby, Design for a Brain (London: Chapman & Hall, Ltd.,

1952), for a useful discussion and application of this framework.




jdentified and described, future values of predictors can be used to
forecast the central environmental descripters. Of course, some pre-
dictor variables are not other central environmental descriptors. But
in order to understand the interrelationships ainong important vari-
ables of interest in the long-range environment, the relationships
among the central environmental descriptors are also used to gener-
ate the long-range forecasts. What follows is a short description of the
' vole of each of the three sets of theories and the manner in which they

are integrated in this long-range forecasting effort.

Substantive Social Science Theory J

' Initial examinations of each of the central environmental descriptors

T T P

under consideration consist of reviews of the substantive literature of
a number of social science disciplines including econornics, political
3 | science, sociology, and demography. The goal here is to develop

‘ background information on prior efforts to conceptualize, measure,
and analyze relationships involving these descriptors. Of special

3 . interest, of course, are the interrelationships among the descriptor
variables. From the many possible relationships involving each des-
criptor that is identified, an ordering of the relationships is made on

the basis of their apparent significance and generalizability. In short,

this is a winnowing process directed at extracting from the set of all
possibilities those relationships most likely to be valuable in the fore-

casting effort.

Chapters 2 through 6 of this report discuss the results of this under-
taking. They contain detailed discussions of the development of fore-
casting models for each of the central environmental descriptors:

national power base, internal instability, international trade,




intcrnational alignment, and international conflict. Previous theoreti-

cal and empirical studies directed at these concepts are examined and

| their usefulness with respect to long-range forecasting is evaluated.
Each of the chapters describes the manner in which the central environ-

mental descriptor is conceptualized and how empirical measures of

each descriptor are developed and data for those 1neasures collected.
For each of the descriptors, the validity of the particular empirical

! measures developed is determined, both empirically and with respect
to previous usage. In this context, the'c.ritical question concerns the
value of the empirical measures as a representation of the corcept, or

~descriptor, under examination.

Following these considerations, hypothesized relationships involving

! each central environmental descriptor are detailed and rationales for
| ! ‘ the hypotheses are developed. Of course, the relationships involve pre-
. | dictor variables that are either exogenous to (outside of) the forecasting
i : model or are other central environmental descriptors themselves. In
4 all cases, hypotheses are drawn from previous theoretical and empirical

! . examinations of the concepts under consideration, and the reader is

2 f referred to the most relevant of these studies for further information.

Statistical Theory

Each of the relationships identified is subjected to empirical examina-

tion using data collected in accordance with the methods described, and

analyzed with accepted statistical techniques. The results of tests

of hypotheses and mathematical descriptions of particular relation-

3 | ships are described in detail in the appropriate chapters.

Generally, we use econometric methods to evaluate specific hypotheses
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and to describe relationships a

metric

our econornic environment,

mongdescriptors and between descriptors

and exogenous predictor variables. During the past few years, econo-

ians have developed reasonably complex and realistic rnodels of

4 These models have been used, in turn, to

produce reiatively rccurate forecaste of the economic environment.
The basic approach used by econometricians has been to isolate a set
of predictors that are strongly linked to a set of variables that describe
the salient aspects of the economic environment. They estimate the

nature of linkages between the predictor and descriptor variables,

taking into account linkages among the descriptors themsel: »s, and

use known values of the predictors to make forecasts of the economic

environment.

Econometric forecasting models are strictly dynamic since they con-
sider the relationships among the descriptors and their predictors.
Usually, however, they have been used to forecast the values of the
economic descriptors only within a short-range time frame. That is,

current values of the predictors are used to make forecasts about the

See Gary Fromm and Lawrence R. Klein, "The Brookings - SSRC
Quarterly Econometric Model of the United States: Model Properties, "
American Economic Review, Vol. 55 (1965), pp. 348-361; Gary
Fromm, ""An Evaluation of Monetary Policy Instruments, " The
Brookings Model: Some Further Results, ed. by J.S. Duesenberry,
et al. (Chicago: Rand McNally and Co., Inc., 1969); George Green,
"Short- and Long-Term Simulations with the OBE Econometric
Model' (Conference on Econometric Models of Cyclical Behavior,
Harvard University, November 1969); M. Liebenberg, A.A. Popkin,
and P. Fopkin, "A Quarterly Econometric Model of the United
States, ' Survey of Current Business, Vol. 46 (1966), pp. 13-39;
and M.K. Evans and L.R. Klein, The Wharton Econometric Fore-
casting Model (2nd. ed.; Philadelphia, Wharton School, University

of Penn. Press, 1968).




values of the economic descriptors for the next quarter, or perhaps

for the nex:t year.

While econometricians have made numerous efforts to develop and
improve methods of estimating relationships among variables, they
have been censtrained by the basic assumptions = pon which their theo-
retical orientation rests. One of these is that relationships among
variables are linear or can be transformed to linearity., This assump-
tion does not limit our analyses substantizlly, however, inasmuch as
the concepts that we are examining and the data at our disposal are

too low and too gross to permit useful higher order modeling. A
second important limitation of econometric methods is that they as-
sume that the data which go into the analysis are free of reasurement
error, which is certainly not true of comparative, macro-level social
science data. As a result, the ranges of the confidence intervals of the
estimates produced in our regression analyses are rather large. This
does not mean, of course, that those estimates are not useful for our

purposes.

Where do we stand in the development of a forecasting model that in-
corporates both substantive social science theory and statistical theory?
If our goal is to construct a model that is a realistic representation

of the actual environment to be forecast, then each of the possible re-
lationships among central environmental descriptors, and between

fhose descriptors and exogenous predictor variables, must be consid-
ered. That subset of relationships which substantive research suggests
are important with respect to the shape of the long-range environment
is isolated. Each of the relationships, in turn, is expressed in the
form of a testable hypothesis that reiates measures of the concepts

under consideration to one another.




Once data for each of the measures have been collected, the hypotheses
can be subjected to further examination with statistical methods. These

analyses can isolate a subset of those hypothesized relationships that

may be valuable in a forecasting model subject to the specific space/

{ time constraints of our substantive concerns, namely, contemporary

Europe. Statistical theory also allows mathematical descriptions of

those relationships to be generated, descriptions that can be used to

produce the desired lcng-range forecasts. These descriptions take
the form of a linear equation relating the predictor variables--both
other descriptors and exogenous predictors--to the descriptor under

consideration. Thus, in the equation below, Y is the descriptor to be

4 forecast and X is the predictor variable used to forecast Y. Bo

-

and

: I Y= 8,+8,X

| Bl are parameters that describe the relationship between Y and X.
Strictly speaking, however, the application of statistical theory pro-
duces a range of values for those parameters rather than a single esti-
mate, Thus, for example, B 0 may have a confidence interval of 0.5

g + to 1.5, and 81 a confidence interval of 3.2 to 3. 8. The important
. question with regard to actually producing forecasts, and one that re-
mains unanswered by statistical theory, is, ""What value within the con-

fidence interval should actually be used in forecasting Y ?"

Cybernetic Theory

Elements of cybernetic theory are utilized to develop exact descrip-

tions of the rulationships among central environmental descriptors, and

A ' between descriptors and exogenous predictor variables. Cyberrnetic

10
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theory, in this context, is a subset of general systems theory concerned
with the characteristics of dynamic, yet controlled, systems. > Cyber-
netic theory is directed at explaining the production and regulation of
change in complex systems. Parameter estimate s, then, can be evalu-
ated with respect to cybernetic theory to determine the characteristics

of change within the system being forecast.

Specifically, the descriptions of hypothesized relationships developed
through the application of econometric techniques are combined into
a simulation model that produces forecasts for the central environ-
mental descriptors. Those forecast values are then examined to
determine the extent to which their patterns of change conform to
expectations generated from cybernetic theory. Parameters are
é.djusted within their respective confidence intervals when unreason-

able forecast values are encountered, and the forecasting process is

repeated.

Simulations are generally divided into two classes: discrete and

See-Jay W. Forrester, Industrial Dynamics (Cambridge: The M.I.T
Press, 1961); Jay W. Forrester, Urban Dynamics (Cambridge: The
M.I.T. Press, 1969); Jay W. Forrester, World Dynamics (Cam-
bridge: Wright-Allen Press, Inc., 1971); Dennis L. Meadows and
Donella H. Meadows, eds., Toward a Global Equilibrium: Collected
Papers (Cambridge: Wright-Allen Press, Inc., 1973); and Donella
H. Meadows, Dennis L. Meadows, Jorgen Randers, and William W.
Behrens, III, The Limits to Growth (New York: Universe Books,
1972). See alsoc Ashby, Design for a Brain; W. Ross Ashby, An
Introduction to Cybernetics (New York: John Wiley & Sons, Inc., -
1963); and W. Ross Ashby, "Regulation and Control, ' in Modern
Systems Research for the Behavioral Scientist, ed. by Walter

Buckley (Chicago: Aldine Publishing Company, 1968), pp. 296-
303, '
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~ i ; continuous simulation. 6 Simulations per se are usually discrete, that , 4

3 is, event powered. Outputs of a discrete simulation depend upon event

l occurrences that are input into the model. Our approach utilizes a
continuous simulation model whose output depends primarily upon the

particular parameter estimates used in a given simulation run. Thus,

i the ranges of estirmates developed in the statistical analyses could yield
- a wide variety of forecast outputs. Particular estimates are selected

L from within those ranges according to specified criteria applied to the

3
! forecast outputs. Those criteria are discussed in some detail in the’

, next section of this chapter.

In combining cybernetic theories with substantive social science theories

| { and statistical theories, then, three levels of limitations are placed dg
upon the possible set of relationships included within the forecasting :
model. Of all the possible relationships involving central environmental

1 descriptors that could be utilized, a subset of them is selected which:

E | . 1. Is consistent with previous theoretical and empirical

v substantive work in economics, political science,

! sociology, anthropology, demography, and other social
' science disciplines.

e

i

] 2. Is shown to be statistically significant within the sub-
stantive context of the contemporary European environ-
i ment; and

3. Produces a forecasting model consistent with criteria
developed from examination of dynamic and cybernetic
systems.

i A i D s B T e e TR S b

6 See M.R. Leavitt, "Computer Simulation, ' in Forecasting in Inter-
national Relations: Theory, Methods, Problems, Prospects, ed. by
9 Nazli Choucri and Thomas W. Robinson (San Francisco: W.H. Free-
- man and Co., forthcoming).
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EVALUATION OF A FORECASTING MODEL |

Three general positions on the validation of models are taken in the
Long-Range Environmental Forecasting study. g The Ef_'d_olla_li_s}_ posi- 3
tion suggests that models must be deduced from some set of ""true"
underlying assumptions to be considered valid. Thus, validation con-
sists of working backward from the parameter estimates to their as-
sumptions until what remains seems intuitively true. The empiricist
position, on the other hand, 'maintains that ""truth" cannot be logically
deduced, but depends on sense observation. Froma set of assumptions,
empiricists generate a set of necessary consequences that can be ob-
served as true or false, consistent or inconsistent wih reality. The
positivist posifion is that the validity of a model does not depend on l
the truth value of‘ its assumptions, but rather on the characteristics i
of its output. One of their favorite tools is postdiction. The modelis :
used to generate postdicted values of certain variables and the post-
dictions are then compared with the actual values of those variables.
When the twwo are in agreement, the model 1s considered valid. In

short, a m.odel is considered valid if it works.

| The important point to remember is that there is no way known to val-
jdate a model in any absolute sense. Rather, a model is considered
valid to the extent that it fails to be disverified by the application of
one of these‘ verification criteria. Of course, a model may prove to

be inadequate by one criterion and not be disverified by another. Thus,

; See Thomas H. Naylor and J.M. Finger, ''Verification of Compu-
ter Simulation Models", The Design of Computer Simulation Experi-
‘ments, ed. by Thomas H. Naylor (Durham, N. C.: Duke University :

Press, 1969).




| a model subjected to multiple validation criteria has a greater likeli-
| hood of being useful. By applying multiple validation criteria to the
' selection of forecasting models, xnulltipleltheoretical approaches be-
! ‘ come a sound means of model building that result in useful forecasting

methodologies for national security analysts.

The relationships among variables in an empirically derived forecast-

| ‘ ing model constitute the assumptions, or givens, of that model. Changes
in those relationships, then, produce alternative sets of long-range
environmental forecasts. Thus, any forecast is inextricably tied to

I~ the assumptions of the associated forecasting model. One important

aspect of these assumptions, of course, is that they be based upon

well-developed, substantive social science theory. Additional steps

I F can be taken, however, to insure that forecasts conform in some

I meaningful way to the actual environment under study.

i Quality of Assumptions

§ . Any forecast can only be valid to the extent that the assumptions of the

forecasting model are accurate reflections of the nature of processes

i in the real world. In the abstraction of real-world proces sés in a

modeling effort, we must be concerned whether we, as observers of

i social reality, perceive that reality as it, in fact, exists. Phenome-
nological arguments notwithstanding, there is no way to be sure that
our perceptions of reality are consistent with its 'true'' nature; the

" perceiver always imposes his own order, his own ''reality, ' upon the
world he sees. Nqnetheless, philosophers of science have long recog-
nized that some assurance of the coincidence of our perceptions and
reality can be éiV'en, and that such assurance depends upon the inter-

subjectivity of observations. Simply put, this means that when nearly

14
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everyone sees the same thing, we can assume that it exists. This

criterion implies that agsumptions about the real world must be gener-

ated in a systematic and replicable manner.

Methods of analysis based upon statistical theory are ideal for select-
ing a subset of significant relationships in a manner consistent with
these needs. The methods themselves and associated selection cri-
teria are well documented so as to be replicable, and are logical ex-
tensions of relative frequency probability theory. Thus, the selection

criteria are systematic as well,

Evaluation of Assumptions

Even when assumvptions have been so generated, however, they must
still be evaluated with respect to their implications. Despite the fact
that nearly everyone in Columbus' day believed that the world was

flat, the quality of that belief could not be evaluated until its implica-
tions were tested, that is, until someone either sailed around the world
or fell off the edge. Consistent with the thrt;.st of scientific philosophy,

we regard the experimental setting as the most powerful and convincing

'means to evaluate the implications of a given assumption or set of

assumptions.

When we spéak of the experimental setting, however, we do not refer
to the existence of a laboratory, gauges, measuring instruments, or
the like, although these may be important in particular experimental
settings. Rather, we refer to the manner in which the implications of
és:sumptions are tested. Specifically, we see the experimental setting

as composed of two elements:




The generation of variations in the assumptions
under examination, variations sufficient to pro-
duce measurable differences in outcomes. (Ob-
viously, sailing half-way around the world would
not test the belief that the world was flat, for

one could have stopped but a single mile from the
edge.)

The existence of controls for other possible in-
fluences on the outcomes generated. (Using the
same example, one could have, without proper
navigational care, sailed in a circlz around the
edge of a flat world, arrived at his starting point,
and incorrectly inferred that the worid was, in
fact, round.)

Once several sets of assumptions, in this case parameter estimates,
are used while holding all other things equal, a set of alternative

forecasts is availabie for comparison.

Simulation experimentation is one of the most powerful available tech-
niques .for evaluating the parameters of the relationships (assumptions)
of a forecasting model. 5 Relationships between variables, both among

central environmental descriptors and between descriptors and exo-

genous predictor variables, can be altered and the implications of

these alternative assumptions examined. These implications can be
compared within the context of dynamic and controlled (cybernetic)
systems. Two specific characteristics of assumptions, or parameter
estimates, are of special importance in the cybernetic theoretical

framework--sensitivity and stability.

See Leavitt, "Computer Simulation.'" See also Naylor, ed., The
Design of Computer Simulation Experiments, and Thomas H. Naylor,
ed., Computer Simulation Experiments with Models of Economic
Systems (New York: John Wiizy & Sons, Inc., 1971).

16




With respect to the parameters, or assuinptions,
of a simulation model, sensitivity refers to the
variation produced in forecasts from variations

in the parameters under examination. Changes
in a variable with a relatively insensitive para-
meter, then, would produce little or no change

in the resultant forecast. Changes in the value of
a variable with a highly sensitive parameter can
produce radical changes in the forecasts being
generated.

2. Stability

Stability in this context refers to the range, or
pattern, of forecast values of a variable which
results from the inclusion of a given parameter,
or assumption. An unstable parameter can re-
sult in forecasts of a variable that contain wild
fluctuations, or an unrealistically steep and un-
restrained growth or decline.

Evaluation of the assumptions of a forecasting model b simulation
experimentation, then, requires examining parameters that represent
those assumptions to determine their sensitivity and their stability.
Certain restrictions must be placed upon those parameters to insure
that they are acceptably sensitive and stable. Of course, the restric-
tions placed.on any given parameter are determined by the substantive
role of that parameter and its associated predictor variable in the fore-

casting model, and by the substantive context of that model.

Although parameters in the model must be evaluated separately, some
general guidelines can be offered for examining their stability and sen-
sitivity. The following sections ciescribg mathematical characteristics
of extremely slensitive and insensitive parameters, and of extremely

stable and unstable parameters.

17
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Sensitivity., We noted earlier that parameters that are completely in-
sensitive produce no changes in the dependent variables (forecasts)
when associated changes in predictor variables occur. Thus, if Bi is
a parameter relating a descriptor to a predictor variable, that para-
meter becomes less sensitive as B i approaches zero, and the para-

meter is completely insensitive when Bi =0,

No such absolute upper bound can be found that suggests when a para-
meter is overly sensitive. However, we can state as a general rule'of
thumb that whenever BiXi > Yi' the parameter Bi is too sensitive.
Whenever the change in a descriptor that is produced by an associated
change in a predictor and its parameter is greater than the previous
value of the de;scriptor itself, the parameter governing the extent of
that relationship is too sensitive. Tiﬁ.s rule of ihumb implies that no
descriptor can.change in value more than 100 percent from one time

frame to the next.

Stability. In contrast to limitations on sensitivity, upper and lower
bounds of stability can be generated. We can develop measures that
identify when a parameter is corapletely stable or completely unstable.
Completely stable parameters result in values of descriptors that do
not alter, or alter only as a function of themselves, from one time
point to the next. That is, knowledge of the value of the descriptor a
at one time point is sufficient for knowledge of the value of the descrip- 1
tor in the following time period. A set of completely stable parameters

for a descriptor results in the situation where R = 1. That is,
' ' Y e+l

perfect correlation exists between the values of the descriptor over
time. If a descriptor has a set of completely unstable parameters

associated with it, knowledge about the value of the descriptor at time




38 i AR PR B { T I O k Tl L o v i 5 A
3 T T T -mm:’fm, B P MR R by WA B

b
¥
£
i
¥
i
4
i

8
=
b s
3
5
g
s
3
Y
:

! t will offer no information about its value at time t+l. Thus, R =0,
c: | { } Y.y

i { t't+l
. Except in rare cases, the analyst will want parameters that fall some-
‘ | where in that range; completely stable or unstable parameters are
seldom required. Nonetheless, these measures do allow the analyst
to gauge the relative stability of the parameters associated with a

particular descriptor.

Summary

Application of the cybernetic criteria constitutes the third tier of eval-

! uation used in constructing the leng-range environmental forecasting
model described in this report. The first of these tiers consists of

’ the substantive social science knowledge upon which this work is based.

l i Only those relationships that are consistent with previous theoretical

and empirical analyses are included in the model. From that group,

the subset of relationships that are not statistically significant is re-
moved. Finally, statistically significant relationships which have un-

|
2 . acceptable levels of stability or sensitivity are eliminated from the
{

model. Thus, three sets of validation criteria, corresponding to three

sets of theoretical frameworks--substantive social science theory,

. |
A : ! statistical theory, and cybernetic theory--are used in the validation
! process for the forecasting model.

|

] SUBSTANTIVE OVERVIEW

In generating long-range environmental forecasts of the European

milieu, seven basic steps are undertaken:

1. Selection of central environmental descriptors;

A : ' 19




PR i L PR ke pree

Development of empirical measures of the descriptors;

Generation of hypotheses relating descriptors to endo-
genous and exogenous predictors;

Collection of data for measures of descriptor variables
and predictors;

Evaluation of hypotheses and mathematical description
of relationships between central environmental descrip-
tors and predictor variables;

Postdiction of central descriptors; and

Simulation experimentation on the dynamic model of

thz long-range European environment.

The rema’ ier of this chapter will briefly discuss the manner in which

each of these steps is undertaken in this long-range forecasting effort.

Selection of Descriptors

/i V'central environmental descriptor' is defined as an important and
general characteristic of the environment under study. Examples in-

clude natural resource availability, alignmeat, and international con-

flict. Although each of the above steps is important in constructing a
viable forecasting model, the first is crucial since all others depend on
it. If, for any reason, the central concepts selected are inappropriate,
the remainder of the analysis is useless. In isolating central environ-
mental descriptors, then, special care is taken to examine those that
are considered especially important in the user community, and those

that can be forecast most credibly over the long range.

The needs of users are taken into account by selecting the central con-

cepts in close consultation with our user in the national security
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community, the Joint Chiefs of Staff, J-5, Long-Range Planning Branch.

The selection of concepts which can be credibly forecast, however,

involves several considerations. First, the concept should be general

enough to be amenable to a long-range forecast. For example, the

user might Wish to forecast future alliances; but that concept is probably

too specific to allow useful and credible forecasts. Alignment, how-

ever, is perhaps general enough to allow credible forecasts; at the

same time, alignment reflects most of the policy-relevant character-
istics of alliance. Selecting an appropriate concept, then, often in-

volves determining the overlap between user needs and research capa-

bilities.

A second consideration concerning forecasting credibility is the avail-
ability of reasonable quality data on potential measures of the concepts.
The greater the amount of quality data available, the greater the likeli-
hood a givén concept will be included in the analysis. A related con-
cern is the state of development of substantive social science theory
relevant to the concept. . The need for substantive theory in the fore-
casting model partially determines the selection of concepts. In light

of thes: criteria, five central concepts are chosen: national power base,

internal instability, international trade, international alignment, and

international conflict.

Development of Empirical Measures

- Once the central environmental descriptors are chosen, extant theoreti-

cal and empirical literature are reviewed. The goal here is to generate

empirical measures of the concepts and to extract potentially useful

hypotheses relating the concepts to one another and to exogenous pre-

dictor variables. A detailed discussion of these steps is found in each

21
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of the discussions of individual descriptors in Chapters 2 through 6 of
this report. Suffice it to say here that the selection of measures is
primarily guided by previous research and the availability of data,

which usually overlap, and the generation of hypotheses according to

their credibility within the substantive context of contemporary Europe.

! In the process of that literature survey, it is necessary to divide many

of the central environmental descriptors’ into components. Usually

< this action is taken because the descriptor as initially conceptualized

is too broad for operationalization. Figure 1 shows how each descriptor
is broken down into components. Thus, national power base is conceptual-
ized with two major dimensions, economic and military. Although
economic and l:nilitary power ure, of course, strongly related, sepa-
rating them analytically allows them to be explicitly examined rather

than hidden within the conceptualization of national power base. That

is, the conditions that control the relationship between economic and

military power base can be examined in the analysis.

Similarly, two dimensions of internal instability are identified, turmoil
l _and revolt. Although our findings suggest that these two dimensions
} I of instability probably reflect only different levels of the same type of
! | internal strife within contemporary Europe, previous investigations
| of political strife on a worldwide basis led consistently to this differ-
‘ entiation. The two dimensions are maintained to keep our efforts

i generalizable to parts of the world other than Europe.

Two major aspects of a nation's 1lignment with major powers are con-
gidered. In the case of the European context, two rﬁajor powers, the
United States and the Soviet Union, are identified as particularly sa-

lient. Measures are developed for ihe distribution of nations'

22
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major-power alignments between those two countries, and the extent
of their major-power alignments, or the propensity of the European
nations to align themselves with one or more major powers. By con-
sidering both aspects of major-power al.gnment, multialigned nations

can be differentiated from nonaligned countries.

Likewise, two aspects of a nation's participation in international con-
flict aré_ zonsidered. The first, monadic conflict, refers simply to the
total amo—\;.nt of conflict experienced by a given nation within the Euro-
pean réﬂgion. Monadic conflict is essentially a concept referring co the

quantity of a nation's conflict. Dyadic conflict is a concept directed

at the source of a nation's conflict. 9 Thus, if monadic conflict mea-

sures the amount of a nation's conflict, dyadic conflict locates the

source of its conflict among the other countries in the European region.

After components of the five descriptors are identified, empirical mea-
sures are developed for each of these components. Gross national
product, population, and energy consumption are used as indicators

of economic power, while defense expenditures and military manpower
areused as indicators of military power. Turmoil and revolt are
measured by numnbers of riots, antigovernment demonstrations, armed
attacks against governmental institutions, and deaths experienced in
political conflict. Alignment is measured by U.N, voting patterns and
mutual security treaties, and inte national cor.lflict is measured by

hostile event/interactions between nations.

9

Dyadic conflict 3cores measure the quantity of conflict a given Euro-
pean country has with each of the other 25 nations studied here.
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i ' Generation of Hypotheses

The relationships among components of the central environmental

descriptors are shown in Figure 2. Each of the components or indica-

tors actually forecast in this effort is shown within a heavy box. ILag-

sv* e

ged values (last-year's values) of these variables are shown within

oblong rounded figures while the circles contain exogenous predictor

l variables which themselves are not forecast by the model. Arrows

connecting descriptors and predictor variables, which include other

descriptors, lagged descriptors, and exogenous predictors, show the

‘ direct and indirect linkages, or relationships, which constitute the

2 _ final forecasting model.

] . .

Figures 3 through 6 show segments of the forecasting model. Figure 3
. depicts the power base sector of the model. The relationships between
economic power indicators and military power indicators are explicitly

shown. Thus, gross national product is found to affect defense expendi-

tures directly and indirectly, and to affect manpower directly. Defense

4 expenditures, in turn, are found to have an impact upon GNP, while

population is found to affect manpower.

Figure 4 shows the relationships within the internal instability sector
of the forecasting model. As we noted above, for reasons of general-

izability, turmoil and revolt are initially analytically separated. As

the flow chart suggests, explicit linkages are found between these two
components of instability in the analysis of the European region. Nations
experiencing turmoil are likely to be experiencing revolt as well, In
a;.ddition, previous levels of revolt arec important factors in generating
turmoil. Note that many components of economic and military power

play an important part in determining the levels of turmoil and revolt

25
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maticaliy described. As we noted above, in this phase of the research

in the European countries, notably GNP, population, and both indicators
of military power, combined in this case into the military power index
discussed in Chapter 2 of this report. Trade is also an important de-

terminant of turmoil.

Figure 5 shows the relationships among variables extant within the
azlignment-trade sector of the model. Two power-bzse indicators,
gross national product and manpower, are important influences upon
aligninent patterns, as is international conflict. GNP is the primary
determinant of international trade, as is discussed in Chapter 4 of
this report. The international conflict sector of the model is detailed
in Figure 6. Components of international alignment, national power
base; trade, and internal instability are important predictor variables

for both monadic and dyadic conflict.

Data Collection and Statistical Analysis

Once the data are collected for each of the indicators of the central en-
vironmental descriptors and for each of the exogenous predictor vari-

ables, these various relationships are empirically analyzed and mathe-

econometric techniques are especially'useful, allowing both statistical
tests of the various hypothesized relationships and mathematical de-
écriptions of those found significant. Forecasting models for each de-
scriptor or descrinptor component take the form of regression equa-
tions relating that descriptor or component to its vario{is predictor
variables. The particular hypotheses tests and the resultant mathe-
r'n'atical descriptions of the relationships are found in the individual

chapters that follow.




| i Particular attention is given to developing a set of regreSS_ion equations
i ‘ applicable to forecasting needs. If, for example, GNP serves as a ’

predictor of domestic unrest, the mix of endogenous and exogenous pre-

] dictors in the set of equations must be structured so as to allow GNP
to be forecast before generating forecasts of domestic unrest. In this
example, lagged, and therefore exogenous, values of domestic unrest b

‘ ' could be used to predict GNP, but present values of domestic unrest :
could not be used in the GNP forecast because these GNP values were
needed prior to forecasting domestic unrest. Once initial hypotheses
tests are complete and forecasting equations developed, the equations -

| are ordered to permit their use in a sirmulation forecasting model, ad-

justments are made to insure that the equations are in block-recursive

form, and the final structual equations are reestimated.

i Postdiction ;

The equations developed are then used to generate data for the years
1960-1970. The results of this process consist of a series of ""post-

dicted' values for each of the forecast descriptors and components

for those years. The postdicted values are then compared with actual

" values for the 10-year period and the extent of error for each fore-

casting equation is measured. Generally, equations for the economic "

and military power base indicators are the most accurate, with error 3

| , consistently below 5 percent. Equations for the two components of *
international alignment produce postdictions with about 10 percent :
error, and international trade equations have postdictiv\é results con-

taining about 20 percent error. The two sets of equations with the ’y

* most extensive error are the equations forecasting internal and exter-

t

nal conflict behavior. For those sets of equations, postdictions gener-

3 ally have error in the 40 to 50 percent range. Clearly, forecasts of
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these sets of variables are likely to be less reliable than forecasts of
various national characteristics: economic and military power, trade,

and a lignment.

It is important to recognize that the kind of error observed in these
behavioral regression equations in part reflects the requirements of
the forecasting model. Any region-wide regression model will pro-
duce postdicted values which are '"low'" for those countries with high
scores on the actual descriptor, and "high'" for nations with low values
on the descriptor. Thus, postdicted values show a convergence to-
wards the mean when compared with the actual values of the descrip-
tor variable. The critical issue in evaluating the postdictions, then,
is the extent to which the regression model discriminates among coun-
tries with low, medium, and high scores in a relative sense. Thus
we ask whether countries that typically experience little internal in-
stability have lower postdicted values for that descriptor than nations
that typically have high levels of internal unrest. While the absolute
quantity of error in the regression models is useful for their evalua-

tion, their relative discriminatory power is the best guide to their

value in the forecasting context.

CONCLUSION

This chaptex; has served as an introduction to the substantive and
methodological guidelines of this study. We note that forecasting takes
on importance as an adjunct to the planning process, an.d that the needs
of planning dictate certain forecasting requirements. In particular,
v'.'e' suggest that forecasts must have maximum credibility and be useful
in the examination of the potential implications of changes in important

environmental variables. With these needs in mind, multiple

33

Rl s g s e e

e |



theoretical frameworks are used in generating the long-range fore-

E | casting model, and corre sponding multiple criteria are employed in

l
evaluating the modei. Substantively, our research consists of seven

basic steps: selecting the variables to be forecast, developing empiri-

cal measures of those variables, generating hypotheses relating the
variables, collecting data on the empirical measures, testing the

! hypotheses vand mathematically describing the relationships involving
the forecast variables, postdicting the forecasting moc.els, and per-

' forming simulation experiments on the forecasting model to produce

long-range forecasts.

The five chapters that follow discuss the first six steps as they relate

to each central environmental descriptor: national power base, inter-

. nal instability, international trade, jnternational alignment, and in-

ternational conflict. The last chapter of this report details the sim-

ulation experimentation of the forecasting model and presents long-

' range forecasts of the five descriptors. All computer software used

in the simulation is described in the appendix to this volume.




=% CHAPTER 2: NATIONAL POWER BASE

‘ INTRODUCTION: CONCEPTUALIZATION

Power is an explanatory concept that is applied with
[ equalfacility to physical phenomena and human af-
fairs....In public affairs, both domestic and inter-
national, the notion is virtually unchallengeable that
the success of a man or an organization depends on
the possession of accumulated power greater than the
amount of power held by opponents....References to
l power simply make sense; it is meaningful to speak

about a powerful man, a powerful group, or a power-
ful nation. !

| Power has long been récognized by scholars and.practitioners as an

l important element in the aralysis of international politics. Indeed,
Hans Morgenthau defines international politics as a "struggle
: ! . for power.'" Regardless of the ultimate policy objectives, '"power is

always the immediate aim'' of statesmen acting in the name of their

2
i nations. Karl Deutsch draws an analogy between power as a central
concept for politics and money in a similar position with regard to

3

| K

} ] economics. '"Just as mioney is the currency of economic life, so
i

3
power can be thought of as the zurrency of politics, "

The need for national power springs from the absence of alternatives

a,

- Charles A. McClelland, Theory and the International System (Mew
York: The Macmillan Co., 1966), p. 61, ,
3 2 Hans J. Morgenthau, Politics Among Nations (4th ed.; New York:
- Alfred A. Knopf, 1973), p. 25.
3

Karl W. Deutsch, The Analysis of International Relations (Englewood
3 . Cliffs, N.J.: Prentice-Hall, Inc. 1968), p. 41.
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| | to self-help in the international arena. Inthe absence of systemic ' i

1 8 changes that would eliminate the contest over values among states, power

! will continue to be an important concept in the analys’s of international

politics. Conflict is at least as important a reality of the international

system as is cooperation; therefore, states are propelled to '"make
the preservation or improvement of their power position a principle 4

objective of their foreign policy. i

" The Meaning of Power

‘ | The theoretical literature that deals with the power concept can be

divided into two categories; one that conceptualizes power in terms of

a relationship between actors, and a second that links power to the g -
l holder. The first category, power characterized as a relationship,

I suggests that power '"exists only as influence is achieved' and is there-

| g fore measureable only after power is exercised. > L.S. Shapley and
(a=) 3
l : - Martin Shubik, James G. March, Robert Dahl, Derwin Cartwright, and

Georg K.a.rlsson6 have offered formal definitions that ireat power as a

. Nicholas J. Spy"kman, America's Strategy in World Politics: The
i United States and the Balance of Power (New York: Harcourt, Brace
' and World Co., 1970), p. 7.

S S e it

ks Sikas B Shak

| g Klaus Knorr, Military Power and Potential (Lexington, Massachu- 1
setts: D,C, Heath and Company, 197%0), p. 3. b

(,) L.S. Shapley and Martin Shubik, "A Method for Evaluating the Dis-

tribution of Power in a Committee System, ' American Political

Science Review, Vol. 48 (1954), pp. 787-92; James G. March,
""Measurement Concepts in the Theory of Influence, " Journal of
Politics, Vol. 19 (1957), pp. 202-226; Robert A. Dahl, "The Con-
cept of Power, ' Behavioral Science, Vol. 2 (1957), pp. 201-215;
Dorwin Cartwright, "A Field Theoretical Conception of Power, ' in
Studies in Social Power, ed. by Dorwin Cartwright (Ann Arbor, 1959),
pp. 183-220; Georg Karlsson, '""Some Aspe~ts of Power in Small
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relationship. In all cases, the measurement attempts hinge on the out-

come of the relationship. Therefore, the measurement depends not
only on the parties in the relationship, but on the issue that gives rise
to the power relationship. Since we cannot forecast which specific
issues will be important over the long term or the position individual
nations will take on given issues, power characterized as a relationship

is not a useful central environmental descriptor in this context.

The second category, power conceptualized as something possessed,
will be used in the long-range environmental forecasting model. In
order to distinguish this concept from the power relationship discussed
above and to suggest the notion of potential for power, we will refer to
it as "power base.'! Used in this way, power base represents an im-
portant concept for long-range forecasting in the international system
in at least three ways. First, it can be used as a variable to predict
other important environmental descriptors. Second, power base can
define the importance of a situation. For example, when a nation
ranked high on the power-base descriptor is involved in conflict, the
disruption caused in the international system is usually more danger-
ous than the disruption caused by conflict involving a nation ranked
low on this descriptor. Finally, power defined as a relationship is to

a large extent a function of power base.

We define power base as the material and human resources a nation
can use to influence the behavior of other nations. Therefore, we

think of power base as an attribute of a nation. While we make a

sharp distinction between power (the relationship) and power base (the

Groups, " in Mathemmatical Methods in Small Group Processes, ed.
by Joan H. Criswell, Herbert Solomon, and Patrick Suppes (Stan-
ford, 1962), pp. 193-202.
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means possessed), the former depends heavily on the latter. Indeed,
it is because power base contributes to a nation's ability to influence
the behavior of other nations that it is a vital descriptor of the inter-

national system.

The Importance of Power Base

Most theoretical discussions of the power concept stress power base
as the attribute that allows a state to exercise power. Hans Morgenthau

speaks of power as a '"psychological relationship between those who

n B e B : 7 3
exercise it and those over whom it is exercised.'"  But the psychologi-

cal relationship is based in large measure on the elements of power
base that the nation possesses. Raymond Aron defines power as ''the
capacity of a political unit to impose its will upon other uni'cs."'8 He
goes on to suggest that a unit's power base (Aron uses the term force)
is subject to approximate evaluation, and power can be estimated by

reference to the power base available to a state.

A,.F.K. Organski's notion of power is ''the ability of the nation's re-
presentatives to influence the behavior of other nations.'" However,
in order to influence, a nation must possess '"the qualities we think of

. 9
as conferring power--wealth, resources, manpower, arms,..."

We do not suggest that power is totally dependent on power base, that

Morgenthaﬁ, Politics Among Nations, p. 27.

Raymond Aron, Peace and War {New York: Frederick A. Praeger,
1966), pp. 47-48.

A.F.K. Organski, World Politics (New, York: Alfred A. Knopf, 1961),
pp. 96-98.
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is, that a single measure of power base will predict the outcome of
all power relationships. Situational determinants, credibility, and
relationship to goals are among the fictors that condition and modify
the weight of a nation's power base and thus its effect on the power
relationship. Nevertheless, power base is the foundation from which
| power or influence is derived. And in its interaction with other en-
vironmental descriptors--international conflict, internal instability,
international alignment, and international trade--power base takes

on some of its situational determinants.’

| MEASUREMENT

! For purposes of the long-range forecasting model, we view the power-
| base descriptor as the material and human resources available to a
l nation. Recognizing that resources are the essential elements of a

nation's power base, we must still determine which resources most

f accurately reflect this concept.

We proceeded in this task on the basis of four interrelated steps. Ini-

tially we reviewed the literature dealing with national power in search

] of the elements that scholars consider important determinants of a
nation's strength. Second, we sought indicators that would represent

| these elements. Third, we made 2 preliminary data search to be sure
that data were available for the indicators chosen. Finally, we ranked
nations on the basis of several different indicator composites and com-

pared them to rankings developed by others.

Literature Review

The literature that attempts to evaluate a rtation's power base is vast.




Here we will discuss only a representative few. Organski-lo examines
nations that are known to be powerful by their performance in order to
determine which characteristics contribute most to their power base.
He includes six elements in his list: geography, resources, population,
economic development, political structure, and national morale.
Organski then intuitively weights the six elements and suggests inter-
relationships among them. From there he consfructs an empirical
index for power base that is based on only two of the six characteris-
tics originally suggested--population size measured directly, and eco-
nomic development indicated by GNP per capita. These twe zlements,
multiplied together, give a nation's GNP which becomes his final in-
dicator of a nation‘s.power base. Of course gross national product is
an important indicator of national power. However, in using GNP
alone as the measure of power, too much emphasis is placed upon size
and not enough on quality factors and the interrelationship of various

power elements.

11 '
Morgenthau identifies nine elements of national power base: geography,

natural resources, industrial capacity, military preparedness, popu-

lation, national character, national morale, the quality of diplomacy,
and the quality of government. Morgenthau, however, stresses the
importance of the interrelatedness of the elements. He argues that
merely calculating the amount of an element does not necessarily in-
dicate a nation's relative power. He notes, for example, that India
has a very large population and would be ranked number two on the
basis of that element alone. But in the case of India, population can

in some ways be considered a source of weakness or a drain on power

0 Organski, World Politicy, pp. 116-210.

’ Morgeathau, Politics Among Nations, pp. 106-144.
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base because so much of the nation's limited wealth must be allocated

to feeding the population.

Knorr12 focuses his attention on the components of military potential.
He divides the elements into three broad categories: economic and
technological capacity, administrative skill, and political foundations.
Economic and technological capacity include population, resources,
productivity, capital equipment, and the stage of economic and techno-
logical development. Admiﬁistrative skill determines the efficiency
with which these resources are used, and political foundations refer
to the success the regime experiences in allocating resources to pro-

ducing military capabilities.
Yy cap

Operationalization of the power-base descriptor for the Long-Range
Environmental Forecasting project includes Knorr's three major cate-
gories, although we distinguish between a military and an economic
dimension and we interrelate the categories differently. As the vari-
ous indicators are discussed, references w111 be made to the factor

that is assessed by that indicator. It should be stated at the outset

that skill and, to a greater degree, political will are measured only

indirectly.

Indicators

National power base is divided into two dimensions, economic and

13
military. While different forms of power tend to go together, that

12, Knorr, Military Power and Potential, pp. 24-30.
1

3
Abraham Kaplan and Harold D. Lasswell, Power and Society: A

Framework for Political Inquiry (Yale University Press, 1950), p. 97.
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is, one form is useful in attaining another form, they are not totally

dependent. For example, Japan is a major economic power although

jt would rank relatively low on a military power-basec index. Moreover,
within the framework of an integrated long-range for ~casting model, it
is advantageous to separate these dimensions since each interacts

uniquely with other central environmental descriptors.

Economic Power Base (EPB). The economic dimension contributes to

a nation's overall power base in two ways. First, it is an indication

of the potential for military power in the future. Second, the economic
dimensjion is a basis for exerting influence or exercising power in
itself. This discussion will emphasize the second aspect although it
should be kept in mind that the economic dimension is a major deter-
minant of the miﬁtary dimension in the future. For example, a nation's
wealth is an important determinant of the resources it can allocate

to military spending, and the size of its population is a factor bearing

on the number of men in the military establishment.
The economic dimension of the power-base descriptor is composed of

four elements: population, GNP, energy consumption, and GNP per

capita.

1. Population (POP). Population is an obvious element in a nation's

power base. Regardless of the technological level, a certain mini-
mum population is required to exploit the national resources and to

make the division of labor profitable. 14 Moreover, people not only

14 Aron, Peace and War, p. 229.
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produce but consume; in their‘consuming role, they provide a home '
market upon which industry can be built. Thus, the great American
market for automobiles assures the auto industry the full advantages
to be derived trom mass production. The power advantage conferred

by this great industry is obvious.

A large population is also a potential market for other nations, and as
such can be turned to relative advantage. As states build their indus-
tries to supply the markets of populous nations, they become depen-
dent on those outlet nations to sustain those industries. Japan's rela-
tionship with the United States is a case in point. Having penetrated
the American market with their industrial products, Japan is now

vulnerable to the weapon of American economic policy.

In sum, no nation can become or remain a first-rate power without
the large population necessary to establish and maintain a great indus-
trial plant, to field 1a.rgle6 combat units, and to feed and supply the

soldiers and citizenry.

2. Gross National Product (GNP). While a large population is an essen-

tial element of national power base, its utility in this regard is dimin-

ished if it is producing at only a subsistence level. Furthermore, a

populous nation does not constitute a large market if its people cannot
consume beyond the bare necessities of life. Indeed, a population at

the subsistence level is a source of weakness if increased numbers

cannot be absorbed into productive work. &

"5, Organski, World Politics, p. 143.

6 Morgenthau, Politics Among Nations, p. 119.

¢ Organski, World Politics, p. 143.
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Numbers of men and the averége-worker productivity are somewhat
interdependent due to the efficiency of the division of labor and coop-
erative activity; but they are not linked in direct causality. Thus, the
gross national products of nations with the same size populations do
vary. The greater GNP is due to the labor-productivity factor which
allows a greater margin of resources above the subsistence level.

The productivity of men is increased by the introduction of modern
methods and machinery into all economic sectors--agriculture, indus-

try, and service.

GNP size duplicates in part the power element derived from population
size; but it also enhances or diminishes the size element by the labor-
productivity factor. Thus, the labor-productivity multiplier that dis-
tinguishes econorhically advanced nations is ac;counted for by the GNP

indicator.

3. Energy Consumption (EN _CONS). Energy consumption is included as

the third element of the economic power base in order to give specific
weight to the industrial sector of a nation's économy. The control of
resources adds little relative advantage to a nation without the indus-
trial capacity to exploit the resources. Morgenthau points to the ex-

ample of the Congo with its vast deposits of high-grade uranium.

... while this fact [deposits of uranium] has increased
the value of that country as a prize of war and, therefore,
its importance from the point of view of military strategy,
it has not affected the power of the Congo in relation to
other nations. For the Congo does not have the industrial

plant tc put the uranium deposits to industrial and military
use.

8 Morgenthau, Politics Among Nations, p. 112.
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Furthermore, the industrial sector is more readily tranisformed into
military strength in time of need than are the agricultural or service
sectors. The industrial sector takes on major importance, especially
in the event of major and prolonged mobilization of resources for mili-

19

tary purposes, because military supplies are mostly manufactured.

4. GNP Per Capita (GNP/POP). The fourth element, GNP per capita,

gene-ally reflects the quality factors of economic power base that en-
hance the overall operation of a nation'tc economy. High GNP per capita
usually means abundant capital, advanced technology, high labor pro-
ductivity, ample education and research, and administrative skilk And,
as high GNP per capita usually indicates an advanced level of economic
and technologic’:aI.development, it is also an index of the ability to pro-

duce and use complicated military material,

Moreover, a high gross national product per capita reflects a more
favorable balance among power elements. Measuring the population
size factor alone neglects the fact that sufficient capital resources for

development can come only from earnings over and above those needed

for immediate consumption. Fast-rising populations divert national in-

come to the task of providing basic necessities instead of being used

for development projects, so essential to modernization and economic
growth. Before nations can make appreciable progress toward increased
economic power, they must gain a command over consumption which

transcends basic food, shelter, and clothing. Al

1
9 Knorr, Military Power and Potential, p. 68.

20 1bid., p. 51.

21
'W.W, Rostow, The Stages of Economic Growth (Cambridge: The

University Press, 1965), p. 10.
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A mneasure of a nation's economic power base is constructed from these
four elements. The index is based on the nation's average percentage
of population, GNP, and energy consumﬁtion, weighted by a quality
factor GNP per capita. Populatic~, GNP, and energy consumption ure
converted to percentages to insure computational standardization with-
out sacrificing comparability across countries and over time. For
each of the first three elements, we first ascertain how much of the
element was present throughout the European interstate systemzzas a
whole, and then the percentage share held by each member nation at
the time of observation. For example, if the total population in the
European system is 700 million persons, and a given nation has a pop-
ulation of 70 million persons, that nation's share would be 10 percent.
(?NP and eneréy- consumption shares are derived from similar calcula-
tions. The three percentage shares indicating the quantitative elements
of economic power base are summed and divided by three to produce
an average which is then multiplied by the qualitative factor GNP per

capita. This yields the index of economic power base.

EPB = % POP + % GNP + % EN CONS GNP
- 3 * POP

Rankings on the economic power-base dimension for 1970, calculated

in the manner described above, are shown in Table 1.

Military Power Base (MPB). The military dimension represents a

nation's realized military power, thatis, its resources and skills

availableat a given time to be used in military conflict. It is indicated

22 i . o .
The European interstate system is defined as the 26 nations con-

sidered in the Long-Range Environmentnl Forecasting project.
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TABLE 1
ECONOMIC POWER-BASE RANKINGS

1970
Quintile® Country Index Scores Log Index
|
3 I Soviet Union 972.7 6.88
e | West Germany 317.7 5.76
E | Il France © 218.6 5.39
United Kingdom 183.0 5.21
Italy 104.0 4,64
1 East Germany 72.6 4.28
| Czechoslovakia 68.8 4,23
l Sweden 65.3 4.18
! Poland 64.8 4,17
’ 111 . Netherlands 47.6 3.86
B =F BLEUP . 44,9 3,80
I Switzerland 31.0 3.43
' Romania 30.6 3.42
* ' Denmark 27.6 3.32
Spain 26.4 3.27
Norway 22.9 3.13
Hungary 22,1 : 3.10
Yugoslavia 21.4 3.06
Austria 17.8 2.88
v Bulgaria 15.5 2.74
Finland 14.0 2.64
Greece 7.8 2.05
Turkey 5.0 1.61
Ireland 4.4 1.48
Portugal 4.1 1.41
A% Iceland .7 .36 1
Quintiles have been created by determining the five equal-interval .
 groups, where the interval is calculated based on the logarithm of
the index,
Belgium/Luxembourg. Hereafter BLEU. }
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by the size of the armed forces, amount of military expenditures, and

military expenditures per person in the armed forces.

1. Military Manpower (MIL MANPOW). Military manpower is an ob-

vious element of a military power-base index.

On the battlefield, number has almost always been an im-
portant factor. In particular, within a zone of civilization,
when neither arms nor organization were essentially dif-
ferent, it tended to force the decision.

Furthermore, even modern armies equipped with technologically ad-
| ' vanced weapons configurations still require vast pools of manpower.
Guided missiles, jet aircraft, and atomic artillery all need men to
operate, service,l transport, and repair them.24 In short, until the
day of ""pushbutton' warfare, military manpower will continue to be a

| ' required element of military power base. And, ceteris paribus, aum-

! . bers of men will decide the outcome of combat.

2. Defense Expenditures (DEFEX). Just as manpower is an essential

element in establishing and maintaining military power, so too are the

® i funds necessary to feed, clothe, and equip them. Moreover, the "in-

3 dustrialization' of warfare, the critical importance of industrially pro-
duced weapons in the fighting ability of modern armies, has received in-

! éreasing reéognition since World War I. - These high-technology wea-
pons have substantial cost, and nations seeking a strong military power

base must allocate a share of their wealth to defense expenditures if they

are to achieve this goal.

E es

o Organski, World Politics, p. 141.

Aron, Peace and War, p. 213.

2 Knorr, Military Power and Potential, p. 22.
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The size of the military establishment (number of people in the armed
forces) and the money devoted to its maintenance are both relatecd to

a nation's population and wealth. Usually, the greater the population,
the greater the number of people under arms. Similarly, the greater
the total wealth available, the more that is spent on the military in
absolute terms. The correlation between population and armed forces
for Europe in 1967 was .98, while the correlation between GNP and

military expenditures for the same year was . 96.

Less obvious, but nevertheless implicit in the size of armed forces

and amount of military expenditures (expressed as relative percentages
of population a:nd GNP), is the political will to allocate resources to

the military dimension. 2 Japan is a case in point. Both men and
money are available to establish a considerable military force in Japan,
but the political will to allccate the necessary rescarces is not now
present. This is evident from the average of less than . percent of
its GNP that Japan has allocated to military expenditures in the period
1961-1970, as compared to a 4.6 percent average for NATO members

27
during the same period. In this sense, then, political will is as-

. sessed, though not directly measured, by the manpower and expenditures

allocated to the military establishment relative to population and gross

national product.

20 David Easton distir guishes political ini :ractions from other social
interactions by suggesting that they ''are predominantly oriented
toward the authoritative allocations of valaes for a society.'" David
Easton, A Framework for Political Analvsis (Englewood Cliffs, N.J.:
Prentice-Hall, Inc., 1965), p. 50.

21, These figures are taken from World Military Fipenditures 1971,

published by the United States Arms Control and Disarmament Agency
(Washington, D,C.,, 1972).
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DEFEX
MIL MANPOW |°

| The third component of a nation's military liower base is the expendi-

3, Defense Expenditures Per Person in the Armed Forces

i
i
!

tures per man in the armed forces. Number of men and amount of ex-
penditures are best associated withthe quantitative aspects of the
military dimension, while expenditures per man represent the qualita-
tive aspects. Higher expenditures per man are the result of higher

| living standards, greater allocation to military research and develop-
ment, more money spent on acquiring weapons and equipment, and
greater amounts allocated to training. These qualitative aspects cor;-
tribute to greater firepower and skill in the use of men and materials,

thereby increasing the military dimension of power.

l The military power-base index is computed by transforming military
manpower and defense expenditures into percentage shares, a;s was

| done with population, GNP, and energy consumption in the economic

l ‘ power-base calculation. The two percentages obtained here are aver-
aged ax;d then multiplied by the qualitative factor, defense expenditures

per man in the armed forces.

MpB = L DEFEX + % MIL MANPOW DEF EX
* MIL MANPOW

2

Table 2 indicates the rankings of European nations in 1970 on the mili-

U S ———

tary power-base dimension derived from the calculation described

above.

There are, perhaps, several questions that stem from the algebra used
in our computation. For example, increasing only the number of men
in the armed forces decreases a nation's military power base. While

this may at first appear to be counterintuitive, further analysis reveals

y . 50
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TABLE 2

MILITARY POWER-BASE RANKINGS

1970

s, S S AER e

Quintile?

Country

Index Scores

Log Index

I

II

I

Iv

Soviet Union

United Kingdom
West Germany
France

East Germany
Italy

Pcland
Czechoslovakia
Sweden
Netherlands
Spain

BLEU
Switzerland
Yugoslavia
Hungary
Romania
Norway

Denmark
Greece
Portugal
Turkey
Bulgaria
Austria
Finland

Ireland
Iceland

9415.0

755.8
727.0
678.1

239.9
214.8
212.6
159.5
138.6
110.2
89.5
64.9
54.4
46.3
42.9
42.5
39.7

35.4
33.8
29.7
25.5
20. 4
12.0
10.2
2.7
0.0

9.15

6.63
6.59
6.52

5.48
5.37
5.36
5.07
4.93
4.70
4.49
4.17
4.00
3.84
3.76
3.75
3.68

BBl
3.52
3.39
3.24
3.02
2,48
2.32

.99

the index.

Quintiles have Yeen created by determining the five equal-interval
groups, where the interval is calculated based on the logarithm of

il




that this is a reasonable expectation. When the number of men under
arms is increased without a concomitant increase in defense expendi-

| | tures, a number of effects are produced that diminish, sometimes
dramatically, the nation's military power. Unless the new men can be

forced to fight without food, equipment, training, leadership, and so

, forth, money being used to support the troops already in place will
have to be reallocated in part to the increased manpower. As an over-
3 all result, the nation's armed forces will be less well-fed, equipped,

trained, and led.

On the other hand, increases in defense expenditures, whil: :nanpower

levels remain constant, produce a significant increase in military

| power base. Agzin we find this reasonable in that it reflects the quali-
1 ; i tative aspects of military power. The effects of increased defense ex-
l | penditures can be seen in the advanced technology applied to weapons
’ systems, most notably in modern air power and in nuclear armaments

| ' and asscciated delivery systems. For example, if one were to calcu-

{ ' late the relative strengths of the Arab nations vis-a-vis Israel in 1967
i‘ { based solely on gross money and men, the Israeli victory would have
been'a rather shocking surprise, However, if one includes the quali-
i tative aspect of this measure, Israeli superiority is clearly reflected.
: It is just these quality aspects of men and equipment that are of over-

; ! riding importance in this technological age.

Propensity for Nuclear Weapons (PNW). Nuclear weapons constitute

the most powerful means of destruction ever to come under the con-
.trol of men. Five nations now include nuclear armaments in their
military configuré.tions: the United States, the Soviet Union, Great
Britain, France, and China. The first three are capable of launching

these weapons against any country in the world.
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Of equal importance is the fact that an increasing number of nations
are becoming financially and technologically capable of building these
weapons. Therefore, any forecast of the international environment

over the long run must consider the effects of nuclear proliferation.

Although many of the scientific secrets of nuclear explosions have been
published by governments, the technology remains extremely advanced.
A nation embarking on the construction of nuclear weapons must re-
cognize that such a plan involves building a major modern industry, and
makes severe demands on the budget, technicians, and scientific man-
power. - To some extent these demands are ameliorated by the steady
growth of peaceful applications of nuclear power that help recruit
skilled men needed to staff a military prograrn. Moreover, because of
the similarity of many peaceful and ﬁilitary developments in nuclear-
technology outputs from research, peaceful uses of nuclear power often

. - ST 2
contribute to military nuclear applications.

In contrast to the reduced diffizulty of manufacturing nuclear explo-
sives, the provision for a menns of delivery requires a continuing com-
mitment to a program of technological development. ''For even the
most modest of nuclear powers must match its delivery system against
those of potential enemies, and these systems are bound to increase

30
in complexity with the years.' We refer here not only to the

5 Leonard Beaton, "Capabilities ¢f Non-Nuclear Powers, "in A World
of Nuclear Powers?, ed. by f¢lustair Buchan (Englewood Cliffs, N.J.
Prentice-Hall, Inc., 1966), p. 13.

29 Leonard Beaton and John Maddox, The Spread of Nuclear Weapons
(New York: Frederick A, Praeger Co., 1962), p. 186,

30 1bid., p. 4.




launching of a weapon, but more importantly to the requirement of pro-
tection so that the nuclear force maintains its effectiveness as a de-

: | { terrent.

E | Leonard Beaton has calculated roughly the costs of prodacing a modest
, | nuclear force including its own delivery system. 35 The force envisioned
in these calculations is substantially inferior to those developed by the
British and French. However, it at least presents the prospect of lead-
ing to a higher level of sophiétication. He concludes that a country

embarking on this type of program must spend at least $2. 3 billion

l over a 10-year period.

l Therefore, it is clear that only the very large or the very developed

: nations endowed with substantial ecoﬁomic, technological, and man-
l | power resources have the option to embark on a nuclear weapons pro-
E | gram. Among those nations so endowed, the drcision is a matter of
political will, While the incentives to exercise the nuclear option may
! . vary among nations, the major motivation for such a decision is se-
; curity needs. A nation that feels threatened is likely to seek nuclear
weapons unless it feels confident that its major-power ally will pro-

! i vide protection.

The hazards of predicting so momentous a decisionas the acquisition
of a military nuclear capability are formidable. Nevertheless, the
planner must in some way account for the effect of such weapons. The
Ilong-ra.nge environmental forecasting model, then, will provide the
analyst with a nuclear option by forecésting the propensity of nations

3; ‘ ) to develop nucleazl‘ weapons. The forecasts will be based on three other

: Beaton, '"Capabilities of Non-Nuclear Powers, ' pp. 32-33.
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central environmental descriptors. The probability that nations will
decide to develop military nuclear power is determined by the level

of economic and technological capability (economic power base), the
level of conflict, and the degree of alignment with a major power. We
hypothesize that the probability of developing nuclear weapons will
vary directly with economic power base and conflict experience and

will vary inversely with degree of alignment with a major power.

The propensity of nations to acquire nuclear capability will be expressed

as a probability calculated as follows:

5 _CONFLICT/(3-CONFLICT)
(ALIGNMENT + 1) = 50

(PNW) = (EPB/17.8)1" 2

The three variables--economic power base, conflict, and alignment--
are manipulated to satisfy two criteria. First, does the nation have

. . : 32
the econornic capacity required to produce nuclear weapons ? Second,

are the resulting propensities reasonable? -

The nuclear index will be constructed by simply multiplying the initial

military power-base index by one plus the probability score as deter-
mined above. Those nations that have already developed nuclear wea-
pons (in the European system--Soviet Union, Great Britain, and France)
are assigned a 100 percent probability., Therefore their military power

base is doubled (1 + 1.00 probability = 2).

3
¢ 17.8 on the economic power-base index includes all the European

nations considered by the Atomic Energy Commission in 1968 to

. have industrial economies able to support a nuclear weapons pro-
gram. United States Senate Committee on Foreign Relations,
Hearings on the Nonproliferation Treaty, 90th Congress, Second
Session (Washington, D,C.: U,S. Government Printing Office, 1968),
pp. 30-31.
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The nuclear index can be substituted for the military power-base index

o

where the analyst deems it appropriate. Moreover, the analyst can

T T

substitute different propensities to develop nuclear weapons derived

from expert judgments. In this way, changing conditions can be fac-

tored into the model and alternate futures can be forecast.

PREDICTORS OF POWER BASE

This section of the chapter describes the relationships which we believe
are important in determining future values of national power base.
These relationships are taken primarily from scholarly studies of na-
tional power in international relations. Since the forecasting model
will be expressed as a set of equations, we need to state the relation-
ships verbally in such a way as to facilitate tfansla.tion into symbolic

terms.

These hypothesized relationships relate specifically to the European
interstate system. However, the model has been made as general as

possible in order to facilitate its use for other areas of the world.

There are two broad categories of relationships that affect ﬁationa.l
power base: effects resulting from other environmental descriptors
in the forecasting model and effects resulting from external variables.
They will be discussed as they relate to the components of each of the
power-base dimensions.

-

Econoraic Power-Base Dimensions

Three of the four components of the economic power-base dimension- -

population, GNP, and energy consumption--will be forecast. The

fourth component, GNP per capita, is derived from the first two.
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Pogulation. Population size is a highly autocor;elated time series;
that is, population size at time t predicts population at time t+1. Pop-
ulation is forecast by applying past experienced growth rates to pre-
vious population size, resulting in an exponential growth curve. 28
However, population growth rates do not remain static but change over
time and are different from place to place. For exampie, the popula-
tion growth rate for the developing world is more than twice that of the

developed world: 2.4 percent per annum vs. 1.1 percent per annum. e

There are, perhaps, a complex set of factors that account for this dif-
ference. Although we cannot go into demographic theory here, we do

suggest that the population growth of wealthier nations seems to be

less than that of poorer nations. Therefore, using GNP per capita as
an indicator of wealth, we expect that population growth will vary in-

versely with this indicator. In the Xuropean context this relationship

‘ is not expected to be as strong as it would be if many of the less de-
veloped countries were included in this study.. Nevertheless, GNP per

capita should be a significant predictor of population growth.

Gross Nalional Product. Gross national product will be forecast on

the bsis or previous values of GNP and the rate of GNP growth. GNP
at time t-1 is exogenous in that it is already determined at time ¢t.
GNP growth, however, is probably affected by additional factors. For

example, domestic instability may well cause significant disruption

2 For an in-depth discussion of the nature and implications of popu-

lation growth curves, see Jay W. Forrester, World Dynamics
(Cambridge, Mass.: Wright-Allen Press, Inc., 1971), pp. 19-22.

o TR

! 34 World Military Expenditures, p. 30.
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in a nation's econcmic systein. Investment, both from internal and
external sources, is likely to decrease because high levels of revolt
and turmoil lead tc the expectation of severe losses for investors. The
‘abor force size may he affected as potentially productive workers de-
monstrate or join in general revolt. Moreover, those workers who re-
main at their jobs may be subject to harassment and threat. Therefore,
wu expect that production will decrease as a result of high levels of
domestic instability and we hypothesize that GNP will vary inversely

with domestic instability.

We believe that the level of military expenditures, too, will have an
effect on economic growth. However, it is not clear what the direction
of this effect will be. World War II served as an impetus to bring much
of America's idle capacity into use, though we must remember that
the United States entered the war while still very much in the throes of
a depression. A second’'factor involves the source of increased mili-
tary spending. Rus sett35 suggests that when increases in military
spending come at the expense of investment {fixed capital formation)
the result will be a smaller productive capacity in future years than

if the increases come at the expense of current public consumption.
Therefore, it appears that economic growth will be affectedl by levels

of military speﬁding, but the direction of its effect must be empirically

determined.

Energy Consumption. Future levels of energy consumption will be

- . . ) 36 |
exogenously determinecd via an exponential function.  As we previously

Bruce M. Russett, What Price Vigilance ? (New Haven: Yale Univer-
sity Press, 1970}, pp. 127-156.

50 See Dennis L. Meadows and Donella H. Meadows, eds., Toward
Global Equilibrium: Collected Papers (Cambridge, Mass.: Wright-

Allen Press, Inc., 1973), p. 293,
: ' 58




it e b R e S T e

noted, energy consumption is an indicator of level of industrialization

and in this seuse describes the structure of 'an economy rather than its

- size. Since an economy's structure usually does not fluctuate greatly

within 20-year periods, the impact of the other central environmental

descriptors upon energy consumption should be minimal. Therefore, 3
energy consumption will be forecast as an autocorrelated time series,

that is, energy consumption at time t-1 predicts energy consumption

' at time t. ‘

Mi'litary Power-Base Iimension

We have defined military power base as the nation's realized military 3
i | power. The two quantitative indicators of military power base, de-
fense expenditures and military manpower, will be forecast in the

1 long-range environmental forecasting model. The qualitative indi-

o

cator, defense expenditures per man, is derived from the quantitative

indicators.

Defense Expenditures. Defense expenditures are likely to fluctuate

gl

somewhat more than the economic power-base indicators because
i they are more sensitive to policy manipulation. Nonetheless, expen-
ditures on the military establishment rarely vary in the extreme. For
the most part, sharp reductions in defense expenditures are associated
with demobilization after major conflict. In the absence of sharp fluc- l 1
g tuations in the levels of experienced conflict, defense expénditures 9
l in any given year should be strongly associated with the level of

expenditures in the previous year.

We expect the absolute value of these expenditures to increase if only

because of inflationary pressures. He - ever, the proportion of gross
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; - national product allocated to military expenditures is likely to fluctuate,

depending on other influences.

! We noted that although defense expenditures in absolute dollar value

4 are rising, the proportionate share of gross national product devoted to
. deiense may not be increasing. Generzlly, as GNP rises we expect
) a smaller portion of it o be allocated to defense. In short, we hypoth-

esize that GNP will grow faster than defense expenditures.

e i, e

’ While this is a gereral statement about the effects of GNP on defense
k- | expenditures, the-e may be an opposite effect for nations aligned with
major powers. We hypothesize that the smaller a nation's GNP and 3
the greatér its alignment with major powers, the smaller the propor-
tion of GMP it will allocate to the defense establishment. Generally, 3
| | the delense effort of = state with a small GNP "'wiil viyy inversely

with its confidence in the big power's guarantee [closeness of alignment]
and the disparity in size between the two. okl This hypothesis is based .
on the theory of public or collective goods first suggested by Paul

Samuelson, . a theory that has more recently been applied to alliances39

4
by Mancur Olson and Richard Zeckhauser and by Bruce Russett.

7 Russett, What Price Vigilance?, p. 93. ;
38

Paul A. Samuelson, "The Pure Theory of Public Expenditure, "
Review of Ecciomics and Statistics, 36 (1954).
39 In the Long-Range Forecasting project. international alignmant with ;
a major nower has properties similar to alliances with regard +o
the theory of public or collective goods.

Mancur Olson and Richard Zeckhauser, "An Economic Theory of
-. Alliances, " in Economic Theories of International Politics, ed.
by Bruce M. Russett (Chicago: Markham Publ. Co., 1968), and

Russett, What Price Vigilance?. )
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The notion of public or collective goods assumes that a voluntary or-
ganization, in this case an alliance, serves the common interest of all
l members. For example, the procla;imed purpose of NATO is to pro-
tect its member nations from aggression by a common enemy. From
this assumption we define a public or collective good by two properties:
1) all who share the common goal automatically benefit when the goal
is achieved, that is, '"non-purchasers cannot feasibly be kept from con-
| suming the good, u4l and 2) when the good is available to one member

it is available to all others in the group without decreasing the amount

= R
e R e BT B

available to any other nation.

Olson and Zeckha.userqr3 hypothesized that the larger a nation (mea-

F ' sured by the size of its GNP), the more the nation will value the alli-
i l ‘ ance. Therefore, they anticipated a significant positive relationship

‘ l ' between the GNP of a nation and the percentage of GNP that the nation
spends on defense. Using NATO data for 1961 they found this to be
the case. This result is supported by the findings of Yper sele44 using
z data for 1955 and 1963, and by Pryor45 using data for 1956 and 1962. :
. Russe‘c’c46 further substantiated the theory for NATO using data for the
1 ‘ period 1950-1967. For the Warsaw Treaty Organization he found that

g o Russett, What Price Vigilance?, p. 94. i

| = Ibid., and Olson and Zeckhause:, '"Aa Econownic Theory, " pp. 26, 27. .
| 3 1hid., p. 39.

4 >

4 Jacques M. Von Ypersele de Strihou, 'Sharing the Defense Burden
‘ Among Western Allies, ' Yale Economic Essays, 8 (Spring 1968),
pp. 261-320.

45 Frederic L. Pryor, Public Expenditufes in Communist and Capi-

talist Nations (Homewood, Illinois: Richard D. Irwin, Inc., 1969).

S Russett, What Price Vigilance?, pp. '02-107 and pp. 112-1146.
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the predicted positive relationship between GNP size and defense share
began in the mid 1960's, when, as he suggests, the Warsaw Pact be-
came a voiuntary association at least in terms of defense contributions.
Based on the theory of collective goods we hypothesize that the percent-
age of GNP spent on defense will vary with the size of GNP and the de-

gree of major-power alignment..

In addition to public goods, we believe that the notion of private goods
in the defense area has an impact on levels of defense spending. Pri-
vate goods refer to those defense allocations made either as a result
of threats outside the situations covered by alliances or when the per-
ception of threat is gicater than that within the alliance. We hypothe-
size that the use of resources for military needs will be affected by
the levels of conflict experienced in the past. Specifically, the per-
centage of grouss national product devoted to military spending will

vary with conflict.

A further effect, however, is produced by the closeness of alignment
with a major power. The more aligned a nation is with a major power,
the more confidence it will have in the protective umbrella provided

by the major power. Therefore, the share of resources devoted to

the defense establishment is likely to vary inversely with the close-

ness of major-power alignment.

Earlier we noted that major-power alignment wc'1ld have a positive
eifect on defense spending. In the present hypothesis, DEFEX/GNP
varies with conflict and inversely with mzjor-power alignment. The

apparent contradiction can be explained with ieference i~ the previous

discussion of the theory of public gouds. Simply stated, while
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major-power alignment does decrease proportionate defense expendi-

tures, the decrease is not as great when GNP is large.

One additional factor is expected to influence the proportion of resources
devoted to the military establishment. As the experienced levels of
domestic instability increase, we expect a government to allocate

more resources to supnress them. Of the two indicators of domestic
instability, revolt and tairmoil, the former is likely to have the greater
influence on defense spending since its objective is ''to replace govern-
mental policymakers or alter the structure of the policymaking process

itself, ' rather than simply "alter governmental policies or practices. "'

2 i -
g i

Clearly, revolts present more formidable challenges to a regime, and

the consequent responses are hypothesized to be greater.

The levels cf revolt in Europe during the 1960's, however, were not
high; thus the expected relationship may be minimized. Therefore, in
the estimation phase of the study we will examine the effects of both

dimensions of domestic instability, separately and in combination. -

Military Manpower. Military manpower levels, like defense spending,

are more volatile than economic indicators because they are more 1
easily manipulated. But, like defense expenditures, current manpower
levels are significantly correlated with past manpower levels. Here
again, major demobilization is associated with past major conflict,
when nations long for the '"return to normalcy. ' Europe, in the decade

of the sixties, did not experience major war. Rather, 1t was a period

of tension in Europe resulting from opposing, but relatively balanced,

i See Herman Weil, "Internal Instability,' Chapter 3, this volume.
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power blocs. As tension, based on threat perception, declined, man-
power levels also showed a tendency to decline gradually. Similar

conditions are expected to exist during the forecast period. Thus we
expect a strong relationship to appear between past and current man-

power levels.

In addition, several other factors are likely to affect the number of
men in the armed forces. As GNP increases, more resources are
available; and although the percentage of these resources zllocated to
defense may decline, the absolute amount vill increase. We expect
that as more resources are available, materials will be substituted for
manpower in the defense establishment. Essentially, this means chat
greater fir-‘:pm‘:ve; will replace men in the armed forces. Consequently,
we hypothesize that the number of men in the armed forces will vary

inversely with gross national product.

Other factors are expected to be positively associated with military
manpower levels. First, conflict is likely 1;6 result in increases in the
number of men in the armed fogces. This relationship is obvious be-
cause even in the day of technological warfare, more men are needed

to operate the increased arsenal of weapons that are required when

nativns are at war.

Beyond the effects of conflict, population, too, is likely to have a posi-

tive influence on manpower. Just as growing wealth allows greater
expenditures on defense, a larger population allows more men to

l?e available for the armed sexvices. This is especially true of nations
aligned with the two superpowers. The two major powers, the United
States and the Soviet Union, seek to provide the high-technology nuclear-

weapons systems, while expecting \heir respective allies to supply
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military manpower. Therefore, we hypothesize that military manpower

levels will vary with population and major-power alignment.

One last factor is expected to affect manpower levels. As in the case
of defense expenditures, it is reasonable to assume that regimes will
respond with more manpower in order to sustain themselves against
revolt and turmoil. Again, revoit should beget the greater response
because of its greater danger, although we will also examin~ the effects
of turmoil and the effects of the two instability indicators in combina-
tion. Initially, our hypothesis is that manpower will vary positively

with levels of ruvolt.

In this section we have described the relationships that we believe af-
fect the indicators of national power base. In the next section we will
translate these hypotheses into symbolic form and present formal
power-base models. We will then test the various hypotheses discussed

above. "

STRUCTURE OF THE POWER-BASE MODEL

Eight variables, including three other central environmental descriptors,
have tentatively been selected to forecast power-base rankings for the
Eurcpean interstate system. Hypothesized relationships have been
organized into the linkages among the eight variables and the two di-
mensions of the powe r-base descriptors. Each predictor variable

will be subject to examination to determine the direction and ma gni-

'tude of its effect on the power-base measure. Parameter estimates

generated from the equations will be used to forecast the power-base

index of the European nations for the period of the 1980's.
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{ Power-Base Equations
. ] \
! There are five equations that comprise the power-base model, one for
, ’ each of the five indicators. FEach equation includes the relationships
- l discussed in the previous section which are set forth here in symbolic
| terms:
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- ' where:
| Yl = Gross national product (GNP)
Y, = Population (POP) ' v
< ] | Y3 = Erjergy consumption {EN CONS)
\ . . g " Defens.e expenditures (DEF EX)

Y
Y

5= Military manpower (MIL. MANPOW)
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Y, = Turmeil (TURMOIL)

6
i = International conflict (CONFLICT)

Y8 = International alignment (extent of major-power alignment,
ALIGNR)

Hypotheses Tests

Estimates for each of the five indicators that comprise the two dimen-
sions of the national power-base descriptor v.ere determined via clals-
sical least squares regression techniques. Each dependent variable
(indicator) was regressed on the independent variables (predictors)

hypothesized to be significant.

E.conomic Power-Base Dimension

Four indicators comprise the national economic power-base dimension:
populat.ion, gross national product, energy consumption, and GNP per

capita. The results of the estimation for the first three indicators will
be discussed in turn, The fourth, GNP per capita, is derived from the

first two.

Population, We hypothesized that population is a highly autocorrelated
time series. This simply means that a country's population size in one
year is a very good predictor of its population size in the following
year. This, of course, is borne out by the correlation between popu-
Jlation at time t and population att-1 of 0.9999.

When we regress populationt on population we get a regression co-

t-1
efficient of 1.0093 which essentially means that, barring unforeseen
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changes within the European nations, their population, on the average,
will increase exponentially at approximately 1 percent per year. We |
noted earlier, however, that world po'pulation growth rates are sub-
stantially higher, more than twice the | percent we attribute to Europe.
Visual inspection of world population data shows that the less developed
countries account for the higher rates of growth. Consequently, we
hypothesized that population growth rates are inversely related to
levels of economic development, indicated by GNP per capita. The
regression, shown in Table 3, indicates that GNP per capita does

have an effect in the expected direction (negative), that is, the higher

TABLE 3
FORECASTING EQUATION FOR POPULATION

Variable Partial R Coefficient t-Statistic
Constant . 038376 . 42
POPt_1 | . 9999 1.012500 1147, 39
CrNP/POPt_.1 -.0736 -.000058 1.18

the GNP per capita, the less population will grow from year to year.
However, the partial of .07 indicates that only about .5 percent of the
variance in population is explained by GNP per capita when the effects

‘of lagged population are controlled.

Further reflection on the effects that wealth may have on population

growth suggested the hypothesis that the relationship is nonlinear.
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That is, while we may expect GNP per capita to reduce the rate of
population growth, eventually a limit is reached when further increases
in wealth no longer affect growth rafes, or have only a decreasing im-
pact on those rates. We used a logarithmic model to test this hypothe-
sis. Essentially, using a logarithmic transformation disproportionately
reduces large scores (lessens their effect) so that they can be mean-
ingfully interpreted in a linear model. Table4 displays the revised

model.

TABLE4

FORECASTING EQUATION FOR POPULATION
(with logarithmic transformation)

Variable Partial R Coefficient t-Statistic

Constant ’ . 6900

POPt 1 . 9999 1.0125 1149.20

GNP/POPt_lLOG -. 1027 -.2377 1 .66

R%=.9998 F = 661,940

The transformed variable shows a negative partial indicating that its
effect is in the expected direction. The explained variance, a little
more than 1 percent, is twice that of the untransformed variable and
the t-statistic is improved to 1.66. Admittedly, the increase in ex-
planation is modest. The most probable explanation for the increment
is that the European nations generally are developed, and the linear
relationship is stronger in regions with a greater number of developing

countries. Névertheless, the results are at least suggestive, and we
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include the transformed wealth factor in the population model tc in-

crease its applicability to other parts of the world.

Gross National Product. Like population, most of the variance in

gross national product is accounted for by GNP in the previous period.
The simple correlation between GNP, and GNP is . 9995. The partial

t-1
R (. 995) for GNP in the regression model indicates that 98.9 percent

of the variance ir:cC:lNPt is explained by the GNP level in the previous
period, once the effects of the other independent variables are con- °
trolled (see Table 5). The regression coefficient of 1.054 indicates
that GNP will grow at approximately 5 percent per year, again controi-
ling for the effects f other independent variables. These other influ-

ences, however, may accnunt for variance in GNP growth.

TABLE 5

FORECASTING EQUATION FOR GNP
(with DEFEX)

Variable Partial R Coefficient t-Statistic
Constant ' 240. 840 . 994
GNPt-l . 995 1.054 145.890
DEFEX ' . 287 . 302 4.543
TURM()J’.Lt_1 -. 274 -1512.400 ?4.316

'R%=.999  F=97,609

Earlier we suggested that defense spending affects economic growth.

We noted that the increased military spend'ing caused by World War II
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contributed to the rapid recovery of the American economy. On the
w other hand, we suggested that military spending at the expense of fixed
! capital formation might result in smaller productive capacity in future
| years. Given the limited data at our disposal, we were unable to exam-

‘ ine the long-lagged effects of military expenditures. However, we were

able to investigate the short-term effects of defense spending on gross
national product. Defense spending explains approximately 8 percent

| of the variance in GNP. The partial is positive indicating that in the
short run, increased defense expenditures will increase GNP, This
appears reasonable since increased defense spending may bring idle pro-

| ductive capacity into use or increase the productivity of current capacity.

l Domesuc instability, too, was hypothesized to affect GNP. It seems

reasonable to conclude that high levels of instability bring about economic

g R s e e e B e

disruption because of the inhibiting eifect such instability has on both
internal and external investment sources. Moreover, we suggested that

worker productivity decreases as a result of harassment and perhaps

sabotage of equipment. We examined this relationship by regressing

GNP on domestic instability (a composite of TURMOIL and REVOLT)

while controlling for the effects of GNP lagged. The effects are statis-
i ' tically significant (p <. 0001) and the partial R, -.28812, is in the ex-

pected direction, explaining more than 8 percent of the variance in GNP,

We then examined revolt and turmoil separately., Conceptually, it

seemed unlikely that the European nations we are dealing with would

be subject to the levels of revolt that could cause substantial ecoromic

disruption. Revolt of this nature usually involves large segments of

" the population and continues over relatively long timme periods. In

Europe during the 1960's, revolt gencrally consisted of sporadic

ot

episodes involving individuals or small groups. .




In order to investigate this expected relationship, GNP was regressed
on the two dimensions of instability separately. The results show
(Table 6) that in Europe during the 1'960' s, turmoil accounted for most
of the negative effect on GNP that was originally attributed to the com-
bined descriptor, domestic instability. The partial R for turmoil is

-. 281 while the partial R for revolt is -.015.

TABLE 6

FORECASTING EQUATION FOR GNP
(with REVOLT)

Variable

Partial R

Coefficient

t-Statistic

Constant
GNP -1
TURMOIL

REVOLT

- 999
-.281

-.015

- 162‘ 780
1.083
-1778.200

-95.910

= 74

2

R =.999 F =98,958

In summary, we found that in the European context under study, re-
volt has a negligible effect on economic growth, unlike demonstrations

and riots which do affect the economic health of European nations.

Furthermore, it is reasonable to assume that turmoil, so defined, will

continue to exert an influence on the economic growth of European na-
tions. Although it may not be clear what level of turmoil must be

reached before investment sources dry up, there is a direct connection




between demonstrations and riots on the one hand, and manhours of
production on the other. People, when demonstrating and rioting, are
not working. . ,
The relationship between conflict and GNP is also conceptually inter-
esting. Certainly it is reasonable to expect that destruction of plants
and equipment, which is usually a consequence of military engagements,
will decrease GNP. However, in the European context of the 1960's,
the long-range environrnental forecasting conflict descriptor is essen-
tially rheasuring verbal conflict. Border.incidents involving shooting
were relatively rare. Moreover, even in the case when the Soviet
Union invaded Czecﬁoslovakia, the resulting economic disruption was

minor compared to the destruction of a major war.

The one effect of conflict that is considered important in the forecasting

model for Europe is a mediated one. That is, intense verbal conflict
1 influences defense posture. As saber-rattling increases, there is a
tendency to build up military capability. The relationship between con-

‘s ‘ . flict and GNP, then, is mediated through defense expenditures. Con-

| flict is a predictor ¢f military spending; the greater the past conflict

' | level, the greater the military spending. The latter in turn is a pre-
dictor of GNP. Consequently, intense verbal conflict is likely to in-

5 crease GNP as a result of more government defense spending, at least

in the short term.

Energy Consumption. Energy consumption, like the other two indica-

tors of the economic power-base dimension, is a highly autocorrelated

time series. Lagged energy consumption explains more than 99.9 per-

cent of the variance in energy consumption. As we noted earlier,

' energy consumption is an indicator of industrialization in an economy.
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Because this is a structural characteristic, it seems appropriate to

use past energy-consumption levels alone as a predictor of current

energy consumption. Political disruption of an economy is likely to

e S A SN S 0 S

I have more immediate effects on gross national product. (See Table 7.)

TABLE 7
| FORECASTING EQUATION FOR ENERGY CONSUMPTION

| Variable | Partial R Coefficient t-Statistic
| ; Constant _ -.05397 -. 178
: l EN CONS . 99968 1.05340 633.330
i
|
.

2 .
R =.999 F =40.111+6

Military Power-Base Dimension

The military power-base dimension is composed of two indicators, de-

fense expenditures and military manpower, which are discussed in

Defense Expenditures. World military expenditures increased sub-

l
|
|
i
| % turn below.
!
|

‘stantially during the decade of the sixties. In absolute dollar value,
the average yearly increase in defense expenditures in the period
1961-1970 was 3.2 percent. Concurrently, the world GNP growth

' 48

avcraged 4.8 percent per year. Nations, then, allocate a smaller

48 .
World Mi.itary Expenditures, p. 2.
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proportion of their wealth to defense spending today than they did in
1961. In other words, while government military spending is in-
creasing in absolute terms, it is declining as a percentage of GNP.
This statement holds when worldwide totals are considered. However,
a distinction should be made between developed and developing nations.
The defense burden of the developed nations, as represented by the
fraction of GNP spent on defense, has decreased during the period of
observation; but for the developing world, rlefense has become an in-

creasing burden.,

The majority of the European naticns considered in this forecasting
model are part of the developed world. In general, their defense
burden ié declining, perhaps reflecting a mutually decreasing fear
among opposing bloc members of the; threat of forceful change in
Europe. Moreover, many European leaders have concluded that any

war in Europe will result in unacceptable levels of destruction; there-

fore the best guarantee against war is to reiy on unambiguous nuclear

| deterrence between the superpowers.

i Our data for Europe indicate that defense spending, in absolute terms,

increased during the sixties by approximately 6 percent per year.

Part of the increase is due to inflation. In the same period (including
. the effects of inflation) GNP increased at an average annual rate of
| 8.4 percent. o Consistent with the experience of more developed na-
tions, the European defense burden declined. While a centinued gradual
_decline is understandable, drastic changes in the future are unlikely.

Therefrre, the best predictor of the defense burden, defined as de-

fense expenditure's divided by GNP (Table 8), is the previous period's

9 Ibid., pp., 18, 22.




TABLES8
FORECASTING EQUATION FOR

DEFENSE EXPENDITURES DIVIDED BY GNP

Variable

Partial R

Coefficient

t-Statistic

Constant

DEFEX

GNPt_1

GNP

GNP-ALIGNR

CONLOG

t-1

-. 206

. 189

. 266

. 00084

. 97300

.338 x 10

. 00074

-.355 x 10'7

7

1.5006

55.6650

2.9964

2.7349

3.9212
ALIGNR .

TURMOIL .130 . 00098 1.8640

R%=.97329 F =1472.2 ;

defense burden. The partial of .969 indicates that the previous period's

| | defense burden explains almost 94 percent of the current defense buar-

den.

As we noted earlier, the GNP of developed nations is growing at a

faster rate than their military spending while the opposite is true of

developing nations. This suggests that as wealth increases, a smaller

share of that wealth is allocated to defense. Conceptually, this means

that once ""adequate" levels of defense relative to size are reached,

those levels are maintained with only minor deviation unless some other

X factor intervenes. We examined this hypothesis empirically above.
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The negative coefficient of GNP indicates that ricing GNP.is associated

with a decreasing defense burden.

While the defense burden varies inversely with GNP, the effect is re-
versed for highly aligned nations. We bypothesized that the smaller

a nation's Gi{P and the mwore closely aligned it is with a major power, v‘
the less a defense burden it will assume. We based this hypothesis on

5
the work of Olson and Zeckhauser and Russett, . who applied the

1 theory of public goods to alliances. Briefly stated, the theory of pub-

‘_f lic or collective goods assumes that an zlliance serves the common .-”
3 ’ interest of all members. All who share the common goal including

“ { ’ those who do not con‘ribute, benefit when the goal is achieved. More-

lf ' ' over, when the good (in this case defense) is available to one member,

‘ l . ; it is available to all the others in the group without decreasing the
( I ! amount available ‘o any one member. 2

Therefore, we would expect the larger nations in an alliance to carry
| a relatively larger share of the defense burgien than the small ones.

i That is, defense as a proportion of GNP should vary with GNP multi-

i plied by closeness of alignment. The regression model supports this

i expectation. The independent variable (GNP+ALIGNR) shows a posi-

i e

tive partial R of. 189, euiplaining more than 3.5 percent of the vari-
ance in defense spending when the effects of the other variables are

controlled. In sum, our research provides additional evidence in #

l support of the prior work do:e in this area. ' L

Nations spend money for defense in order to deter violence against

.
Ty

50 See Russett, What Price Vigilance?, and Olson and Zeckhauser,

’

3 | "An Economic Theory of Alliances." E




themselves. Ir general, the greater the threat they perceive, the more

money they are likely to allocate to the defense sector. The percep-
tion of threat is largely a function of past conflict experiences, both
physical and verbal. Even in a close-knit alliance, different levels of
perceived threat are likely. Therefore, defense outlays are partly
private goods.! Essentially this refers to the military allocation
made either as a result of threats outside of the situations covered

by alliances or when oie nation perceives a higher degree of threat

than do its allies with'n the alliance.

We hypothesized, then, that the proportion of resources allocated to
defense will vary with the past levels of conflict experienced. How-
ever, the effect of past conflict is mitigated by the degree of confidence
in allies, that is, by the closeness of alignment with a major power.

1)
Thereiore, while ZELEX will vary positivel: with couflict, , it will
GNP t-1
vary inversely with major-power alignment. Referring once again to

Table 8, we note that the independent variable51 -CEN—L-Q—(-}E—I- explains

ALIGNR

approximately 7 percent of the variance in the defense burdea (partial
R = .266). The partial is positive, indicating that as past conflict in-
creases and as alignment de:reaces, the defense burder increases.

Both effects are consistent with our expectations.

One further factor was cxpected to influence the share of resources

devoted to the c<fense establishment. As levels or domestic instability

71 The reason for using the logarithm of conflict is based on the skew-

ness of that measure which, in part, reflaects the differential levels
of reporting by the New York Times. " This transformation helps to
reduce the impact of this differential reporiing becaus: it reduces
the reporting bias in extremely larg~ scores. See "Internaticial
Conflict, ' Chapter 6 of this volume.
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increase, governments are likely to spend more on defense in order to
sustain themselves. Perhaps this hypothesis holds most strongly in
less developed nations where role differentiation (in this case, the dis-
tinction between domestic police forces and the military) is less clear
than in advanced nations. Nevertl.eless, the hypothesis proves to be
relevant to developed nations as weli. One need only remember the
use of national troops in the United States during the anti-Vietnam
demonstrations to realize that developed nations, too, call on their

military when police forces are inadequate for the job.

We noted that of the two components that comprise domestic instability,
revolt would prohbably have a greater impact on defense spending. In
other words, we e.-pect armed attacks -imed at replacing the govern-
ment to be more siguificantly related .o defense expenditures than
attempts aimed only at changing government policy. However, we
noted the low levels of revolt experienced in Europe in the decade of
the sixties. Consequently, we expected the relationship between de-
fense spending and revolt to be minimized. Simple ccrrelations be-
tween total defense expenditures and revolt and turmoil are . u57 and

. 143 respectively. Clearly, the stronger relationship is between tur-

moil and defense expznditures.

As economic well-being improves, governments take on legitimacy.
While citizens may have many complaints, there are alternative means
to express them short of revolt. Among these are demonstrations and
riots, the two elements of turmoil. In short, in Europe during the
1960's, citizens could show their dissatisfaction at the ballot box or
through turmoil. Both are practiced at substantial levels in Europe.
The latter, turmoil, is often severe enough to require military troops

to supplement domestic police forces. The partial correlation
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of turmoil with defense spending, .130, is somewhat more mode st
than that of the other independent variables; but it is in the predicted

direction.

Military Manpower. The manpower component of national military

power base is influenced by the same family of factors as are defense
expenditures. Similar to the experience with national defense burden,
there appears to have been a general tendency in Europe to r:duce
military manpower levels during the 1960's. The effort with re spect
to manpower is perhaps more successful to the extent that nations
can substitute expenditures for manpower, that is, more firepower

pei man.

Generally, the data on military manpower in Europe from 1961 through
1970 indicate decreasing military manpower. West Germany and Por-
tugal are two exceptions to this tendency. During this period, West
German manpower levels increased on the average by 3.6 percent52
each year. This is due primarily to the low levels of German mannower
at the outset o{ the decade, when the legacy of distrust reculting irom
two world wars prompted fear of a powerful German military establish-
ment. As this fear declined with time, West Germany became more
clesely tied to the West and was pressured by the United States to
contribute her "fair share' to the common defense. As : result, Ger-
man manpower levels increased. Even in the case of West Germany,
however, the rate of increase began to decline in the mid- sixties and

there was an absolute drop in manpower levels from 1969 to 1970.

Portuguese manpower increases constitute the most significant

2 World Military Expenditures, p. 34.
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divergence from the European average. The 10-year period, 1961-1970,
shows an average annual increase in Portugal's military manpower of
10.6 pe rcent.53 This is mainly due to Portugal's colonial involvements.
Among the Warsaw Pact nations, East Germany shows the largest di-

vergence from the general trend. Her average annual manpower in-

54
crease over the 10-year period is 4.2 percent. Here, as with West

Germany, the most dramatic increases occurred in the early sixties,
followed by a leveling off later in th: decade. Factors similar to those
suggested with reference to West Germany would also appear to be

cyierative in the East German case.

The decrease 1n manpower levels for Europe as a whole is shown by
the . 899 regression coefficient associated with manpower in the pre-
vious period (see Table 9). Essenﬁally this means that for every
10 men in the rnilitary in a given year, there were about 9 military

men the following year, holding the effects of other factors constant.

However, other factors do play a role in establishing military man-
power levels. For example, we hypothesized that increasing economic
resources allows nations to provide their armies with better equipment
and, consequently, fewer men. Therefore, we expect manpower to vary
inversely with GNP. The partial correlation for GNP is -.253, sub-
stantiating this expectation. The size factor generally associated with
GNP, which would lead to expectations of a positive relationship, is
accounted for in the regression model by the inclusion of a population
variable. Thus, GNP in this use represents a wealth factor, and

it is understandable that nations would substitute resources for man-

power where they can.

% Ibid.

% 1bid. ., p. 35




TABLE 9
FORECASTING EQUATION FOR MANPOWER

Variable Partial R Coefficient t-Statistic

Constant .00269 1,12

. 89900 47.96

GNP . 18841 x 10"6 3.71

MIL MANPOWt_ 1

POP-ALIGNR .00200 8.16

CONLOGt_1 . . 00937 2.20

TURMOIL, | : .01190 4.90

R2 =.999 F = 37,879

As we noted akove, population is the size variable that helps predict

manpower levels. Obviously, ceteris paribus, the larger the popula-

tion, the more men thet are available for military service. Consis-
tent with the theory of public goods, we combined the population vari-
able with major-power alignment (POP+ALIGNR). Thus, the larger

the population and the greater the amount of major-power alignment,

the higher the military manpower level we expected. The regression

model indicates this to be the case. The variable produces a positive

partial correlation of . 498.

In addition to what may be termed resource variables, GNP and popula-
tion, two 'experience' variables, conflict and turmoil, are related to
manpower. We noted earlier that perception of threat is apt to bring

increased defense spending. This is no less true of manpower.




Therefore, we included the conflict variable (Table 9) although the
partial of . 155 indicates that it explains only a little more than 2 per-

cent of the variance in manpower levels.

The second experience variable, turmoil, also has a reasonably strong
partial of . 271 in the regression model. Furthermore, turmoil ex-
plains more of the variance in the manpower model (more than 7 per-
cent) thanit does in the defense-burden model (just over 1.5 percent).
This is consistent with the view that governments may respond to tur-
moil with manpower to supplement police forces when the latter are
inadequate for the task. While there is cost associated with the use

of this manpower, it is unlikely that new, high technology weapons

would be required in the effort. Consequently, it is reasonable that

turmoil will have a greater impact on military manpower than on de-

fense spending.

In this section we have discussed the pr.ameter estimates generated
via least squares regressinn techniques. Each of the relationships
hypothesized to link predictor variables tc the indicators that comprise
the power-base index was examined to determine their direction and
magnitude. In the next section, the resulting model will be applied to

postdict the power-base indices for the European nations during the

period 1962 through 1970.

POSTDICTIONS OF NATIONAL POWER BASE

The models developed for the components of national economic and
military power base were used to generate "expected values'' for both
dimensions. That is, the five equations were used to '""predict' econo-

mic and military power-base: measures for each European nation year
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by year from 1962 to 1970. The predicted measures were compared
with the actual power-base measures to determine the accuracy of

the forecasting models.

Accuracy of the forecasting models can be assessed from two perspec-
tives. First, how closely do the predicted power-base index numbers
conform to the actual indices. Here evaluation is based upon the mag-
nitude of difference between actual and predicted values for these in-
dices. A second criterion for evaluating the forecasting models rests

on the abilicy of the models to discriminate between national power bases
in a relative sense. That is, if nation A has an actual ind=x of 200

and nation B's actual index is 150, does the forecast index: conform to

this relationship, A > B, or does it reverse the relative order?

In this section we will deal with both criteria of evaluation. However,
our major conceru in long-range forecasting is to reflect accurately
the relative power-base positions of nations in the European interstate
system. The amount of difference as shown by the indices is only sug-
gestive of orders of magnitude. Actual effective power-base differ-
ences rest not only on the specific situation, but also on psychological

determinants, the most prominent of which is credibility.

Data were available for each of the predictor variables for the period
1961-1970, 'except for the alignment variable for which 1964 data were

missing. Consequently, predictions of military power base exclude

1964.

Economic Power Base
T

Table 10 lists the Eurnpean nations ranked by the mean absolute
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percentage difference between the actual and prea’'ted values of eco-

nomic power base. ‘See also Table 12 for year-by-year difierence for

each country.) An examination of Table 10 indicates that a majority e

TABLE 10
ECONOMIC POWER BASE

Country % Difference
France 1. 76
Netherlands 2.43
West Germany 2.62
Hungary 2.71
Soviet Union Z. 85
East Germany 2. 89 !
Italy .35
Yugoslavia 3,52
Sweden 3.60
Romania 3.67

] Austria 3.69

[ Poland 3.88
BLEU . 4,24
Denmark 4.94
Switzerland 5.01
Czechoslovakia 5.02
United Kingdom 5.08

’ Finland 5.14

Bulgaria 5.91
Spain 6.83 '
Norway 7.73 i
Turkey 12.99
Greece 15.55
Ireland 16. 10
Portugal 16.94
Iceland 192, 89
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of the nations, 14, show relatively small differences (less than 5 per-
An additional

In

cent) between predicted and actual power-base measures.
seven of the countries are within 10 percent of the actual values.
only five instances do average postdicted values differ from average

4 actual values by more than 10 percent.

A further investigation of the postdiction error reveals a rather clear

pattern. Table 11 shows correlations between those errors and the

TABLE 11
SIMPLE CORRELATIONS

Variables % EPB Variation
GNPt_1 .06
POP .08
t-1
EN CONSt_1 .06
DEFEXt-l .04
) TURMOIL .22
| t-1
GNP/POPLOGt 1 -. 20

independent variables used to predict economic power base. The
errors have a relatively strong relationship with turmoil in a positive
‘ 'di'rection and vary inversely with GNP per capita. The positive re-
lationship with turmoil tends to understate the postdicted values while

the inverse relationship with GNP per capita overstates the postdicted

] value of economic power base.
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TABLE 12

ECONOMIC POWER-BASE INDEX
Unit=d Kingdom

Year Actual Predicted % Difference
W
1962 187.17 199. 05 6
1963 190. 31 193. 66 2
1964 193.67 198. 34 2
1965 193,53 202.80 5
1966 189.79 201.76 6
1967 186.06 198.50 7
1968 186.67 193.94 4
1969 184.56 198. 02 7
1970 183. 05 194. 46 h
Austria

, Year Actual Predicted % Difference
1962 13.36 14. 09 5
- 1963 13.83 13.62 2
1964 14.40 14. 89 3
‘ 1965 14.59 15.50 6
1966 14. 96 14. 48 3
1967 14, 98 16.10 7
1968 15.68 16.13 3
1969 16. 45 16.84 2
1970 17. 76 17. 64 1

i ——— —
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TABLE 12 (Cont'd)

ECONOMIC POWER-BASE INDEX

BLEU
Year Actual Predicted % Difference
1962 35.31 30.24 14
1963 36. 44 35,27 3
1964 37.38 35.58 5
1965 38.21 39.97 5
1966 37.58 39.20 4
1967 38, 36 38.58 1
1968 40.31 39.04 3
1969 42.41 41. 49 2
1970 44, 87 45. 29 1
Denmark
Year Actual Predicted % Diflerence
1962 20. 36 18. 35 10
1963 20. 26 18. 80 7
i 1964 22.10 22.15 0
1965 22.83 24.10 6
' 1966 23.44 24.99 7
1967 23.50 24,47 4
1968 24.60 25.74 5
1969 26. 78 26.88 0
1970 27.60 29.16 6
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TABLE 12 (Cont'd)

ECONOMIC POWER-BASE INDEX

France
[]

Year Actual Predicted % Difference
1962 154.58 148.19 4
1963 162.67 161,53 1
1964 169, 71 168. 41 1
1965 174, 03 176, 25 1
1966 179,74 182. 85 2
1967 189.13 190. 85 1
1968 194,37 197.61 2
1969 209,47 202,52 3
1970 218.64 221.62 1

]

West Germany

{
Year Actual Predicted % Difference
1962 247.18 249.67 1
1963 251,23 257. 25 2

| 1964 262.27 263.92 1
1965 271.79 274. 45 1
1966 270.50 280.29 4
1967 -265,73 281.67 6
1968 285.59 275,57 4
1969 308.20 295.53 4
1970 317.67 322.03 1
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TABLE 12 (Cont'd)

ECONOMIC POWER-BASE INDEX
Italy

Actual Predicted % Difference

71.00 66,22
75.08 71.09
75, 81 77. 36
78.10 77.61
83.20 80. 52
90. 30 85.07
94. 95 9255
99. 45 98. 30
104. 02 101.21

W= W oW NN,

Netherlands

Actual Predicted % Difference

32.27 33.13
33.33 34,65
35.94 35.61
B35 38.38
37.39 38. 45
39, 77 38. 14
42,63 41.63
45,58 45,52
47.59 48,62
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TABLE 12 (Cont'd)

ECONOMIC POWER-BASE INDEX

Norway

Actual Predicted % Difference

1;3+59 12,64
14. 06 ICHEP Iy
14,73 LSBEY
15.44 6% 32
16. 20 17.15
16. 82 14,16
17.53 17.57
17.97 19.41
22,91 19. 86

Actual Predicted % Difference

50. 81 52.68
52.54 55.0€
56.10 56.61
57.52 60.43
59.15 58.46
58. 49 £3.90
60. 74 61.82
63.25 65,48
65. 34 A6.81
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TABLE 12 (Cont'd)

ECONOMIC POWER-BASE INDEX

Switzerland
Year Actual Predicted % Difference
1962 25.97 25.50 2
1963 27.20 28.31 4
1964 27.43 29.44 7
1965 28. 39 28.50 0
= 1966 28.42 30.78 8
1967 27.40 30.80 12
1368 29.02 29.67 2
1969 30. 29 31.32 3
1970 31.04 32.64 5
Finland
Year Actual Predicted % Difference
1962 9.50 10.01 5
1963 9.60 8.56 11
1964. 10.20 10 55 3
1965 10. 86 11.20 3
1966 11.51 11.92 4
1967 11.20 12.62 13
1968 11,63 12.28 6
1969 12. 80 12.72 1
1970 14. 05 13.91 1




TABLE 12 (Cont'd)

ECONOMIC POWER-BASE INDEX

Greece

|
Predicted % Difference

—

4.50
3.90
3.92
4,92
3,52
5. 22
5.08
7.24
7.03

e IS B I B

Iceland

Actual Predicted % Difference

.50 .18 64
. 70 v, {78
.67 .47 30
.66 2.35
.85 2. 214
. 81 3. 04
.59 2.90
.72 1.84
a3 2.51




TABLE 12 (Cont'd)

ECONOMIC POWER-BASE INDEX

Spain
Year Actual Predicted % Difference
1962 15.83 15,36 3
1963 17.52 14. 80 16
1964 18,43 18.59 1
1965 19. 84 19.53 2
1966 21.51 19.23 11
1967 22.46 20, 89 7
1968 23.30 21.14 9
1969 24.81 23.09 7
1970 26,44 24.66 7
Turkey

Year Actual Predicted % Difference
1962 3.31 2.31 30
1963 3.52 3.07 13
1964 3.67 3.54 4
1965 3.80 4,04 6
1966 4,15 3.90 6
1967 4,42 3.81 14
1968 4,69 3.23 31
1969 4,88 4.51 8
1970 5.05 5.34 6
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TABLE 12 (Cont'd)

ECONOMIC POWER-BASE INDEX

Yugoslavia

Predicted % Difference

14,74
14,86
15. 07
16.99
19. 01
18.87
19.41
19.27
21.18

= W NWNU U O

Bulgaria

Predicted % Difference

6.33
7.09
6.65
8.13
9.11
10.56
11.95
11. 86
14,28

—
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TABILE 12 (Cont'd)

ECONOM:C POWER-BASE INDEX

Czechoslovakia

Actual Predicted % Difference

45,51 47,86
43,42 47,23
45,40 43,39
46, 41 46.99
48,56 49,54
52. 10 51,02
57. 87 55, 88
63.36 56,12
68. 82 64. 76

East Germany

Actual Predicted % Difference

47.63 47.90
48.65 50. 83
47.26 51.74
51,29 49.14
53.50 53.61
58. 62 56.94
62,04 62,47
66.90 66.44
72.61 70.57
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TABLE 12 (Cont'd)

ECONOMIC POWER-BASE INDEX

Hungary

Actual Predicted 9, Difference

12,75 13,50
13.98 13. 80
14,94 15.10
14,91 16. 09
16.,23 16,07
17,05 17.44
18.45 18.29
20. 07 19,76
22.06 21,47

UJND—'ND—-(D»—-.-O\

Poland

Predicted % Difference

38.61
37.48
39.80
41.28
44,52
45.45
52.02
55. 82
61.87
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TABLE 12 (Cont'd)

ECONOMIC POWER-B4ASE INDEX

Romania
Year Actual Predicted % Difference
1962 13.89 13.90 0
1963 15.07 14. 89 1
1964 17,30 16. 06 7
1965 17.73 17.83 1
1966 20. 14 18. 88 6
1967 22.46 21.40 5
1968 24,57 23.86 3
1969 27.87 26. 06 7
1970 30. 64 29.51 4
Soviet Union
Year Actual Predicted % Difference
1962 513.20 539. 86 5
1963 526.30 551.91 5
1964 577.10 572.16 1
' 1965 627,06 624. 36 0
1966 688.87 677.63 2
1967 753. 38 743. 44 1
1968 "819.19 812, 80 1
1969 843.33 885. 20 5
1970 972.69 910. 31 6
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There are 39 inaividual country years (1. percent of the total) where

the postdicted value varies frem the actual by more than 10 percent.
Of these, 23 are understatements of the power-base measure. For
each case in whick there is a greater than 10 percent understatement
of economic power base, the data show a significant increase in the
level of turmoil during the previous year. We can trace the effect of
increased turmoil through the model used to estimate the GNP com-
ponent of economic power base. Note (in Table 5) that the regression
coefficient for turmoil is -1512.4, which means that for each unit of
turmoil, GNP is predirted to decrease by $1.5124 billiun. It should be
evident that the smaller the nation's GNP, the larger the relative ef-

fects of high turmoil levels.

Postdictions for three countries--Turkey, Greece, and Portugal--were
particularly sensitive to the negative effects of turmoil. In addition,
significant increases in turmoil account for the years in which the econo-
mic power base of Ireland is understated. (Note that Ireland is also
subject to overstatement of its economic power base for reasons dis-
cussed below.) All of these nations have small GNP's and consequently
their economic power base is less accurately predicted than it is for

the other European nations. For the other nations, where turmoil is
relatively low, or leveis of turmoil are stable, or where the nation has

a large GNP, the independent variable turmoil contributes to the over-

all accuracy of the postdictions.

Two countries, Iceland and Ireland, account for almost all (81 percent)
of the 16 Country-years in which postdicted economic power base is
'oxliersiated by more than 10 percent. For both nations, the distorted
predictions can be traced to problems of data precision, that is,

rounding in the source data. Because these countries are small, the

99




reported size of their gross national products shows no change over
several years and then shows a relatively large change. For example,
the reported GNP for Iceland in 1961 and 1962 was $300 million. In
1963 it jumped by a third to $400 million, and remained at that level
through '965. For the same period, the reported population figures
showed a gradual increase from year to year, so that GNP per capita
decreased over the years when GNP was reported 2s constant. The
forecasting model, on the other hand, predicts gradual changes in
both gross national product and population. Therefore, the predicted
per capita value is larger than the GNP per capita from the source |
data, and the result is an overstatement of the predicted economic
power base. It can be argued that for this type of nation, the predicted
values reflect a more precise measure of economic power than does

the actual.

In sum, the forecasting model provides rather accurate postdictions of
the economic power-base measure for European nations. Only 13 per-

cent of the individual cases show postdicted values that diifer from the

actual by more than 10 percent.

We now turn to the second evaluation criterion: How well does the
forecasting model discriminate among national economic power bases
in a relative sense? As we noted at the outset, our primary concern
when developing the power-base index was to reflect accurately the
resources available to nations relative to other nations with which they

interact. As the Sprouts note, ''Conclusions regarding the capabilities

" of nations are always comparative. That is to say, the capabilities of

a given state are relative to the capabilities of other states with which

o % : . . . 55
it is or may be involved in demand-response relationships."

Harold and Margaret Sprout, Foundatic;ns of International Politics
(Princeton, N.J.:D. Van Nostrand Co., Inc., 1962), p. 164.
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M<easuring power base in an absolute sense without a reference point

is meaningless. The resources available to a nation to influence other

nations (its power base) are meaningful only in a relational sense.

Moreover, in constructing the power-base indices, the indicators were
transformed into percentage shares to give added emphasis to the re-
lational aspect we seek to reflect. Therefore, evaluation of the fore-
casting model is more importantly based on the accuracy of rankings

of nations vis-a-vis other nations.

Table 13 shows the rank-order correlations between actual and postdicted
power-base indices for each prediction year. RHO is a measure of

association between ordinal-level variables, in this case the actual

TABLE 13

RANK-ORDER CORRELATION BETWEEN
ACTUAL AND PREDICTED ECONOMIC POWER BASE

Year RHO

1962 . 9952

' 1963 . 9925
1964 . 9966

1965 . 9993

- ‘ 1966 <9979
1967 .9971

1968 . 9959

1969 . 9966

1970 . 9973
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economic power-base rank and the predicted =conomic nower-biase
rank. Just as with the correlation coefficient, it can range from -1.0,
indicating perfect negative association, to 1.0, indicating perfect
positive associatior. An RHO equal to 0 indicates no association

between the rankings.

It is evident from Table 13 that the forecasting model produces accu-
rate rank postdictions for national economic power base. For each
year of postdiction, the RHO is greater than .99, indicating almost
perfect assocjation between actual and predicted ranks for this

dimension of power base.

Table 14 presents the actual and postdicted rankings on the economic
power-base dimension for each year 1962-1970. In only one case,
Spain in 1963, does the postdicted rank differ from the actual economic
power-base rank by as much as three positions. Otherwise rank-

position differences are one or two, and in the vast majority of cases

postdicted ranks match the actual ranks on the economic power-base

dimeision.

We conclude, then, that the forecasting model provides an excellent
tool for predicting relative eccnomic power base for the nations in the
European re'gion. Furthermore, while the index value itself does not
reflect anything that one can see in the real world, it suggests th: mag-

nitude of difference in resources available to the nations of Euro;e,

Military Power Base

Table 15 ranks the European nations by the mean absolute percentage

difference between their postdicted military power base and their actual
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TABLE 14 ' I

ECONOMIC POWER BASE

1962
Country Actual Rark Predicted Rank
Soviet Union 1 1
West Germany 2 2
United Kingdom 3 3
France 4 4
Italy 5 5
Sweden 6 6
East Germany K 7
| Czechoslovakia 8 8
Poland 9 9
BLEU 10 11
' Netherlands 11 10
Switzerland 12 12
Denmark 13 13
Spain 14 14
Yugoslavia 15 15
Romania 16 17
Norway 17 19
Austria 18 16
Hungary 19 18
t Finland 20 20
Bulgaria 21 21
Greece 22 . 22
Ireland , 23 23
Turkey 24 25
Portugal 25 24
Iceland 26 26
RHO = .9952
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TABLE 14 (Cont'd)

ECONOMIC POWER BASE

1962

i e W A
FT— L

~ Country

Actual Rank

Predicted Rank

Soviet Union
West Germany
United Kingdom
France

Italy

Sweden

East Germany
Czechoslovakia
Poland

BLEU
Netherlands
Switzerland
Denmark
Spain

Romania
Yugoslavia
Norway
Hungary
Austria
Finland:
Bulgaria
Greece
Ireland
Turkey
Portugal
Iceland

O 00 =3 U h W=

O 00~ O Uk W N

RHO = .9925




TABLE 14 (Cont'd)

ECONOMIC POWER BASE
1964

Country

Actual Rank

Predicted Rank

Soviet Union
West Germany
United Kingdom
France

Italy

Sweden

East Germany
Czechoslovzkia
Poland

BLEU

Netherlands
Switzerland -
Denmark
Spain
Romania
Yugoslavia
Hungary
Norway
Austria
Finland,
Bulgaria
Greece
Ireland
Turkey
Portugal
Iceland

O OO A LN~

D OO R W N~

RHO = .9966




TABLE 14 (Cont'd)

ECONOMIC POWER BASE

1965
Country Actual Rank Predicted Rank

Soviet Union 1 1
West Germany 2 2
United Kingden: 3 3
France 4 4
Italy 5 5
Sweden 6 6
East Germany 7 7
Czechoslovakia 8 8
Poland 9 9

' BLEU 10 10
Netherlands 11 11
Switzerland 12 12
Denmark : 13 13
Spain 14 14
Yugoslavia 15 16
Romania 16 15 ‘
Norway 17 17
Hungary 18 18
Austria 19 19
Finland 20 20
Bulgaria 21 21
Greece 22 22 -
Ireland 23 23 /
Turkey 24 24
Portugal 25 25

l Iceland 26 26
RHO = .9993
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TABLE 14 (Cont'd)

ECONOMIC POWER BASE
1966

Country

Actual Rank

Predicted Rank

Soviet Union
West Germany
United Kingdom
France

Italy

Sweden

East Germany
Czechoslovakia
Poland

BLEU
Netherlands
Switzerland
Denmark
Spain

Romania
Yugoslavia
Hungary
Norway
Austria
Finland
Bulgaria
Greece
Turkey
Ireland
Portugal
Iceland

O 00 O h W~

O 00 g0 AWy —
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RHO = .9979




TABLE 14 (Cont'd)

ECONOMIC POWER BASE
1967

Country

Actual Rank

Predicted Rank

Soviet Union
West Germany
France

United Kingdom
Italy

Fast Germany
Sweden
Czechoslovakia
Poland
Netherlands
BLEU
Switzerland
Denmark
Romania

Spain
Yugoslavia
Hungary
Norway
Austria
Finland
Bulgaria
Greece

Turkey

Ireland
Portugal
Iceland

00 =3 O Ul dx WiV +—
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RHO =.9971




TADLE 14 (Cont'd)

ECONOMIC POWER BASE
1968

Country

Actual Rank

Predicted Rank

Soviet Union
West Germany
France

United Kingdom
Italy

East Germany
Sweden
Czechoslovakia
Poland
Netherlands
BLEU
Switzerland
Denmark
Romania

Spain
Yugoslavia
Hungary
Norway
Austria
Bulgaria
Finland
Greece
Turkey
Ireland
Portugal
Iceland

O 0 =) ONU R W

O 0= O i W

RHO = .9959




TABLE 14 (Cont'd)

JSCONOMIC POWER BASE

1969
Country Actual Rank Predicted Rank

Soviet Union 1 1
West Germany 2 2
France 3 3
United Kingdom 4 4
Italy 5 5
East Germany 6 6
Czechoslovakia 1 8
Sweden 8 7
Poland 9 9
Netherlands 10 10
BLEU 11 11
Switzerland 12 12
Romania 13 14
! Denmark 14 13
Spain 15 15
Hungary 16 16
Yugoslavia 17 18
Norway 18 17
Austria 19 19
! Bulgaria . 20 21
Finland 21 20
Greece 22 22
Turkey 23 24
Ireland ' 24 23
Portugal 25 25
Iceland 26 26

RHO = .9966
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TABLE 14 (Cont'd)

ECONOMIC POWER BASE
1970

Country

Actual Rank

Predicted Rank

Soviet Union
West Germany
France

United Kingdom
Italy

East Germiany
Czechoslovakia
Sweden

Poland
Netherlands
BLEU
Switzerland
Romania
Denmark
Spain

Norway
Hungary
Yugoslavia
Austria
Bulgaria
Finland
Greece
Turkey
Ireland
Portugal
Iceland

O 00 NONU AW~

[

OV bt bt et bt b et bt Bt b
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TABLE 15
MILITARY POWER BASE

Country % Difference

BLEU 4.50
Poland 4.65
Soviet Union 5.41
Romania 5.86
Italy 5.95
France 6.69
Netherlands 7.72
Czechoslovakia 8.02
United Kingdom 8.94
Sweden 11.12
West Germany 11.57
Denmark 11.60
Yugoriavia : 11,64
Bulgaria 12. 71
Spain 13.07
Greece 15. 30
Norway 15.82
Hungary 17.51
Austria 17.71
Finland 17.77
Portugal 18.71
Switzerland 19. 87
Turkey 21.40
East Germany 22.48
Ireland 31.91
Iceland® -

?Iceland does not have a military establishment and
the actual MPB for this nation is 0 in each year.
Therefore, percentage differences between actual
and predicted scores cannot be calculated.




. military power base. (See also Table 17 for year-by-year difference

for each country.)

Table 16 presents the simple correlation between military power-base
errors and military power-base predictor variables. In all cases, ex-
cept for lagged turmoal, the relationship is weak. Putting lagged tur-
moil aside for a moment, it should be evident that no other independent

variable is producing a systematic error in the predictions.

The lagged turmoil variable, which shows the strongest relationship
with the MPB errors, influences the military power-base measures

through the manpower component (see Table 9 ) and tends to produce

TABLE 16
SIMPLE CORRELATIONS

MPB Predictors :MPB Errors

DEF/GNPt 1 .065

GNP -.022

CONFLICT LOG/ALIGNR -.015

t-1

GNP*ALIGNR -.003
T URMOIL .044

MIL MANPOWt 1 .013

TURMOILt 1 .308

POP:ALIGNR .002

- CONFLICT LOGt .026
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TABLE 17

MILITARY POWER-BASE INDEX
United Kingdom

Actual Predicted % Difference

724,81 726,45
736.98 782.92
847.47 896. 08
874.00 918.43
923,55 957.07
718.18 962.66
700. 94 796.59
755.75 777.66

— W
Wb b ONONO

Austria

Actual Predicted % Difference

5.99 1,58 27
7.43 7.39 1
8.84 12,66 43
10.28 9. 76 5
10. 77 12.65 17
10.91 12.31 13
11,87 13.70 15
12.02 14.49 21




TABLE 17 (Cont'd)

MILITARY POWER-BASE INDEX
BLEU

Predicted % Diffcrence

22.22
39: 3.1
49. 78
47, 65
52: 35
54,65
57.16
63.11

Denmark

Actual Predicted: . % Difference

21.24 16. 49 22
21.65 18.95 12
26.74 26.97 1
28.63 31.09 9
32,00 30,16 6
32.43 36. 84 14
33,78 38, 66 14
33,54 38. 48 15




TABLE 17 (Cont'd)

MILITARY POWER-BASE INDEX

France
Yecar Actual Predicted % Difference
1962 475,94 467.48 2
1963 495. 09 533,91 8
1965 601,56 595, 48 1
1966 665.98 642. 77 3
1967 728:13 761.18 5
1968 751,64 801.42 7
1969 | 741.20 788.58 6
1970 678.13 821,62 21
West Germany
Year Actual Predicted % Difference
1962 639.19 673.95 5
1963 704,89 702,64 0
1965 633.51 747.22 18
' 1966 636. 32 699.23 10
1967 650.11 732.91 13
' 1968 535,21 737.92 38
1969 - 621.62 596. 74 4
1970 7217. 05 695. 21 4




MILITARY POWER-BASE INDEX

TABLE 17 (Cont'd)

Italy

Year

Actual

Predicted

% Difference

1962
1963
1965
1966
1967
1968
196y
1970

111.30
133.93
162,19
183.90
184.80
189.26
190.33
214.79

110,53

115,66
153.05
181.00
197.98
200.06
212,02
210.96

[
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Netherlands

Year

Actual

Predicted:

% Difference

1962
1963
1965
1966
1967
1968
1969
1970

54.79
56.13
69. 86
13e 112
85.72
85.96
100.47
110,22

56.98
60,58
82.63
75.56
76. 40
93. 82
94. 95
113.19

—
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TABLE 17 (Cont'd)

MILITARY POWER-BASE INDEX

Norway

Predicted % Differcnce

15.67 - 19
21.95 11
24,21 18
35,45 20
23.20 26
31.82 13
41, 38 14
41,64 5

Sweden

Actual Predicted- % Difference

82,01 79.40
89.70 92.11
111,22 121.41
131.69 109. 65
127.16 153. 64
122,27 135,94
152.28 141,52
138.63 163.77




TABLE 17 (Cont'd)

MILITARY POWER-BASE INDEX

Switzerland

Ycar Actual Predicted % Diffcrence

1962 39.20 44, 36 13

1963 39.59 52.96 34

1965 47,15 55.20 17

1966 53.12 62, 46 18

1967 47.97 61.38 28

1968 44,17 55.52 26

1969 51.49 58.67 14

1970 54, 44 59. 81 10

Finland

Year Actual Predicted: % Difference
' 1962 11.78 9.03 23

1963 9.00 10.72 19

1965 10. 61 9.58 10
’ 1966 10,73 12.32 15 :
I 1967 11,26 12.84 14 f

1968 12.21 12.96 6

1969 9.99 13.98 41
| 1970 10. 17 11.57 14
{
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TABLE 17(Cont'd)

MILITARY POWER-BASE INDEX

Greece
Year Actual Predicted % Difference
1962 11. 40 13,67 20
1963 11. 76 12. 12 4
1965 13. 64 15. 30 12
1966 15,79 10,26 35
1967 21,39 16.59 22
1968 25.20 19, 39 23
1969 29.90 30.17 1
1970 33.79 31.99 5
Ireland

Year Actual Predicted: % Difference

{
1962 2.48 2.66 7
1963 2.48 2.84 14
1965 2.76 6.96 N 152

) 1966 3.06 2.32 24
1967 3.11 3.25 5

| 1968 1.92 1. 81 6

] 1969 2.70 2.35 13

; 1970 2.67 3,57 34

{

.

|

l
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TABLE 17 (Cont'd)

MILITARY POWER-BASE INDEX

Portugal
Year Actual Predicted % Diffcrence
1962 15.55 13. 86 <11
1963 14, 04 3.88 72
1965 15.46 15.20 2
1966 17.36 13,79 21
1967 23.26 20.22 13
1968 25.08 27.24 9
1969 25.19 25.37 1
1970 29.70 23.24 22
Spain
Year Actual Predicted: % Difference
1962 30.50 26.48 13
1963 32.64 29.34 10
: 1965 39.15 41.46 6
1966 55.00 42,82 22
1967 73.04 62.39 15
1968 . 66.38 76. 29 15
1969 67.96 72.54 7
1970 89.54 74.36 17
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TABLE 17 (Cont'd)

MILITARY POWER-BASE INDEX
Turkey

Predicted % Difference

15.12 29
20.53 7
28.96 10
28.93 5
27,72 14
25.02 30
35.49 6
43,66 71

Yugoslavia

Actual Predicted: ‘o Difference

.4.22 16.13 13
14, 54 17. 16 18
26.49 31,87 20
26.64 31,40 18
26.00 28.23 9
30.43 29. 64 3
40,52 36,27 10
46,33 47,15 2




TABLE 17 (Cont'd)

MILITARY POWER-BASE INDEX

Bulgaria
Year Actual Predicted % Difference
1962 16.55 19.58 18
1963 21,33 19.48 9
1965 13.56 17.02 26
1966 15. 70 15,56 ;
1967 15.58 17.90 15
1968 16, 77 18. 05 8
1969 20,43 18.52 9
1970 20.40 23.73 16
Czechoslovakia ,
Year Actual Predicted % Difference !
1962 100.03 92. 89 7
1963 104.87 110. 25 5
1965 102. 90 107. 04 4
i 1966 103.99 116,39 12 .
1967 119.58 112. 80 6
1968 118.28 142,16 20
1969 129.71 128.99 1
1970 159,53 144, 33 10 F
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TABLE 17 (Cont'd)

MILITARY POWER-BASE INDEX

East Germany

Year Actual Predicted % Difference
1362 74.45 33,24 © 55
1963 71.22 98.57 38
1965 81.41 84. 65 4
1966 83.81 101,04 21
1967 95. 06 104, 76 10
1968 185.92 118,56 36
1969 215,51 231,56 7
1970 239.93 258.28 8
Hungary
Year Actual Predicted: % Difference
1962 21.43 13,61 36
1963 29.06 23.92 18
1965 26,22 30.56 17
, 1966 22.62 30.15 ) 33
1967 22.54 26,00 15
1968 26,30 25.87 2
1049 32,61 30.55 6
197¢ 42.88 37.44 13

124




TABLE 17 (Cont'd)

MILITARY POWER-BASE INDEX
Poland

Actual Predicted % Difference

83.02 87.22
91.15 91.55
104,70 109. 98
117.70 121.04
127.29 120.02
154,70 143,06
184, 7C 166.07
212.61 211.48

mowm
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Romania

Actual Predicted % Diffcrence

23,01 23.08
21.48 25.43
22. 84 24,43
25.13 26,28
27.67 29.27
32.68 32.03
39.29 39.13
42.50 46.13
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TABLE 17 (Cont'd)

MILITARY POWER-BASE INDEX

Soviet Union

Year Actual Predicted % Differ~nce
1962 7046. 50 7132.70 1
1963 7016. 10 7559, 00 3
1965 6511.90 7619, 60 17
1966 6602. 90 7165. 00 9
1967 7109.60 7277.90 2
1968 8121. 40 7802. 10 4
1969 9054. 60 8956. 50 1
1970 9415, 00 9548, 60 1

an understatement of the postdicied value. S5imila. to our analysis of
the economic dimension, the effects of the turmoil variable are most
prominent for small nations because of the inordinate influence of

turmoil relative to the low values of other components for these nations.

However, the major factor that produces a wider difference between
acturl and postdicted values on the military dimension than on the eco-
nomic dimension is the greater renge of change associated with a na-
tion's military power base. The components of the military measure,
defense expenditures and manpower, are far more subject to policy
manipulation than are the elements of the economic dimension. There-
féqe, the military power-base measure will vary to a greater degree
from year to year. Tables 18 and 19 illustrate the greater variation

in the military measure vis-a-vis the economic dimension.
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TABLE 13

ABSOLUTE PERCENTAGE CHANGE
IN POWEK-B.ASE MEASURES BY YEAR

BLEU

Year EPP % Change MPB % Change

1961
1962
1963
1964
1965
1966
1967
1968
1969
1970

[—
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Average

Absolute % Range:
lL.ow
High
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Visual inspection of Table 18 shows the far greater variation in the
military power base of BLEU from year to year than in its economic
power base. The absolute range of change in MPB ranges from a low

of 1.6 percent in 1965 to a high of 15. 1 percent in 1970.

The corresponding changes for the economic dimension range from

1.6 percent in 1966 to 6.3 percent in 1962. The average change in

the EPB measure is 3.8 percent per year while MPB changes on the

average by 7.2 percent, almost twice as much. The same conclusions

flow from the data on Portugal (See Table 19).
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TABLE 19

ABSOLUTE PERCENTAGE CHANGE
IN POWER-BASE MEASURES BY YEAR

Portugal

Year EPB % Change MPB % Change

1961

1962 4.3 1.6

1963 4.8 9.7

1964 6.8 12.3

1965 6.4 2.0

1966 2.5 12.3

1967 9.2 34,0

1968 6.2 7.8

1969 1.9 0.4
0 1970 6.8 17.9

Average 5.4 10.9

Absolute % Range:

Low 1.9 0.4

3 High 9.2 34,0

As with the economic power-base dimension, however, the accuracy
of rank position is the most important criterion for evaluating the mili-
tary power base. Here again, the military power-base score of any
given nation alone is meaningless. The score itself does not translate
into anything visible in the real world. Rather it allows nations to be

compared in terms of military power and provides meaningful informa-

tion to the analyst.

Table 20 indicates the accuracy of the forecasting model for predicting
rank order on the military power-base dimension. Itis noteworthy

that even the volatile nature of the military power-base indicators
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TABLE 20

RANK-ORDER CORRELATION BETWEEN
ACTUAL AND PREDICTED MILITARY POWER BASE

Year® RHO
1962 .9651
1963 .9822
1965 ,9815
1966 .9870
1967 . 9870
1968 .9768
1969 . 9891
1970 .9788

® predictions for 1964 are not included because
alignment data are missing for that year. Con-
sequently, a rank-order correlaticu cannot be
d calculated.

introduces very little distortion in rank prediction. The degree of
association between actual and postdicted military power-base ranks is

always above .96 and in most years above . 98.

The actual and postdicted ranks for each of the 26 nations from 1962

to 1970 are presented in Table 21. For a large majority of the cases,
the postdict;ad rank is the same as the actual rank. Where there is de-
viation between actual and postdicted ranks it is usually by one or two
rank positions. Moreover, the rank differences that do occur are within
groups of nations that are, by any measure, relatively equal in their
fnlilitary potential. Consequently, little if any information distortion is

introduced by these minor rank discrepancies.
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TABLE 21

MILITARY POWER BASE
1962

Country

Actual Rank

Predicted Rank

Soviet Union
United Kingdom
West Germany
France

Italy
Czechoslovakia
Poland

Sweden

Zast Germany
Netherlands
Switzerland
BLEU

Spain
Romania
Hungary
Turkey
Denmark
Norway
Bulgaria
Portugal
Yugoslavia
Finland
Greece
Austria
Ireland
Iceland
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TABLE 21 (Cont'd)

MILITARY POWER BASE

1963
Country Actual Rank Predicted Rank
Soviet Union 1 1
United Kingdom 2 2
West Germany 3 3
France 4 4
Italy 5 5
Czechoslovakia 6 6
Poland 7 9
Sweden 8 8
East Germany 9 7
Netherlands 10 10
' Switzerland 11 11
BLEU 12 12 3
Spain 13 13
Hungary 14 15
Turkey 15 17
Denmark 16 19
Romania 17 14
Bulgaria 18 18
Norway 19 16
‘ Yugoslavia 20 20
Portugal 21 24
Greece 22 21
Finland 23 22
Austria 24 23
Ireland 25 25
Iceland 26 26 1
J
RHO = .9822
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TABLE 21 (Cont'd)

MILITARY POWER BASE
1965

Country

Actual Rank

Predicted Rank

Soviet Union
United Kingdom
West Germany
France

Italy

Sweden

Poland
Czechoslovakia

East Germany
Netherlands
Switzerland
BLEU

Spain
Norway
Denmark
Yugoslavia
Turkey
Hungary
Romania
Portugal
Greece
Bulgaria
Finland
Austria
Ireland
Iceland
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TABLE 21 (Cont'd)

MILITARY POWER BASE
1966

Country

Actual Rank

Predicted Rank

Soviet Union
United Kingdom
France

West Germany
Italy

Sweden
Poland
Czechoslovakia
East Germany
Netherlands
Spain
Switzerland
BLEU

Norway
Denmark
Turkey
Yugoslavia
Romania
Hungary
Portugal
Greece
Bulgaria
Finland
Austria
Ireland
Iceland
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TABLE 21 (Cont'd)

MILITARY POWER BASE
1967

Country

Actual Rank

Predicted Rank

Soviet Union
United Kingdom
France

West Germany
Italy

Poland
Sweden
Czechoslovakia
East Germany
Netherlands
Spain

BLEU
Switzerland
Turkey
Denmark
Norway
Romania
Yugoslavia
Portugal
Hungary
Greece
Bulgaria
Finland
Austria
Ireland
Iceland
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TABLE 21 (Cont'd)

MILITARY POWER :ASE

1968

Country

Actual Rank

Predicted Rank

Soviet Union
France

United Kingdom
West Germany
Ttaly E

East Germany
Poland

Sweden
Czechoslovakia
Netherlands
Spain

BLEU
Switzerland

Norway
Turkey
Romania
Denmark
Yugoslavia
Hungary
Greece
Portugal
Bulgaria
Finland
Austria
Ireland
Iceland
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TABLE 21 (Cont'd)

MILITARY POWER BASE
1969

Country

Actual Rank

Predicted Rank

Soviet Union
France

United Kingdom
West Germany
East Germany
Italy

Poland

Sweden
Czechoslovakia
Netherlands
Spain

BLEU
Switzerland
Yugoslavia
Rorr ania
Turkey
Norway
Denmark
Hungary
Greece
Portugal
Bulgaria
Austria
Finland
Ireland
Iceland
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TABLE 21 (Cont'd)

MILITARY POWER BASE
1970

Country

Actual Rank

Predicted Rank

Soviet Union
United Kingdom
West Germany
France

East Germany
Italy

Poland
Czechoslovakia

Sweden
Netherlands
Spain

BLEU
Switzerland
Yugoslavia
Hungary
Romania
Norway
Greece
Denmark
Portugal
Turkey
Bulgaria
Austria
Finland
Ireland
Iceland
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CONCLUSION

We have presented the results of an effort to con:eptualize, measuse,
and forecast national power base as a central environmental descriptor
in a long-range forecasting model. We use power base to denote the
human and material resources available to a nation to influence the
behavior of other nations. At the outset of this research effort we

made a sharp distinction between power base as the resources avail-
able to influence other nations, that is, attributes of a nation, and power
as a relationship, that is, the success a nation realizes in shaping the

behavior of other nations.

It is important to remember that while success in a power relationship
(winning, or obtaining an objective) may depend heavily on the resources
% nation can mobilize, the outcome cannot be predicted with certainty

by reference to any composite power-base measure. The limitations

on the usefulness of material power are contingent upon many factors,
such as the vulnerabiii*; of the target nation, the general relation<hip

between the nations involved, and the credibility of the attempt.

For these reasons the conception of power base used in this long-range

forecasting model should be interpreted as one factor among many that

determines the outcome of a power relationship. For example, it is

evident that Japan is a greater economic powsr than the Arab oil states.
Yet the leaders of the Arab world are able to influence Japanese policy

toward Israel by capitalizing on Japan's need for oil imports.
Nevertheless, conceptualizing power base as an attribute of natior , is
an important factor for understanding international politics. A growing

quantitative literature substantiates the common-sense hypothesis that
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a nation's size, and to a lesser extent development, predict its amount

56 . .
of international interaction. Galtung hypothesizes that world inter-

action patterns are rank dependent. L He ranks nations on a number
of dimensions such as size, wealth, military power, and degree of
development, and suggests that higher ranked nations will engage in
more total interaction and more interaction with other highly ranked

nations.

In the construction of the power-base descriptor for the long-range fore-
casting model we have integrated the size, wealth, and development
variables into one economic dimension and have considered the mili-
tary variables as a separate dimension of national power base. Each
nation was then ranked on the two dimensions providing a relative

power-base index.

The index score itself should not be interpreted as an absolute mea-

sure of national power. As we noted, the score does r.ot represent

7 Charles F. Hermann, and Maurice A. East, '""Do Nation-Types Ac-

count for Foreign Policy Behavior ?'" (paper delivered at American
Political Science Association Meeting, Washington, D,C., Septem-
ber 1972); Stephen Salamore and Charles F. Hermann, '""The Effect
of Size, Development, and Accountability on Foreign Policy Be-
havior in Dyadic Relationships'' (paper presented at International
Studies Association Meeting, San Juan, Puerto Rico, March 1971);
Johan Galtung, '""East-West Interaction Patterns, ' Journal of Peace
Research, No. 2 (1966), pp. 146-174; R.J, Rummel, '"Some Dimen-
sions in the Foreign Behavior of Nations, ' Journal of Peace Re-
search, No. 3 (1966), pp. 201-223.

Galtung says that "rankings have a tendency to be concordant, in the
sense that a nation that ranks high on one dimension has a tendency
to also rank high on other dimensions.'" See Galtung, "East-West
Interaction Patterns, ' p. 146. See also Lasswell and Kaplan,
Power and Society, p. 94.




anything in the real world although it is suggestive of magnitude of cif-
ferences between nations. More importantly, the index ranking indi-
cates which nations have greater or lesser nationdl power bases rela-

tive tc other nations.

In this context, the power-base descriptor is a useful variable for pre-
dicting the level of participation of 2 state in international interactions.
In this respect, national power-base ranks direct the attention of the

analyst to those states most likely to be involved in international politics.

The forecasting models for the two dimensions of national power base
proved to be quite accurate in ranking the European nations. On the
economic dimension, the postdiction results show a degree of associa-
tion between actual and postdicted rank of better than .99, and on the
military dimension at least greater than . 96, and usually over .98.

It is clear, then, that the models developed represent a reliable means

of predicting national power-base rankings over the long range.




CHAPTER 3: INTERNAL INSTABILITY

INTRODUCTION: THEORETICAL CONSIDERATIONS

During the last decade, the literature of quantitative social science

has focused increasingly on various aspects of the performance of
political and social systems. Political scientists, in particular, have
begun considering the de facto operation of political systems in addi-
tion to the de jure organization of those systems. Students of com-
parative politics have begun relating the nature of cutputs to the demands
placed upon the systems' decisionmaking structures, and comparing

the organization of those structures themselves.

One aspect of a political system's performance that has received con-
siderable attention is the degree to which the system is able to main-

tain a reasonable degree of internal stability. ! Theoretical and

; See, for example, R.J. Rummel, '"Dimensions of Conflict Behavior

Within Nations, 1946-59, " Journal of Conflict Resolution, Vol. 10
(1966), pp. 65-73; R.J. Rummel, ""Dimensions of Conflict Behavior
Within and Between Nations,'' General Systems Y:arbook, Vol.8
(1943), pp. 1-50; Raymond Tanter, '"Dimensions of Conflict
Behavior Within and Between Nations, 1958-60,! Journal of Conflict
Resolution, Vol. 10 (1966), pp. 41-64; Douglas }". Bwy, ''Political
Instability in Latin America: The Cross-Cultural Test of a Causal
Model, ' Latin American Research Review, Vol. 3 (1968), pp. 17-
66; Ivo K. Feierabend ana Rosalind L. Feierabend, '"Aggressive
Behaviors Within Polities, 1948-62: A Cross National Study,' Jour-
nal of Conflict Resclution, Vol. 10 (1966), pp. 249-27]; Betty Nesvold,
"Scalogram Analysis of Political Violence, ' Comparat ve Political

. Studies, Vol. 2 (1969), pp. 172-194; Ted Robert Gurr -vith Charles
Ruttenberg, The Conditions of Civil Violence: First T:sts of a
Causal Model (Research Monograph No. 28, Center of International
“tydies, Woodrow Wilson School of Public and International Affairs,
Princeton University, 1967); Ted Robert Gurr, '"A Causal Model of
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empirical studies of this performance characteristic have, for the
most part, studied its absence, that is, internal instability. In that
context several terms, among thera turmoil, revolt, subversion, in-
ternal war, and domestic conflict have been used to characterize in-
ternal instability. These terms have taken on rather precise and well-
defined meanings in both the theoretical and empirical literature on
internal instability, and have been operationalized and measured in
surprisingly consistent ways. 2 Such consistency has enabled political
theorists to generate and subject to empirical disconfirmation a wide
variety of hypotheses about the conditions under which different types
of instability are most likely to occur, and to do so in a wide variety
of historical and contemporary settings. 3 The existence of this com-
paratively well-developed body of theoretical and empirical literature
allows us to approach the problem of long-range forecasting of these

phenomena from a rather substantial base.

Civil Strife: A Comparative Analysis Using New Indices,' Ameri-
can Political Science Review, Vol. 62 (1968), pp. 1104-1124; Ted
Robert Gurr, Why Men Rebel (Princeton: Princeton University

Press, 1970); Ted Robert Gurr, '"Sources of Pebellion in Western
Societies: Some Quantitative Evidence,' Anials of the American Aca-
demy of Political and Social Science, Vol. 39 {1970), pp. 128-144;
and Ted Robert Gurr and Muriel McCleliand, Political Performance:
A Twelve-Nation Study (Beverly Hills: Sage Publications, Inc., 1971).

& See Rummel, ""Dimensions of Conflict Behavior Within Nations'';
Tanter, '"Dimensions of Conflict Behavior Within and Between Na-
tions'"; and Gurr, Why Men Rebel, and "A Causal Model of Civil
Strife. "

3

See Feierabend and Feierabend, "Aggressive Behaviors Within Po-
lities''; Chalmers Johnson, Revolution and the Social System (Stan-
- ford: The Hoover Institution on War, Revolution and Peace, 1964);
 Charles Tilly and James Rule, Measuring Political Upheaval
(Princeton: Center of International Studies, Princeton University,
1965); Harry Eckstein, Internal War: Problems and Approaches
(New York: The Free Press, 1966); and Har -y Eckstein, '"Or the
Etiology of Internal Wars," History and Theory, Vol. 4 (1965),
pp. 133-163.
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At the same time, however, we must recognize that previous examina-
tions of internal instability focused upon rather instantaneous explana-
tions of the occurrence of various forms of jiternal instability where
the events or conditions hypothesized to '"cause' instability occurred
at nearly the same point in time as the instability itself. Models of
this sort, while useful in generating hypotheses about short-term de-
terminants of instability, are not appropriate for long-range forecast-
ing purposes. Long-range forecasting requires models that focus upon
longe:r-lagged determinants of instability and allow knowledge about
the present state of the world to be used in generating expectations
about future levels of instability in nations. This is not to imply that
changes in public policies have no immediate or short-term effects on
the extent of internal instability in naticne, but rather that many such
changes cannot themselves be forecast over tne long range. Long-
range forecasts must generate expectations about future values of in-

ternal instability on the basis of present conditions.

Accordingly, we seek to develop a long-range forecasting model of in-
ternal instability that considers two basic types of explanatory or pre-
~ dictor variables--those predictors that bave a rather long-run impact
on instability and whose present values are known to the forecaster,
and those predictor variables that, although affecting internal instabil-
ity almost ipstantaneously, are themselves subject to forecasting.
Long-range forecasts, then, must be based on the known values of the

long-lagged predictors as well as on forecasts of short-term predic-

tor variables.

In.this chapter of the Long-Range Environmental Forecasting Study we
seek to use state-of-the-art forecasting techniques to generate expec-

tations about the levels of internal instability in 26 European nations
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in the 1980's. Consistent with previous theoretical and empirical

work, we consider instability to be composed of two distinct dimen-

sions--turmoil and revolt. = We view turmoil as Jes.abilizing activi-

ties aimed at altering governmental policies or practices, and revolt

as destabilizing actioas aimed at replacing governmental policymakers
or altering the structure of the policymaking process itself. These dis-
tinctions are not intended to impute motives to the actors who partici-
pate in various acts of instability. Rather, the distinctions rest upon
that relatively well-developed body of theoretical and empirical litera-

ture on internal instability mentioned previously.

Few of these research efforts were limited to the European context.
Thus, ithe distinction between t'irmoil and revolt applied on a global
scale may not hold. Such a situation would not prevent the model from
producing forecasts of the relative levels of turmoil and revolt in the
European nations during the period 1985 to 1995. Elimination of that
distinction would, however, limit the applicability of the forecasting
model to a single region and remove the present study trom that well-
developed body of theoretical and empirical literature on internal in-
stability. If turmoil and revolt are faund to be significantly reiated in
the European context, the distinction between them will be maintained,
but their linkage will be explicitly examined and included in the fore-

casting model.

OPERATIONALIZING INSTABILITY

Five kinds of events have generally been used to measure turmeil and

See Rummel, ""Dimensions of Conflict Behavinr Within Nations"';
Tanter, ""Dimensions of Conflict Behavior Within and Between Na-
tions''; Gurr, Why Men Rebel, and "A Causal Model of Civil Strife."
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revolt. Turmoil has been operationalized with measures of antigovern-
ment demonstrations and antigovernment riots while revolt has been
measured by occurrences of assassinations, coups d'etat, and armed
attacks against public and quasi-public institutions. 2 We have tried to
maintain consistency with these measurement s-hemata in this ana-
lysis. However, the lack of widespread assassinations and attempted
coups d'etat in post-World War II Europe has prevented us from using

them as measures of revolt here.

In the absence of useful data on assassinations and coups, armed at-
tacks againct public and quasi-public institutions are used as a mea-
sure of revolt. This usage is somewhat at odds with the normal con-
ception of revolt which involves government take-over by force. How-
ever, it would be difficult to imagine.a forceful take-over of govern-
ment institutions that did not involve armed attacks. 7Thus, using
armed attacks as a measure of revolt provides an inclusiv.: operation-
alization of revolt which is particularly relevant in the European con-

text.

The two previously used components of turmoil mentioned above--
antigovernment demoncirsations and riots--are summed to form a
composite measure of turmoil. Unfortunately, these event counts

only indicate the number of times destabilizing activities occur; they
suggest nothing about thei: scope or severity. For examgple. a riot
that involves a relatively small number of pecple and results in but
'slight property damage may receive the same event count as another
riot that involves thousands of people and results in hundreds of deaths.

In order to weight the event counts by their relative severity, the

Ibid. )
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number of deaths resulting from domestic conflict is used as a weight-

ing factor.

The event counts for turmoil and revolt are examined and found to

be highly skewed. Nations of high interest to the United States which
allow relatively free and open reporting on domestic occurrences

tend to have high levels of ireported turmoil and revolutionary events.
Thus, the observed skewness in these measures reflects, in part, dif-
ferential levels of -eporting in the news sources for the various Euro-
pean nations. ¢ A log (X + 1) transformation is used to reduce this
observed skewness, and results in measures with a lower bound of
zero, corresponding to the complete absence of turmoil and revolt.
This transformation, then, counteracts the reporting bias in the avail-

able data.

The number of deaths resulting from domestic conflict is also found to

be a highly skewed measure of the intensity of internal instability.

Accordingly, this measure is subjected to a log (X 4+.10) transformation,

See Gordon Hilton with Farid Abolfathi, Robert Mahoney, and
Herman Weil, "The Role of Customer Expectation in Political
Science' (Northwestern University Mimeo: Spring 1972); and Farid
Abolfathi '"Data Ccllection in the Civil Strife Project' (Northwestern
University Mimeo: Spring 1972). See also Edward Azar, et al.,
"The Problem of Source Coverage in the Use of International Events
Data, " International Studies Quarterly (September 1972); Edward
Azar, Richard Brody, and Charles McClelland, '"International
Events Interaction Analysis: Some Research Considerations, ' In-
ternational Studies Series No. 02-001 (Beverly Hills: Sage Publi-
cations. 1972); Philip M. Burgess and Raymond W. Lawton, 'Indica-
tors of International Behavior: An Assessment of Events Data Re-

, search, ' International Studies Series No. 02-010 (Beverly Hills:
Sage Publications, 1972). Several investigators have found a con-
sistent relationship between event data counts and levels of report-
ing of events, both domestic and international.
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which results in an intensity measure with a lower bound of 1.0 and,
for the 1948-65 time period, an upper bound of approximately 10,
limits that are intuitively satisfying for a weighting factor. We sug-

gest that a part of the skewness of deaths from domestic conflict also

. 7 o
results from differential levels of newspaper reporting. In this case,

however, it is likely that rather exact death tolls are available for

nations for which the New York Times provides extensive coverage,

while exaggerated body counts are more likely where the newspaper
coverage is less intense. The log transformation also provides some

raduction of this bias in the deaths from domestic conflict measure.

Of course, we expect some overlap between numbers of events and in-
tensity of internal inscability; deaths from domestic violence cannot
occur in the absence of domestic-violence events. Nonetheless, the
extent of such overlap actually found in the European countries is sub-
stantially less than the linkage between the different classes of insta-
bility events. As Table 1 suggests, the intensity of instability can be
considered distinct from, but related to, thg number of instability
«vents; furthermore, differential levels of newspaper coverage in the
various European countries may bias these two measures in opposite
ways. Past research suggests that both of these statements are true:
intensity of instability is an important measure of internal instability

in conjunction with the number of destabilizing events. In additicn,

7 .
The research on biases in event measures taken from news sources

cited above suggests this rather complex biasing. In both the event
counts and the deaths, the accuracy of the available data is directly
related to the thoroughness of news coverage in the various nations.
The transformations tended to reduce the impact of the most extreme
'and inaccurate ¢ zores in the distributions. Of cour se, if non.-
European nations, for whom news reporting is generally less in-
tense, were included in this study, the news-scurce bias would

have been even more extreme.
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RANKINGS OF NATIONS ON

TABLE 1

INTERNAL INSTABILITY EVENT MEASURES

(highest to lcwest scores)

Turmoil Events Revolt fvents Intensity
Italy Greece Hungary
France France Greece
West Germany Italy Poland
United Kingdom Hungary Soviet Union

BLou®
East Germany
Poland
Czechoslovakia
Spain

Soviet Union
Greece
Turkey
Austria
Hungary
Portugal
Romania
Denmark
Finland
Yugoslavia
Buigaria
Sweden
Ireland
Netherlands
Norway
Switzerland
Iceland

East Germany
West Germany
Poland

Spain

Ireland

Soviet Union
BLEU

United Kingdom
Austria
Romania
Portugal
Yugoslavia
Turkey
Switzerland
Denmark
Czechoslovakia
Sweden
Finland
Bulgaria
Norway
Netherlands
Iceland

East Germany
France

Italy
Czecltoslovakia
Turkey

Spain

Portugal
Yugoslavia
Denmark

BLEU

United Kingdom
2L.ustria

West Germany
Finland

Ireland i
Bulgaria
Iceland
Switzerland
Netherlands
Norway
Romania
Sweden

RANK-ORDER CORRELATIONS

Turmoil Events Revolt Events Intensity
Turmoil Events ). 00
Revolt Events . 47
Intensity o & 1.00
1 =

Belgium /Lux :xmbourg. Hereafter BLEU.
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for many nations, particularly those of Eastern Eurocpe, relatively low
numbers of turmoil and revolutionary events are reported; yet the num-
bers of deaths reported are very high and are presented in numbers
rounded off to the nearest thousand, a characteristic of gross, esti-
mated, and often exaggerated body counts. Both the low numbers of
reported instability events and the exaggerated body counts are partly
a function of low intensity reporting, that is, of relatively inaccurate

data.

Levels of both turmoil and revolt are computed by multiplying the
transformed event data for each category by the intensity weighting

factor, the transformed death tolls. Since the transformations in all

cases adjust for the expected direction of reporting biases, and those

biases are in opposite directions, combining the fwo measures in a
multiplicative manner further offsets the effects of these biases. The
composite measures of the levels of turmoil and revolt, then, are in-
tended to tap two dimensions of instability--the number of destabilizing
activities of each type that a nation experiences, as well as the rela-

tive scope and severity of thuse actions.

A word of caution is needed, however, concerning the ability to inter-
pret these composite measures. If event data are used without being
weighted by an intensity factor, the forecasts generated could be re-
transformed so that they would constitute predictions about the num-
bers of riots, demonstrations, and armed attacks expected in the vari-
ous European nations during the 1980's. Analyses of levels of turrioil
and revolt, however, cannot be similarly interpreted. Forecasts
generated on the basis of these composite measures must be interpreted
in a relative sense since they reflect the levels of instability expected

for a nation relative to the other European'nations. In short, although
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these scores have interval properties and can be analyzed using power-
ful parametric statistical techniques, there are no observable occur-
rences in the world that correspond exactly to any given unit of turmoil
or revolt. Thus, the measures should bz interpreted as ordinal and
used for comparing the levels of instability among the various Euro-
pean nations. In forecasting instability from these composite measures,
the most appropriate kind of output is rankings of the European nations.
Rankings suggest comparative levels of expected instability and in no

way imply expected absolute event counts.

Table 2 presents rankings of the European nations on the composite
measures of the levels of turmoil and revolt for the period 1948-1965.
During that time span, these measures were relatively highly corre-
lated with one another, sharing abnut 29 percent variance in common.
Some of this correlation is undoubtedly a function of the use of the in-
tensity weighting factor in both composite measures. An examinaiion
of composite event scores, howesver, reveals a correlation of .47
between turmoil and revolt. In short, only about 8 percent of the over-
lap between turmoil and revolt is attributable to the weighting factor;
- most of the observed linkage between turmoil and revolt represents a
real relationship between the two types of internal instability in the

European nations.

One can think of many reasons why turmoil and revolt are distinct on
a global basis and yet highly related within Europe. In many parts of
the world, particularly in Latin America and the Middle Eas!, revolu-
tion is often caused by personality conflict, disputes over the proper
structure of governments, and military leaders. Some theorists have
gone so far as to suggest that in those contexts, revolt may be a way

of life that is not destabilizing within polities where it is expected.
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TABLE 2

RANKINGS OF NATIONS ON
COMPOSITE MEASURES OF INTERNAL INSTABILITY
(highest to lowest scores)

Level of Turmoil Level of Revolt
Hungary Greece
Greece Hungary
Poland France
Italy Poland .
France Italy 1
Soviet Union East Germany
East Germany Soviet Union
Czechoslovakia Spain
3 Spain West Germany
. Turkey BLEU
United Kingdom . United Kingdom
West Germany Turkey ' J
BLEU Austria
Portugal Ireland
Denmark Portugal
. Austria Yugoslavia

Yugoslavia Czechoslovakia
Finland Romania
Romania Denmark
Bulgaria Switzerland
Ireland Finland
Sweden Bulgaria

’ Netherlands Norway ’
Norway Netherlands
Switzerland Sweden
Iceland Iceland

s ]

RANK-ORDER CORREI. ATIONS

Level of Turmoil | Level of Revolt

Level of Turmoil 1.00
Level of Revolit .55 ) 1.00
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Clearly that is not the case in Europe. For the most part, countries

of Europe have existed long enough to develop regularized and accepted
procedures for investing constitutional authority in leadership groups.
Activities that seek to bypass those procedures are unusual, unexpected,

and highly destabilizing.

The observation of revolutionary activities in the European context,
then, can be usefully viewed as evidence of very serious internal in-
stability. As we shall show later, revolt can be seen in that region

as an escalation of turmoil-like behavior, and in fact is found only when

turmoil itself reaches high levels.

Are we speaking any longer of two distinct types of internal instability ?
Or are we instead observing two different levels of internal instabil-
ity--a relatively low level of protest behavior characterized by demon-
strations and riots, and a much more intense and serious escalation

of that protest behavior characterized by armed attacks against govern-
mental and quasi-public institutions? We think the latter is a more
realistic view for the European countries. 'We see revolt there as the
exacerbation of domestic conflict behavior, an escalation of turmoil.
No doubt revolt still has consequences much more serious than tur-
moil; the very structure of the polity is threatened. But it is a dis-

tinction based on level rather than type.

Serious questions need to be raised at this point concerning the validity
of these measures of internal instability within the European context.

8 " :
Many scholars™ view indicators as valid only to the extent that they

Cronback and Meehl note that, "To make clear the meaning of a
concept is to set forth the laws--relationships--within which it
occurs, ' so that validation is the examination of these relationships.

152




e i SE sy —— - SR il i
q-

behave in accordance with our theoretical expectations and with pre-
vious empirical findings. Clearly these indicators do not. Either new
indicators must be used for turmoil and revolt that are not in fact
linked, or the laws that are used to explain internal instability must
be altered, at least as they are applied to the European milieu. We
think the latter is a more viable approach. Clearly the indicators
selected for use here have been valuable when applied on a world-
wide basis; there is no reason to believe that situation has changed.
Any extension of this effort to other regions of the world should rely
upon those measures and theories that have previously been useful in
explaining internal instability. At the same time there are historical
circumstances and developments unique to the European context that
suggest difierent patterns of behavior there than in developing regions
of the ‘world. If we distinguish between turmoil and revolt while expli-
. citly recognizing the linkages between the two classes of domestic con-
flict in Europe, we can generalize in the forecasiing model and at the

same time consider the unique aspects of the European milieu.

PREDICTORS OF INTERNAL INSTABILITY

| " As the foregoing suggested, the nations that comprise Eastern and
Western Europe in many ways constitute a rather unique political
system. They represent, at the present time at least, two majo«s
military and economic blocs. The nations of Eastern Europe are tied

quite closely to the Soviet Union, both in terms of military agreements

See Lee J. Cronback and Paul E. Meehl, "Construct Validity in
Psychological Tests," Psychological Bulletin, Vol. 52 (1955), p. 29n.
'~ See also T.R. Gurr, Politimetrics (Englewood Cliffs, N.J.: Preauce
'Hall, Inc., 1972), pp. 47-48; and James A. Caproascu, 'Theory
and Method in the Study of International Organization, " Internation-
al Organization, Vol. 25 (1971), pp. 228-253.
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and in tcrms of econom’c interaction patterns., To a more limited
extent, the nations of Western Europe are similarly associated with the
United States, although the strength of these ties is decrea sing. None-
theless, tor the past 20 years, social scientists have viewed these
groups of nations as two power blocs. The nations comprising these
blnocs are often thought to differ greatly on ideological bases, econo-
mic traasaction patterns, and on the nature of the outcomes of public
policies of their respective political systems. Whether or not such
differences are in fact real, they present certain obstacles to the social

scientist who desires to utilize them as the basis for comparisons.

At the same time, what we are developing here is a general forecast-
ing model for the European nations that permits integrated forecasting
of five central environmental descriptors. We will use this model to
generate forecasts of the relative extent to which internal instability
is expccted in the European nations. The model compares nations'
levels of turmoil and revolt, and considers the linkages between in-
stability and the other descriptors under examination. Such a model
does not ignore the unique aspects of the Eufopea,n context; rather,
special consideration of that context is made to insure a truly com-
‘parative model. The problem of data comparability between Eastern
and Western European nations and the unexpected linkage between
turmoil and revolt in those countries exemplify this necessity. This
is not to imply that all relevant aspects of the European milieu are
being considered in the construction of the system-wide comparative
model. We are, however, considering these questions and are gen-

erating solutions to the extent that our resources allow.

The goal of this work is to develop an integrated forecasting model

for five central environmental descriptors. We are forecasting each
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of these descriptors in such a way that the linkages among them are
used as explicit components of those forecasts. The forecasting model,
then, takes the form of a set of simultaneous equations, with one or
more equations for each descriptor. Multip!~ regression analysis is
the basic quantitative technique employed in estimating the parameters
of each equaiion. Such estimates, when made for all important link-
ages between instability and the other descriptors, and for all impor-
tant relationships between instability and the exogenous variabl s,

provide a viable postdictive model to serve as the basis for forecas.ing.

Sep: rate multiple regression equations are developed and analyzed for
the levels of turmoil and revolt. A series of independent variables
drawn from the theoretical and quantitative literature on internal in-
stability serve as the potential predictors of our two dependent vari-
ables. Some of these predictors, of course, are other central environ-
r.>tal descriprors. On the basis of their relative explanatory value,

a subset of those predictor variables is included in the predictive
forecasting mudel. What follows is a brief description of the potential
predictors considered, their conceptual definitions, suggested opera-

tionalizations, and the logic behind their initizl inclusion in the analysis.

Other Central Environmental Descriptors

Four other central env. onmental descriptors, or components of cen-
tral environmental descriptors, are hypothesized to affect the levels
of turmoil and revolt in the European countries. These four predic-
tors are trade, national power base, international aligament, and

population.

Trade. We suggest that nations that are highly dependent upon the




foreign sector for a large proportion of their gross national product
are in a more economically p*:?cariqus positiorn than those not as le-
pendent. This is especially true of any nation whose dependence is
upon only one or a few foreign powers because changes in a foreign !
government's policies that severely reduce or stop the flow of trade

can seriously affect the dependent nation's economy. 2 To the extent

that such dependence is recognized by the nation in question, and to i
the extent that the nation's citizens consequently feel economic inse-

curity, political instability could result. The Cuban economy, for t
example, was highly dependent upon the production and exportation of

cane sugar during the dccade of the fifties. Most of the sugar produced

in that nation was exported to the United States. In the very early

1960's the United States, for political reasons, stopped importing

Cuban cane sugar, and Cuba's economy suffered serious consequences.

The threat ot economic collapse in Cuba was, in fact, quite real at

that point in time, ard carried with it the potential for internal insta-

bilivy.

The relationship between the trade descriptor and turmoil and revolt

is viewed here as a relative matter. That is, a nation's economy he-

c omes more dependent upon the foreign sector as the percentage of

its gross national product associated with that foreign sector increases.
'"hus, trade values are adjusted to make them relative to nations' GNP.
In addition, we noted earlier that concentration of relati\{e trade among
one or a few foreign powers is an important part of the linkage betwecn
trade and internal instability. Michaely trade concentration ratios,
calculated from dyadic trade data, are used as a component of the

trade predictor in the internal instability equations. Specitically,

9

Gurr, Why Men Rebel.
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then, we hypothesize that internal instability varies directly with the
quantity of a nation's trade relative to its gross national product, and

directly with the concentration ratio of its foreign trade.

National Power Base. The relationships among instability, trade as

a percentage of GNP, and trade concentration are, we think, mediated
by the value of a nation's power base, particularly the economic com-
ponent of that power base. A nation can have a large percentage of

its economy linked to the foreign sector and its trade can be concen-.
trated among a few nations; but if the nation's economy is very large
and very strong, such a situation does not put the nation in such a
perilous economic situation. By utilizing the economic power compon-
ent of the national power-base descriptor, we hypothesize that the re-
lationship between internal instability and trade is inversely mediated

by the value of the nation's economic power base.

Moreover, we believe that a nation's power base, both the economic
and military components, directly affects the nation's level of inter-
nal instability. Gurr, " among others, suggests that a government's
ability to suppress instability varies inversely with that nation's level
of instability. Specifically, he argues that as the relative size of the
regime's military forces and internal security forces increases, the
level of observed instability in that nation decreases. A regime's
capacity to suppress internal instability is perhaps measured best by
the level of its military power base within the context of this interac-

tive forecasting model. The work of Gurr and other students of inter-

'na.l instability, then, leads us to hypothesize that the levels of turmoil

and revolt in a nation vary inversely with the value of its military

power base.

" Gurr, "A Causal Model of Civil Strife."
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Several theorists also argue that the extent of a nation's economic
development alsn affects its level of internal instability. Gurr speci-
fically finds that instability is sensitive to the level of a nation's GNP,
its GNP growth rate, the level of energy consumption per capita in the
country, the extent to which its economy provides technical and pro-
fessional jobs, and the level of investment in the nation's economy. il
Taylor12 suggests that the probability of revolutionary activity de-
creases with greater GNP per capita, and with greater rates of growth

in GNP. The Feierabends13 also argue that a positive rate of change

in income is correlated with increasing internal stability.

This set of variables is best represented by the economic power-base
descriptor within the context of our integrated forecasting model. As
measures of the le el of economic dévelopment, these variables are
usually highly correlated, and are used here as componeats of a na-
tion's economic power base. Accordingly, we hypothesize that high
values of a natio.'s economic power base are related to low levels of

internal instability in the nation, and vice versa.

International Alignment. It has been suggested that instability is related

1
to the degree to which a natiou is aligned with major powers. . Since

|
= Ibid.

e Charles L. Taylor, "Turmoil, Economic Developiment and Organ-
ized Political Opposition" (paper delivered at the A 'nual Meetings
of the American Political Science Association, September 1970).

Feierabend and Feierabend, "Aggressive Behaviors Within Polities."
4
L Jonathan Wilkenfeld, ""Domestic and Frreign Conflict, " Conflict
Behavior and Linkage Politics, ed. by Jonathan Wilkenfeld (New
York: David McKay Company, Inc. 1973).
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nations that are highly aligned with major powers are given added legit-
imacy by virtue of that alignment, and since, to some extent at least,
their military forces are freed from external defense requirements for
use in suppressing internal instability, we expect nations so aligned

to evidence lower levels of observed instability than would otherwise

be expected.

Again, however, the power biase at a nation's disposal is expected to
modify this relationship; nations that have the economic and military
resources to deal with instability on their own need not depend upon
alignment with major powe:rs to help them suppress destabilizing ac-
tivities. In short, we exmect nations that are more aligned with major
powers to show fewer signs of instability than would otherwise be ex-
pected, excep* when those nations have the resources to suppress that

instability withcut the assistance of alignmenrts.

Specifically, analysis of the international alignment descriptor yields

measures of the extent to which nations are aligned with major powers. 15
We hypothesize, then, that internal instability varies inversely with

. the extent of a nation's major-power alignment, and that this relation-

ship is mediated inversely by the summed valu: of a nation's economic

and military power bases.

Population. Taylor suggests that the size of a nation is an important

factor in accounting for its level of internal political disturbance. His
hypothesis is that a state with more people has a greater probability

of a high level of irstability than does one with fewer people simply

[}

Sce !International Alignment,'" Chapter 6 of this volume.




because there are more individuals who may become involved in d.-
stabilizing activities. 1o The present population of the nations ex-
amined in this study ranges from about 2 to 3 hundred thousand in
Iceland and Luxembourg to mcre than 230 million in the Soviet Union.
Such wide variation permits us to consider populaiion as a potentially
useful predictor of internal instability in the context of Eastern and

Western Europe.

Excgenous Predictors of Internal Instability

In addition to the previously mentioned predictors of internal instabil-
ity that are, themselves, descriptors of interest here, several pre-
dictors of instability will be examined that aite exogenous, or outside,
the integrated forecasting model. Tilese variables lie outside the
forecasting model since their values are predetermined with respect
to that model. The exogenous predictors of instability considered
here include previous levels of internal instability, negative govern-

ment sanctions, and regular power transfers.

Previous Levels of Internal Instability. Nearly all errpirical research

into the causes of internal instability in nations reveals that previous
levels of instability are strongly linked to the present level of internal
; gz 1hT = .
instability. Rubin. in fact, argues thiat past levels of tlomestic con-

flict are the dominant predictors of internal instability at any given

16
Charles L, Taylor, '"Political Development and Civil Disorder"

(paper presented at the Arnu.t Meeting of the American Polit:cal
Science Association, September 1969), p. 7.

17
Gurr, "A Causal Model of Civil Strife''; Rummel, "Dimensions of

Conflict Behavior Within Nations'; Tanter, ""Dimensions of Conflict
Behavior Within and Between Nations.,''.
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point in time. Obviously one can see that turmoil or revolutionary

activity that began in one time period and c_ontin;aes into the next time
frame under analysis produces a strong relationship between instability
in the two time frames. Probabl: more significant, however, is the
impact of arguments that justify infernal instakility on the basis of its
past success. 19 That is, if a nation has a history of high levels of
instability that has brought change. in governmental policies and prac- .
tices, or in the governmental structure itself, that history of success
provides an impetus for utilizing turmoil or revolt to solve present
problerns or to relieve present dissatisfactions. In short, suc cessful

use of destabilizing activities reinforces their use.

Previous levels of turmoil and revolt are measured in the same
manner as the dependent variables under examination here. Event
counts cf riots and demonstrations are summed and subjected to a
log (X + 1) transformation, and event counts of armed attacks are
transformed tc icg (X + 1) as well. Both transformed event scores
are then multiplied by the intensity weighting factor, computed by
subjecting deaths due to domestic conflict to a log (X + 10) transfor-

mation.

Negative Government Sanctions. As noted earlier, we nypothesize

that the level of internal instability in a naticn is inversely related to
the government's resources for suppressing such instability. Also of
importance, however, is the government's willingness to employ poli-

tical violence itself. Negative government sanctions are used as a

18

Theodore Rubin, "Summary: Environmental Information Service'
(Santa Barbara, Calif.: TEMPO), p. xv.

19 Gurr, Why Men Rebel. .
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measure of a nation's tendency to employ coercive capabilities to sup-

press perceived threats to the regine.

The two components of the level of negative government sanctions
are‘(a) government executions; and (b) other government sanctions,
defined as '"...actions taken by the authorities to neutralize, suppress,
or eliminate a perceived threat to the security of the government, the
regime, or the state itself. 20 Other government sanctions, then,

are themselves a summary measure comprised of censorship, restric-
tion of political participation, and espionage activities of the regime

in power.

We suggest that a history of high levels of negative government sanctions
is directly related to the levels of present turmoil and revolt. That

is, anationwitha history of numerous government sanctions is likely

to experience a very high level of internal instability. Negative govern-
ment sanctions are the government's contribution to the overall level

of political violence that characterizes a particular society. While

such sanctions are probably a reaction to previous levels of turmoil

and revolt, we are particularly interested here in the degree to which

they serve as a spur to further internzl instability.

Consistent with our previous methodological discussion, let us note
that negative government sanctions are a long-lagged exogenous vari-
able. That is, the present level of government sanctions is not hy-
pothesized to affect the present level of internal insecurity, but rather
a history of government sanctions is expected to serve as a useful pre-

dictor of turmoil and revolt.

» Charles L. Taylor and Michael C. Hudson, World Handbook of Polit-
ical and Social Indicators II (First ICPR ed.; Ann Arbor, Michigan:
Inter-University Consortium for Political Research, 1971), p. 15.
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Regular Power Transfers. Major and minor regular transfers of

power are used here as measures of tha legitimacy of a nation's govern-
ment. Gurr and McClelland suggest that the maintenance of authority,
operationally defined as the replacement of governments without dis-
“uptive conflict, is a prime component of a regime's legitimacy, and
that the degree of internal :astability in a nation is negatively related

to the degree of legitimacy bestowed upon the national governine.it.

A major regular power transfer is defined as, '...a change in the
office of national executive from one leader or ruling group to another
that is accomplished through conventional, legal, or customary proce-
dures and uriccompanied by actual or directly threatened physical
violence. 8% Minor regular transfers of power subsume events that
modify the membership of a national executive body, but do not repre-
sent a transfer of formal power from one group or leader to another. 5
Minor transfers can be viewed as one way to adapt to perceived poli-
tical pressures short of losing formal control of the government.
They are similar to major transfers in that both measure the degree
to which a government exhibits long-term ffexibility and long-term
legitimacy. As was the case with negative government sanctions,
major and mincr power transfers cin be either responses to or causes
of internal political instability. Aguin, however, we shall be concen-
trating our efforts on forecasting internal instability and shall view

major and minor regular power transfers as predictors of instability.

1

L Gurr and McClelland, Political Performance: A Twelve-Nation Study.
& Taylor and Hudson, World Handbook of Political and Social Indica-
{ " tors il.
l 25 Ibid., pp. 85-86. ‘
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Just as negative government sanctions arc not expected to have in-
stantaneous impacts on instability, regular power transfers are not
viewed as simultaneous causes of internal instability. That is, we do
not regard the occurrence of a regular power transfer, or a series of
regular power transfers, as predicting relatively low levels of inter-
nal instability in the subsequent period. Rather, we view the history
of power transfers in a nation as relevant to the forecasting of inter-
nal instability. We hypothesize that nations with histories of regular
rather than irregular power transfers view their governments as re-
latively more flexible and are, accordingly, less susceptible to

high levels of internal instability. Regular power transfers, then, fit

into the category of a long-lagged predictor of internal instability.

ANALYSIS OF THE INSTABILITY MODEL

Nine variables, four of which are other central environmental de-
scriptors, are initially selected as potentially useful predictors of
internal instability. These nine are used to construct a postdictive
regression model of internal instability. That equation, shown below,
takes into account the hypothesized linkages between each of the nine
predictors and the level of internal instability in nations. The equation
is examined for two dependent variables--the levels of turmoil and
revolt in the European nations--and is altered where necessary in

accordance with criteria for good estimation.

Y. =B, +7,Y +v (Y2X3) v Y4 v (Y +Y_ ) +B8,X
1 0 1 ltl ZT_- 4 W + 3'°3° 75 171
3 375
"B X, Y Yt e
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Strife (TURMOIL and REVOLT)

1
Y2 = foreign trade as % GNP (TRADE)
Y3 = economic power base (EPB)
Y4 = level of major-power alignment (ALIGNR)
Y5 = military power base (MPB)
Y6 = population (POP)
Xl = negative government sanctions (SANCTION)
XZ = regular power transfers (POWTRAN)

X3 = Michaely concentration ratio (MICHAELY)

Those predictors that do not evidence strong linkages “vith turmoil

and revolution are removed from the final forecasting equation. Es-
timates of the direction and strength of the linkages for the remaining
predictors are developed with minimum-information, maximum likeli-
hood methods. These estimates are used to generate.forecasts of the
levels of turmoil and revolt fcr the European nations during the

© 1985-1995 time period.

Predictors with Weak Linkages to Instability

Several of the predictor variables hypothesized to be related to the
levels of turmoil and revolt in the European nations are found initizlly
to evidence extremely weak linkages to the level of internal instability
in those countries. Those predictors are relative trade

TRADE (MICHAELY)
EPB

» national power base (EPL + MPB), international
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alignment (-———-———EPB iy MPB) populaticn (POP), and regular power transfers

(POWTRAN). Table 3 shows the squared correlation (R.Z) of each of

these excluded predictors with both turmoil and revolt.

As Table 3 suggests, national power base, international alignment, and
regular power transfers appear virtually useless as predictors of
either turmoil or revolt. Several reasons can be offered for the de-

viation of our results from previous findings and hypotheses.

TABLE 3
WEAK PREDICTOR VARIABLES

Predictor R2 with TURMOIL R2 with REVOLT

TRADE (MICHAELY)

EPB .062 .036

EPB + MPB .022 .004

ALIGNR

EPB + MPB 2981 Lo

POP .086 _ .039

POWTRAN .003 .006

National Power Base and Population. As we noted earlier, national

power base is hypothesized to be inversely related tothe level of both
turmoil and revolt in the European nations. The rationale for this
hypothesis is that research has shown that the level of internal insta-

bility in nations varies inversely with the nation's ability to suppress




that instability. &t Thus national power base, bo'h its economic and
military components, accurately reflects the resources at a govern-
ment's disposal for suppressing instability. I. short, our hypothesis

is based upon the notion that as a nation's economic and military power
bases increase, its ability to suppress internal instability also increases,

and the level of turmoil and revolt that it in fact experiences decreases.

However, we also noted that larger nations typically experience higher
levels of internal instability than do smaller nations because there are

many more individuals who may become involved in destabilizing activ-
ities. This, in fact, was found to he the case in our analysis of the

nations of Eastern and Western Europe.

The construction of the economic and military power-base indices,
however, produces measures which are highly colinear with size. The
economic powe.r-ba se index is composed of gross national product, pop-
ulation, and energy coasumption, while th: military power-base index
is composed of defense expenditures and military manpower. The re-
sult of this colinearity is that the positive relationship expected be-
tween instability and population and the negative relationship hypoth-
esized between instability and power base cancel each other out.

Table 4 shows correlation coefficients between the two measures of
national power base and population. As these coefficients suggest,
population and the two power-base measures are, in fact, highly
related, so that colinearity could result in the disappearance of

hypothesized relationships.

4 Gurr, "A Causal Model of Civil Strife."




TABLE 4

CORRELATIONS BETWEEN
POPULATION AND POWER BASE MEASURES

EPB MPB

POP . 945 . 953

Table 5 shows the difference between the simple correlation coeffi-
cients between turmoil and revolt and population and national power
base (EPB + MPB), and the partial correlations where population is
controlled for natior;al power base and power base, in turn, is con-

trolled for population. Several things are worth noticing in Table 5.

TABLE 5

COMPARISON OF SIMPLE AND PARTIAL
CORRELATIONS FOR POWEF. BASE AND POPULATION

Instability

Measures Simple Correlations Partial Correlations
POP | POWER BASE POP |POWER BASE

TURMOIL . 293 . 149 .529 -.479

REVOLT . 196 . 065 . 468 -.437

To begin, power base was hypothesized to be inversely related to the
ieyels of turmoil and revolt experienced by nations. However, the

simple correlations, which contain the colinearity between power base

and population, show a positive relationship between power base and
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internal instability. Once population is controlled, as the partial
correlations show, the direction of the relationship between power base
and internal instability becomes neg'ative, as hypothesized. The rela-
tionships between population and turmoil and revelt remain positive in
direction, as hypothesized. Second, the colinearit- between popula-
tion and power base resulted in a depression of the magnitude of the
relationships of each of these with turmoil and revolt. By itself, pop-
ulation explained only 8.6 percent of the variance in turmoil and 3.9
percent of the variance in revolt, while power base explained but 2.2
percent and 0.4 percent respectively. When combined into a multiple
regression equation, however, these two predictors explain together
29.6 percent of the variance in turmoil and 22. 2 percent of the vari-

ance in revolt.

Our analyses, then, suggest that both population and national power
base affect the level of instability experienced by nations, both in the
expected direction and with significant magnitude. Since those pre-
dictors are highly related, however, analysis of each of thern sera-
rately yields inconclusive results; neither shows simple relationships
with turmoil and revolt that are consistent with our hypotheses. Once
the counteracting influences of population and national power base are
pulled apart, however, the hypotheses are confirmed. In short, the
larger a nation is in terms of population, the greater the probability
that the nation will, in fact, experience high levels of internal instabil-
ity. At the same time, larger nations possess greater capabilities to
suppress such instability. As nations' resources for suppression in-
crease, the probability that they will experience high levels of turmoil

and revolt decreases.

Trade. We initially hypothesized that the more nations were
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economically linked with other nations, the greater their expected
level of instability. Specifically, we suggested that a measure combin-
ing the level of a nation's trade relative to its GNP, the concentration

ratio of that trade, and its economic power base would be positively

TRADE (MICHAELY)
EPB ]

was found to be negatively related to both measures of internal insta-

related to both turmoil and revolt. That measure,

bility. However, when D-TRADE, the difference in a nation's trade
from one year to the next, was examined, the relationship with both
turmoil and revolt was positive, consistent with our initial hypothesi.s.
It is important to note, however, that the relative trade measure varies
inversely with measures of the nation's size, population, energyv con-
surnption, and the like. Thus, smaller nations depend upon the foreign
sector for a larger part of their national income. Ani as we pointed
our earlier, smaller nations have lower probabilities of internal in-
stability since they have fewer individuals who can become involved in
turmoil or revolt. In short, our hypothesis failed to recognize the
linkage‘between trade and nation size, and resulted in misconceptuali-

zation of the linkage between irade and internal instability.

D-TRADE, however, is posifively related to measures of a nation's
size. Table 6 shows currelations of D-TRADE with gross national
product, population, energy consumption (EN CONS), defense expen-
ditures (DEFEX), and military manpower (MIL MANPOW). While
D-TRADE is consistently and significantly related in a positive manner
to these measures of nation size, it exhibits considerable variance

(at least 85 pe:cent) independent of nation size. When regressed upon
turmoil and revolt controlling for population, the D-1TRADE shows

the expected positive linkage to both turmoil and revolt, although that

linkage is not statistically significant for revolt.




TABLE 6
CORRELATIONS WITH D-TRADE

Components of Power Correlations

GNP .370
POP . 267
EN CONS .329
DEFEX . .185
MIL MANPOW 171

In short, because the construction of the original relative economic
interdependence measure included within it a large component of
variance attributakle to nation size, that measure did not show ex-
pected linkages to turmoil and revolt, and was not particuls rly useful
for forecasting internal instability. A surrogate measure, D-TRADE,
proved more useful, particularly when country size was statistically
controlled. That surrogate, however, predicted turmoil much more
strongly than revolt. Our initial argument linking economic interde-

" pendence and internal instability rested upon the notion that as a na-
tion became more economically interdependent with other countries,
its economy became more penetrable, more susceptible to disrnuption
from outside powers, and more prone to experience instability. Since
turmoil is more likely to result from economic disruption than is re-
volutionary activity, it is not at all surprising that chaages in trade

predict turmoil more strongly than revolt.

Internationz | Alignment. We hypothesized that the greater a nation's

major-power alignment, the lower the level of instability that nation




would face. This argument is based upon the observation that more
extensive major-power alignments both increase the legitimacy o." a
nation's government and free that government's political, economic,
and military resources from external defense requirements so that
they cau be used to suppress internal instability. Of course, we ex-
pected that this relationship would hold more for rzlatively weak na-
tions than for stronger nations. The measure constructed to test this

hreoiheid! ALIGNR
YPOIESiS, EPB + MPB’
that measure showed nearly zero relationship to either measure of

wa s intended to reflect this caveat. Frankly,

internal instability, TURMOIL or REVOLT. International alignment
explained only 1.7 percent of the variance in turmoil and only 1.9

percent of the variance in revolt.

It is important to realize that alignment .an be an important determin-
ant cf the level of internal instability in a nation only when the level

of such instability is ver'y high relative to the nation's resources to
suppress it. Thus, nations with typically low levels of turmoil and
revolt, or with adequate power-base resources to deal with instability,
have no incentive to increase their major-power alignments. For the
European nations, only France, Li.ly, Great Britain, and Spain had
consistently high levels of internal instability in the 1960's, and the
first three of these nations were certainly able to suppress that in-
stability without the need for extensive major-power alignmients. And
in Spain, the organization of that nation's resources for suppression
maximized their effectiveness in this regard. In short, the conditions
under which we would expect this hypothesis to hold simply are not

found in Europe during the 1960's.

Regular Power Transfers. Much the same can be said for the hypothe-

sized linkage between regular power transfers and internal instability.
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We noted earlier that when a nation has a history of regular, rather
than irregular, power transfers, those regular transfers serve as a
means of adapting to political pressure, and tend to preclude the ne-
cessity for destabilizing activities. Of course, this notion is based on
the assumption that, at least in some nations, irregular power trans-
fers such as coups d'etat are the predominant means of transferring
governmental power. As we noted above, however, coups are simply
an unknown phenomenon in contemporary Europe where the processes
of governmental change have become so regularized. In view of that,
regular transfers of governmental power probably would not reflect

the government's adaptability in the face of political demands and pres-
sures. This is not to say, of course, that regular power transfers are
not useful predictors of internal instability in other contexts. Certainly
in those regions where coups occur often, namely, the Middle East and
Latin America, a history of regular power transfers should predict

negative levels of turmoil and revolt.

In fact, regular power transfers explained less than 1 percent of the
variance in turmoil and revolt for the European nations. Moreover,
the weak linkage that was found between regular power transfers and
measures of internal instability was positive in nature; a history of
many regular power transfers predicted, although extremely wezkly,
high levels of turmoil and revolt. This, too, makes sense in the
European context where governments faced with high levels of insta-

bility are forced to call frequent elections, alter the constitutional

schema, and otherwise change in form in response to political pres-

sures.

Five predictors hypothesized to affect the level of internal instability
in nations were initially found to exhibit extremely weak linkages with
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measures of turmoil and revolt. Three of those measures--population,
national power base, and trade--are found to have the expected rela-
tionships with measures of instability only after the complex relation-
ships between instability measures and predictors are unraveled.

Two others--international alignment and regular power transfers--

are found to be unrelated to internal instability in the European context
because none of the European nations possessed the conditions under
which the linkages were hypothesized to hold. What follo ; is a de-
scription of those hypothesized relationships between turmoil and re-
volt and predictor variables that were found, on initial analysis, to

in fact hold.

Predictors with Strong Linkages to Instability

Only two predictor variables--past levels of instability and negative
government sanctions--were found to have the strong, hypothesized
linkages with measures of internal instability. The nature of the rela-
tionships between past instability and regative government sanctions
and present levels of turmoil and revolt are discussed in some detail

below.

Previous Levels of Internal Instability. As we noted previously, there

is a large body of theoretical and empirical work that suggests that
past levels of internal instability are strongly and positively related

to present levels of turmoil and revolt. » Table 7 shows simple

correlations of TURMOIL and REVOLT with TURMOIL (t-1) and

2
of Gurr, "A Causal Mode! of Civil Strife''; Rummel, '""Dimensions of

Conflict Behavior Within Nations''; Tanter, '""Dimensions of Con-
flict Behavior Within and Between Nations''; Rubin, "Summary:
Environmental Information Service'; Gurr, Why Men Rebel.
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REVOLT (t-1), and the simple correlation of TURMOIL with REVOLT.

As the table suggests, last year's turmoil explains about 25 percent of

TABLE 7
CORRELATIONS AMONG INSTABILITY MEASURES

1 TURMOIL | REVOLT | TURMOIL(t-1)} REVOLT(t-1)
TURMOIL 1.000
. REVOLT .496 1.000
TURMOIL(t-1) . 496 .415 1.000
| REVOLT(t-1) .488 . 464 I . 488 1.000

the variance in present turmoil, while previous levels of revolt ex-

plain nearly 22 percent of the variance in present levels of revolt.

Nearly as strong is the relationship between previous levels of turmoil

and present levels of revolt. High levels of- turmoil in the immediate

past predict high levels of revolt in the present. When controlling for 3
' present levels of turmoil, previous turmoil correlates with present .

revolt with R = .224. This finding suggests that high levels of turmoil

can escalate in such a manner as to encourgage revolutionary activity.

That is, when a nation's populace engages in destabilizing activity

aimec at altering governmenta\l policies or practices, and when that

activity continues over some period of time, it may escalate into at-

tempts to replace the governmental policymakers, or alter the policy-

fnla.king process itself. Not nearly as significant is the relationship be-

tween past levels of revolt and present levels of turmoil. When con-

trolling for present revolt, the correlation between past revolt and
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present turmoil is only .146. This suggests that revolutionary ac-
tivity, whether successful or unsuccessful, is a culmination of a se-

ries of destabilizirg activities.

One of the more interesting observed relationships among these mea-
sures of internal instability is the strong linkage between levels of
turmoil and revolt. The two measures of internal instability used
here, TURMOIL and REVOLT, shared about 25 percent of variance
in common. Revolt, in fact, is the single strongest predictor of tur-
moil, and turmoil the strongest and most consistent predictor of re-
volt. We interpret these results to indicate that one can not usefully
view either turmoil or revolt in vazuo. Clearly, when a nation's pop-
ulace is dissatisfied enough with its government's poiicies to attempt
to replace its poiicymakers or alter its policymaking process, that
populace is also amenable to changes in the present government's
policies and practices. Equally likely, if a nation's populace is dis-
satisfied enough with governmental poiicies to trigger destabilizing
activity, some membeis of that populace wi‘.ll also faver replacing

policymakers or the policymaking process enough to engage in revol-

utionary activity,

In short, nations that experience one type or level of internal instability
are also likely to experience others. Obviously, this is jar from an
é.stounding ;I)r0position. Nonetheless, it presents certain .nethodological
problems in our analysis of internal instability. If it is possible to
explain revolt adequately only with reference to turmoil, then some
means of explaining turmoil independently of revolt needs to be found.
i—Iowever, if an adequate explanation of turmoil requires the utilization
of revolt, a recursive explanation of revolt itself is not possible. This

problem will be discussed in more detail when the descripiuve and fore-

casting models for turmoil and revolt are considered.
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Turmoil and revolt, then, tend to occur in conjunction. Moreover,
previous levels of t oth turmoil and revolt affect present levels of re-
volt while present levels of turmoil é.re in part o function of previous
turmoil. Knowledge about this year's levels of turimoil and revolution-
ary activity, then, provides a reasonably strong predictor of next

year's levels of both types of internal instability.

Negative Government Sanctions. As we noted earlier, negative govern-

ment sanctions are composed of government execuiions and other ac-
tions taken by government authorities to neutralize, suppress, or elim-
‘nate a perceived threat to the internal stability of the nation. Nega-
tivz government sanctions are a government's contribution to the over-
all level of political violence in a country. While that contribution can
b-e either a response to previously high levels of turmoil and revolt, or
a spur to increased internal instability in the nation, or both, we view
negative government sanctions in the context of a predictor variable.
That is, we are concerned with the extent to which those sanctions con-

tribute to increased internal instability.

Consistent with this view, and without methodological distinction be-
tween short- and long-lagged predictor variables, we regard a nation's
historical patterns with respect to the implementation of these sanc-
tions as an important predictor of present levels of turmoil and revolt.
That is, we hypothesize that nations that have typically high levels of
negative sanctions are more prone to internal instability than are na-
tions with historically lower levels of negative government sanctions.
As Table 8 indicates, our analvsis suggests that pesitive and substan-
iial linkages exist between historical levels of negative government
sanctions and present levels of both turmoil and revolt for the nations

of Eastern and Western Europe. Of course, a history of high levels
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TABLE 8

CORRELATIONS WITH
NEGATIVE GOVERNMENT SANCTIONS

TURMOIL REVOLT

" SANCTION . 272 .318

of negative government sanctions in a nation may, in part, reflect pre-
viously high levels of internal instability because such sanctions are
often a response to turmoil and revolt. Even when past levels of tur-
moil and revolt are controlled, sanctions still evidence a .246 corre-
laticu with turmoil and a . 218 correlation with revolt. In other words,
a history of high levels of negative government sanctions contributes
to present levels of internal instability independently of the high levels

of previous instability that accompanied those sanctions.

Five variables initially hypothesized to be useful predictors of turmoil
and revolt were fouad, indeed, to exhibit substantial linkages to those
two measures of internal instability. Those five varjables are popu-
lation, national power base, fluctuations in international trade, pre-
vious levels of turmoil and revolt, and histories of negative govern-
ment sanctions. Additicnally, it was found that both types of internal
instability, turmoil and revolt, tend to occur simultaneously. That
is, a nation experiencing turmoil at the present time is also likely to
be experiencing revolutionary activity; revolt is usefully seen as an

escalation of turmoil activity.

The next two sections of this chapter will detail the construction of
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descriptive and forecasting models for both turmoil and revolt, com-
bining these predictors to form viable regression models for those
two dimensions of internal instability., The seventh section of the
chapter will present postdictive results using the forecasting models
for both turmoil and revolt. That will be followed by a concluding
section that discusses the more important weaknesses of this effort

and suggests improvements in long-range forecasting of domestic unrest

DESCRIPTIVE MODELS OF INTERNAL INSTABILITY

As we noted earlier, turmoil and revolt tend to occur simultaneously.
Describing a situation of that sort requires an analytic model that
permits full feedback so that turmoil can be used as a predictor of re-
volt at the same time that revolt is l:;eing used as a predictor of tur=- '-;,
moil. Such a model, then, requires simultaneous solution for both
turmoil and revolt. Two-stage least squares regression analysis is
ideal i this sort of situation since it allows full feedback between |
equations within a set of equations. If turmoil and revolt are each to
be predicted from a multiple regression equation, two-stage least
squares regression can be used to allow turmoil to be a predictor in
the equation for revolt and revolt to be a predictor in the turmoil

equation.

A Descriptive Model for Turmoil.

In addition to the above-mentioned predictors, the distribution of a na-
tion's major-power alignment, ALIGNS, is used here as a predictor
of turmoil. That measure is the cosine of th= major-power alignment
vector and varies between 0.0 and 1.0, reaching 1.0 when a nation's

major-power alignment li~c totally with the Soviet Union. Of course,
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when ALIGN § equals 0.0 the nation distributes its major-power align-
ment 100 percent with the United States. Essentially, ALIGNG® is
used here as a nondichotomous measure of government type. As

nations distribute their major-power alignment more with the Soviet

Union, they tend to exhibit higher levels of totalitarian behavior.

Thus, the observed strong negative relationship between turmoil and
ALIGNG is not surprising; the more totalitarian a nation's behavior is,
the grzater the nation's tendency to suppress riots and demonstrations,
and the less likely it is that riots and demonstrations that do occur

would be known to the outside world. Table 9 shows a ranking of the

.
3 nations of Eastern Europe on ALIGNY; ail other nations have a score
;‘ of less than .5 on that measure. E
E |
- . TABLE 9 .
' RANKINGS ON ALIGN§, 1950-1970
{ .
l Rank Country
1 Soviet Union
2 East Germany
* 3 Bulgaria ]
1 4 Hungary
1 5 Czechoslovakia
6 Romania
7 Poland
8 Yugoslavia
Moreover, theorists' notions concerning the linkages between the ex-
i ternal contlict of nations and the level of their internal instability led 3
180
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to the use of a significant predictor in the desc.iptive eyuation for tur-

moil, Simmel, Wright, and Rose)cra.nce26 are among many social ~
science theorists who argue that foreign conflict behavior of nations

and their level of domestic instability are closely related. Some be-

lieve that foreign conflici, particularly when extensive, prolonged, and

disliked by a nation's populace, can generate rather high rates of inter-

nal instability. Several empirical studies, 21 howe.ver, found little,

if any, relationship between international conflict behavior and domes-

tic instability. More recently, however, Wilkenfeld28 found that under

specified conditions, a very clear relationship does exist between a

nation's external conflict and its level of internal instability.

The two-stage least squares equation used to describe turmoil for the

| nations of Fastern and Western Eurdpe, then, contains ALIGN g, total

e L
5 5

external conflict with European nations, revolt, population, military
power base, and negative government sanctions. Table 10 shows the

| predictors of turmoil used in this descriptive model, their regression
coefficients resulting from the two-stage least squares regression, the

standard errors and t-statistics of those coefficients,and the explained

variance of the equation.

George Simmel, Conflict and the Web of Group-Affiliations (Glencoe,
Ill: The Free Press, 1955); Quincy Wright, A Study of War (2nd ed; 1
Chicago: The University of Chicago Press, 1965); Richard Rose-
crance, Action and Reaction in World Politics: International Systems

in Perspective (Boston: Little, Brown and Co., 1963).

il Rummel, '"Dimensions of Conflict Behavior Within and Between

Nations''; Tanter, '"Dimensions of Conflict Behavior Within and Be-
tween Nations''; Robert Burrowes and Bertram Spector, ""The Strength
- and Diraction of Relationships Between Domestic and External Conflict "
! and Cooperation: Syria 1961-67,'" Conflict Behavicr and Linkage Poli-
tics, Jonatran Wilkenfeld, ed. (New York: David McKay Co , Inc., 1973).

a8 Wilkenfeld, "Domestic and Foreign Conflict."
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; Two of the aforementioned prédictors-—previous levels of instability
and trade--are not included in this final descriptive equation. Pre-
vious levels of instability proved to be highly colinear with the com-
bination of present revolt, negative government sanctions, and popu-

lation, and offered no addiiional explanatory value once those variables

1 TABLE 10

1 3 DESCRIPTIVE EQUATION FOR TURMOIL

Predictor Coefficient | Standard Error | t-Statistic
Constant -. 18501 .09192 2.013
REVOLT .61053 .46392 1.316
ALIGNS 1. 99450 1.26680 1.574
POP .01348 .00514 2,621
MPB -.00078 .00033 2.311
CONFLICT . 00344 . 00230 1.499
S# ""CTION .00138 . 00069 1.997

were in the descriptive equation.

Trade proved to be highly colinear

! with a combination of international conflict, ALIGN®, and national
miiitary power base. Its inclusion in the equation in its present form

did not improve the descriptive quality of that equation.

As a whole, this descriptive equation for turmoil is quite satisfactory.
Each of the regression coefficients is larger than its re spective stan-
daird error, and each predictor contributes significantly to the overall
value of the equation. Moreovcr, the equation explains more than

65 percent' of the variance extant in turmoil for the European nations.
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A Descriptive Model for Revolt

Unfortunately, a satisfactory descriptive equation for revolt proved
substantially more difficult to construct. This is primarily due, we
think, to differences in the characteristics of turmoil and revolt for
the European nations. While levels of turmoil in the European nations
1 are reasonably regular from year to year, revolt appears to be = far

. more sporadic phenomenon. Nearly as important is the fact that the
« overall level of turmoil inthose countries from 1950 to 1970 was about

X twice as high as the level of revolt during that same time. In short,

turmoil is a regularized, recurring phenomenon that varies in scope

and intensity from one couniry to another, but is reasonably consistent

over time within nations. Thus, nations' characteristics, which also

show wide variation across countries but high consistency over time,

I can be useful in predicting levels of turmoil. Revolt, on the other hand,

exhibits no such temporal consistency. Table 11 shows the number of

years during the 1960's in which revolutionary activities were reported

for each Eurcpean nation. Only a few of these nations--Great Britain,

| France, West Germany, Italy, Greece, Poftugal, and Spain--had any

reported revolutionary activities in half of the years of the 1960's.

Most of the European nations, particularly those of Eastern Europe,

had revolutionary events reported for only 1, 2, or perhaps 3 years. ’
This temporal instability of reported revolt makes revolutionary activ-
ities difficult to predict from country characteristics.

1| Accordingly, most predictors of revolt are themselves event data.

Four predictors are used in the descriptive equation for revolt, one

.o,f which, national military power base, can be classified as a country

characteristic. The other three predictors are present levels of

turmoil, past levels of revolt, and present levels of international
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conflict. The strongest of these predictors is present levels of turmoil.
As we noted earlier, revolt most often occurs in conjunction with high

levels of turmoil and can, in fact, be viewed as an escalation of turmoil

TABLE 11

NUMBER OF YEARS FOR WHICH
REVOLUTIONARY ACTIVITIES WERE REPORTED

No. of No. of
Nation Years Nation Years
United Kingdom 6 Iceland 0
Austria 1 Ireland 4
BLEU 3 Portugal 7
Denmark 0 Spain 8
France 8 Turkey 3
West Germany 8 Yugoslavia 3
Italy 19 Bulgaria 2
Netherlands 2 Czechoslovakia 3 |
Norway 1 East Germany 4
Sweden 0 Hungary 1
Switzerland 2 Poland 4
Finland 0 Romania 1
Greece 6 Soviet Union 4

behavior. Tahle 12 shows the predictors of revolt used in this de- (
scriptive model, their regression coefficients resulting from the two-

stage least squares regression, the standard errors and t-statistics

‘'of those coefficients, and the explained variance of the equation. As

Table 12 indicates, each of the predictors of revolt has a coefficient
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substantially larger than its associated standard error; each regressor
is statistically significant. Although the equation explains only about
55 percent of the variance in revolt in the European nations during the
1960's, it is surprisingly strong given the highly unstable nature of

those revolutionary activities.

TABLE 12 3
DESCRIPTIVE EQUATION FOR REVOLT

Predictor Coefficient Standard Error t-Statistic
4 Constant -.03819 .03637 1.050
! l TURMOIL .41905 ..09129 4.590
REVOLT (t-1) .31835 .07614 4,189
' CONFLICT .09586 . 06566 1.460
3 ' MPB -.00003 . 00002, 1.771
R2 = .5463

| i FORECASTING MODELS OF INTERNAL INSTABILITY

ok s L

The descriptive models of turmoil and revolt discussed previously are
reasonably good approximations of the levels of these two kinds of in-

ternal instability for the European nations. As we alluded to earlier,

however, they form a completely closed feedback system which is in-

appropriate for forecasting purposes. By that we mean simply that

since turmoil is used tc¢ predict revolt, the level of turmoil in a nation

must itself be established before forecasting revolt. However, since

the descriptive turmoil model uses revolt as a predictor, the level of
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revolt must be known to generate a forecast value of turmoil for the
Furopean nations. In short, we need to know turmoil to forecast re-

volt, but we also need to know revolt to generate forecasts of turmoil.

Either turmoil or revolt must be forecast from country characteris-
tics and past event data. That is, if turmoil can be forecast from coun~
try characteristics, past turmoil and revolt, and past international
conflict, revolt can in turn be forecast partially from turmoil. Alter-
natively, revolt could first be forecast from these characteristics and

lagged event variables, and turmoil forecast on the basis of revolt.

What is needed is to translate the fully simultaneous descriptive inodels
of turmoil and revolt into block-recursive models that can be used for
forecasting purposes. One of the tyi)es of instability must be forecast
before future values for the other can be generated. Since turmoil is
temporally more stable than revolt, it is much more strongly linked

to courtry characteristics than is revolt. Flurthermore, since revolt
is often an escalation of turmoil behavior, we decided to predict tur-
moil first without using revolt as a predictor variable, and then to

foreca:t revolt using turmoil as a predictor of revolt.

This decision, of course, means that the overall quality of the turmoil
equation used for forecasting will be somewhat lower than the descrip-
tive turmoil model while the two models for revolt will be nearly
identical. However, since rfl,volt tends to occur only in the presence
‘of high levels of turmoil and since the turmoil equation is initially
stronger than the revolt equation, it is in a much better position to
withstand the debilitating effects of removing an important predictor

variable.
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A Forecasting Model for Turmoil

Six variables--population, past levels of internal strife, 29 ALIGNGS
(t-1), past national military power base, D-TRADE, and negative
government sanctions--are used in the turmoil forecasting model.
Population, national military power base, previous strife (turmoil +
revolt), and negative gcvernment sanctions are among the originally
hypothesized predictors of turmoil. As we noted earlier, D-TRADE
was utilized as an alternative measure of trade because the origiral

measure, TRADES\;;CHAELY), was too highly colinear with nation

size to be of value in a forecasting model that also included population.
Again, ALIGN§ is used here as a nondichotomous su rrogate for govern-
ment type; the higher a nation's score on this measure the more likely
that government will exhibit authorifarian tendencies. And auvtnoritar-

ian governments, clearly, are more prone to actively suppress turmoil.

Note thai past national military power base has been substituted for
present military power base in the forecasting model. The forecast-
ing process required that turmoil be forecast before generating fore-
casts for defense expenditures and military manpower because turmoil
itself is used as a predictor of those coniponents of military power
base. Since military power base is a highly consistent variable over
time (the correlation of MFB with MI'B(t-1) is . 998), this substitution
resulted in no substantial harm to the turmoil forecasting equation.

Table 13 shows the predictors of turmoil included in this model, their

coefficients, the standard errors and :-statistics of those coefficients,

and the explained variance for the equé.tion as a whole and its F-statistic.

2 cr : .
? Strife is computed by summing the turmoil and revolt scores for

eac1 nation. Thus, past strife equals ’1",URMOIL(t 1)+REVOLT(t 1)
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TABLE 13 | ,
FORECASTING EQUATION FOR TURMOIL

Predictor l Coefficient Standard Error t-Statisiic
Constant . 10479 .07111 1.474
POP .01980 . 00320 6.181 -
STRIFE(t-1) .09153 . 05528 1. 656
ALIGNG -.25117 . 10001 2.511
MPB(t-1) -.00063 .00010 6.452
SANCTION .00190 . 00082 2.327
D-TRADE -.00005 .00002 2.229

R2 = .4648

F =17.801

Each of the coefficients is substantially larger than its respective
standard error, and each is statistically significant. Although the
F-test of significance for the regression equation as a whole indicates
that the regression is highly significant, this forecasting equation ex-
plains only 46.5 percent of the variance in turmoil, nearly 20 percent

less than the descriptive equation for turmoil.

The reason for this substantial discrepancy in explained variance, of
course, is the absence of revolt as a predictor of turmoil. Yet in
order to actually generate forecasts of the central environmental de-
'scriptors under examination here, it is necessary to eliminate revolt
as a predictor of turmoil. Alternatively, turmoil could have been
eliminated as a predictor of revolt; but turmoil showed substantially
more temporal stability than revolt, was much more strongly linked

to country characteristics, and is more theoretically appropriate as a
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predictor of revolt than revolt is as & predictor of turmoil. Moreover,

since the turmoil equation was initially stronger than the revolt equa-
tion, the reduction in explained variance in turmoil proved less costly
to the overall value of the two internal instability models than would a

similar reduction in explziied variance in the model for revolt.
Table 14 shows the partial correlation coefficients of each of the six

predictor: with turmoil. Tabdle 14 can be used to discern the relative

TABLE 14
PARTIAL CORRELATIONS WITH TURMOIL

Predictor TURMOIL

POP . 487
STRIFE(t-1) . 148
ALIGN -.221
MPB(t-1) . -.503
SANCTION . 205
D-TRADE -.197

strength of the linkages between these predictors and turmoil, as well
as the nature of the relationships between the predictors and levels of
turmoil in the European nations. Clearly, population and national mili-
tary power base have the strongest linkages to turmoil. Each explains

about 20 percent of the variance in turmoil.

Three other variables each explain about 4 percent of that variance:

ALIGNS#, negative government sanctions, and D-TRADE. Past levels
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of turmoil and revolt explain only 2 percent of that variance when these
other predictors are controlled, far less than previous theoretical
work and empirical studies would suggest. Remember, however, that

simple correlations between turmoil and past turmoil and past revolt

.
-

show an R2 averaging about .25, that is, each of these components of
past strife explains about 25 percent of the variance of turmoil. Ob-
3 viously, some of that common variance is a function of the effects of

other predictors included in the model. This is simply to say that the
3 factors that contribute to turmoil in previous time periods also con-

tribute to present levels of turmoil.

Table 14 also reveals that three of these predictor variables--popula-

tion, past levels of turmoil and revolt, and negative government sanc-

tions--are related positively to present levels of turmoil. That is, as
. population, previous levels of turmoil and revolt, and negative govern-
, | ment sanctions increase, predicted levels of present turmoil also ]
increase. The other three predictors included in the forecasting equa-

tion are inversely linked to present levels of turmoil. As nations be-

come morve economically interdependent, distribute their major-power

alignment more with the Soviet Union, and increase their military :_

, power base, their predicted levels of present turmoil decrease.

Of course, with only 46.5 percent of the variance in present turmoil 4
explained by the forecasting equation, that equation is far from ab-
solutely reliable. In the following postdictive analysis, we will try

to determine those nations for which it is reasonably accurate, and

J those for which it is highly inaccurate. That analysis will present
! means for evaluating the value of this model for forecasting turmoil

in the nations of Eastern and Western Europe.
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A Forecasting Model for Revolt

Five variables--present levels of turmoil, previous levels of revolt,
present levels of international conflict, military power base, and GNP
per capita--are used in the predictor equation for revolt. Only two of
these predictors, military power base, and gross national product per
capita, are country characteristics. The other three are measures of
past revolutionary activity in the nation, present turmoil, which we noted
earlier was the single most consistent and strongest predictor of revolt,
and the level of the ration's present conflict with other actors in the

European system.

Several predictor variables originally hypothesized to affect the level
of internal instability in the European ngtions, some of which; in fa:t,
were found to affect nations' levels of turmoil, are not included in the
equation for revolt. Each of these variables--population, ALIGNS, the
nation'é history of negative government sanctions, and trade~--is a
predictor of the country characteristic type. Once present levels of
turmoil are used to predict present levels of revolt, these variables

do not add significant explained variance to the forecasting equation.

In addition to the previously discussed predictor variables, gross na-
tional product per capita is used as a predictor of revolt in this fore-
casting equation. GNP per capita relates inversely to levels of revolt
in the European nation; the wealthier a nation, the lower the probability
that it will experience high levels of revolutionary activity. If GNP

per capita is viewed as an improved relative measure of wealth, it

can be seen as a substitute for the hypothesized linkage between insta-
bility and GNP. Table 15 lists the predictors of revolt included in

this forecasting model, their regression coefficients, the standard
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TABLE 15
FORECASTINTG EQUATION FOR REVOLT

Predictor Coefficient Standard Error t-Statistic
Constant . 05907 .06089 0.970
TURMOIL . 34192 .05225 6.544
REVOLT(t-1) . 36825 .06%10 5.488
CONFLICT . 14614 . 06077 2.405
MPB -.00003 .00002 1.607
GNP/POP -.00004 .00003 1.469

R2 =.5270

F = 33.419

errors and t-statistics of those coefficients, and the explained vari-

ance for the equation as a whole and its F-statistic. Each of the re-

gression coefficients is substantially larger_l than its respective stand- 1
ard error, and the regression equation as a whole is quite significant
statistically, as indicated by the size of its F-statistic. However,

this forecasting model for revolt explains only slightly more than 50
percent of the variance in revolt for tﬁe nations of Eastern and Western
Europe. Rgther obviously, then, the forecasting model developed

here is differentially effective for the nations of Europe.

Table 16 shows the partial correlation coefficients of each of these

five predictor variables with leveis of revolt. These coefficients can
be used to discern the relative strength of the linkages between indi-
vidual predictors and revolt as well as the nature (direction) of those

relationships. As Table 16 indicates, present levels of turmoil
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TABLE 16
PARTIAL CORRELATIONS WITH REVOLT

Predictor REVOLT

TURMOIL .471
' REVOLT(t-1) .409
CCNFLICT .193
MPB -.130
GNP /POP -.119

and previous levels of revolt are by far the strongest and most reliable
predictors of revolt for the European nations. Not only are the ratios
of coefficient size to standard error (their t-statistics) substantially
1argér for these two predictors than for any otheis, indicating highly
reliable predictors, but together they account for nearly 34 percent

of the variance in revolt. The other three predictors--conflict, mili-
tary power base, and gross national product per capita--each account
for between 1 and 4 percent of the variance in revolt. Obviously, 11
rev.olt is primarily an escalation of high levels of turmoil, the exis-
tence of such turmoil and the past tendency for such escalation to occur
in a nation should be the predominant predictors of levels of revolt.

That, in fact, seems to be the case.

®ach of the predictors included here exhibits the hypothesized linkage
with revolt. Present turmoil and past levels of revolt, of course,
predict positively to high levels of revolutionary activity. International
conflict also predicts positively to levels of revolt; as nations become

more embroiled in international-conflict situations while they are
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already experiencing high levels of turmoil, attempts to replace policy-
makers arc likely. As was the case for turmoil, military power base
exhibits an inverse relationship witﬁ levels of revolt. Nations with
greater resources for suppressing revolutionary activity are likely to
experience lower levels of such activity. As we noted carlier, revolt
was also found to vary inversely with GNP per capita. Relatively
wealthier nations are rather unlikely to experience revolutionary ac-
tivity; nations with more vulnerable economies are also more politically

vulnerable.

These two equations are utilized within the integrated model to fore-
cast levels of turmoil and revolt for the European nations. Although
each of the equations contains coefficients relating predictors to tur-
r-noil and revolt which are in the expected directions, neither explains
substantially more than 50 percent of the variance in these two types

of internal instability. The next section of this analysis contains the g

s

results of postdictions ucing these two forecasting equations. Con-
sideration of those results will yield more precise information con-
cerning the reliability of these forecasting models for the various na-

tions of Eastern and Western Europe.

POSTDICTIONS OF INTERNAL INSTABILITY

Once the forecasting models for turmoil and revolt are developed,

fhey are used to generate "'expected' values of those two types of in-
ternal instability for the European nation:. The two equations are
used to ''predict" levels of turmoil and revolt for the 1960's. These
'"predicted' values are then compared with actual levels of turmoil

and revolt for that time period to determine for which nations the fore-

casting models prove especially accurate, and where they may be
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inadequate. This postdiction process pr duced information that can be

used to determine the reasons for various apparent inadequacies.

Specifically, data on each of the variables are available for the 10 years
from 1961 to 1976 inclusive. Thus, turmoil and revolt are postdicted
for these 10 years. For each of the 26 nations included in this study,
the series of 10 postdicted values of turmoil and revolt is compared
with the actual levels of internal instability experienced during that

time period.

Postdictions of Turmoil

Table 17 shows the mean of the absolute value of the residual for the
turmoil equation for each of the European nations. 20 In addition, the
table ranks the 26 European nations according to the size of their mean
residuals; the nations with lower ranks are those with the smaller dif-
ferences between predicted and actual levels of turmoil. The direc-
tion of the error in postdiction for the 26 nations is also shown. Thus,
a nation whose direction is "high' is one for whom postdicted levels

of turmoil are typically higher than actual levels. The direction of
error is determined by counting the number of a nation's postdicted
values that are "high' and the number that are '"low.'" A nation is
classified as having high postdictions if the number of '"high' postdic-

tions exceeds its number of '"low' postdictions.

As Table 17 shows, there is no apparent pattern to the distribution of

The residual is computed by subtracting the observed from the ''pre-
dicted" value. Thus, the absolute value of the residual ignores its
sign, and measures only its magnitude.
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TABLE 17

POSTDICTIVE RESULTS BY COUNTRY

Residual
Country Rank | abs(Actual-Predict) | Direction of Error
Iceland 1 .0738 High
Hungary 2 .0746 High
Finland 3 .0758 High
Bulgaria 4 . 1139 High
Sweden 5 . 1264 High
Denmark 6 . 1346 High
Netherlands 7 . 1468 High
Romania 8 . 1626 High
Switzerland 9 . 1755 High
Norway 10 . 1958 High
_Yugoslavia 11 .2015 High
Italy 12 .2161 Low
West Germany 13 . 2406 High
Austria 14 .2619 High
BLEU 15 . 2650 Low
Soviet Union 16 .2794 High
Spain 17 . 2998 Low
Portugal 18 .3061 High
Ireland 19 .3391 High
East Germany 20 . 3432 High
Greece 21 . 3451 Low
United Kingdom 22 . 3531 High
Czechoslovakia 23 .3580 Low
Turkey 24 . 3827 High
Poland 25 . 4243 Low
France 26 . 4410 Low

countries by the magnitude of their error in the postdiction of turmoil.
Although two of the large Western European nations, the United King-
com and France, have substantial error, others, including West Ger-

many, Italy, and Sweden, have much smalier error in the turmoil b
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postdiction. The Eastern Europeannations are also distributed rela-

tively evenly in terms of their turmoil postdiction error, with Bulgaria,

Romania, Yugoslavia, and the Soviet Union having fairly small amounts
of error, while East Germany, Czechoslovakia, and Poland show rather

substantial postdiction error.

An examination of the magnitude of postdiction error with reference to
the five central environmental descriptors under study here, however,

reveals some interesting patterns. Table 18 shows correlations of the

TABLE 18
CORRELATIONS WITH TURMOIL RESIDUALS

Turmoil Residuals
Predictor abs(Actual-Predict)

EPB .11
MPB .06
TURMOIL .31
REVOLT .34
ALIGNR .08
ALIGN§ -.05
TRADE .08
CONFLICT .30

absolute value of turmoil residuals (absolute value of actual minus
predicted scores) and the components of the descriptors under exam-
ination. Clearly, nations that have high levels of internal instability

show larger postdiction error than those that have lower levels of
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actual domestic unrest. Ir addition, nations that experience extensive
international conflict show larger postdictior error for turmoil, This
latter finding suggests that international conflict is related to turmoil
in such a manner as to disrupt the regular patterns of relationships
among turmoil and its predictors. Since conflict is not found to be
related systematically to levels of turmoil within the model, however,

this finding is of little use in improving the forecasting model.

Table 19 classifies the 26 European nations according to the accuracy

of the postdictions of their levels of turmoil. Thirty-four percent of

TABLE 19

CLASSIFICATIONS BY ACCURACY OF TURMOIL POSTDICTION

Poor (res>. 28) Fair (.28>res>. 17) Excellent (. 17>res)
Czechoslovakia Austria Bulgaria
East Germany BLEU Denmark
France Italy Finland
Greece Norway Hungary
Ireland Soviet Union Iceland
Poland . West Germany Netherlands
Portugal Yugoslavia Romania
Spain Sweden
Turkey Switzerland
United Kingdom

'those countries have excellent postdictions, 27 percent have fair

postdiction results, while 39 percent have rather poor postdiction re-

sults. Unfortunately, several of the more important European nations

with high levels of instability are among those with poor postdiction
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results, namely, East Germany, France, Greece, Spain, and the United
Kingdom. The postdiction for Czechoslovakia is poor only because of
the aberrant situation there in 1968; generally Czechoslovakia shows

rather low levels of internal instability.

Table 20 classifies those 26 European nations according to whether

the postdicted values typically lie above the observed levels of turmoil

TABLE 20
DIRECTION CF TURMOIL POSTDICTION ERROR

Low High

BLEU Austria
Czechoslovakia Bulgaria
France Denmark
Greece East Germany
Italy Finland
Poland Hungary

Spain Iceland
Ireland
Netherlands
Norway
Portugal
Romania
Sweden
Switzerland
Turkey

Soviet Union
United Kingdom
West Germany
Yugoslavia

i e
2y

for that nation (high), or whether they are generally lower than the

actual levels of turmoil (low). For most of the European countries,
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levels of turmoil are lower than those postdicted by the forecasting
model. Several nations which typically experience high levels of tur-
moil--France, Greece, Itaily, and Spain--have postdicted values lower
than actual valuer In short, the model tends to overestimate turmoil
for those nations with low to moderate levels of actual turmoii, and

to underestimate turmoil for those nations that typically experience

substantial internal instability.

Table 21 shows cross-classifications between the magnitude and direc-

tion of postdiction error. As that table suggests, there exists an ap-

parent linkage Letween the direction and quantity of postdiction error,

TABLE 21
DIRECTION VS. QUANTITY OF POSTDICTION ERROR

’

Direction of
Postdiction Accuracy of Postdiction
Error '

Poor Fair Excellent

High 2
Low 5

2 '
X =6,087 p<.05

that is, between the nature and quality of forecasts of turmoil. Coun-
'tFies whose forecasts could be classified either '"excellent'" or 'fair"
have typically lower postdicted values of turmoil than observed levels;

nations with ""poor' postdictions are equally divided between low and
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high postdictions. A chi-squa..re test of significance reveals that there
is less than a 5 percent probability that this relationship can be attri-
buted to random factors. In short, nations that typically experience

low levels of turmoil have rather accurate postdictions; and to the ex-
tent that postdicted values differ from actual values, they fall below
actual values. Thus, for nations with typically lo levels of turmoil,
the forecasting model is quite accurate; when it does err, it ecrs on

the conservative side. Nations that often experience high levels of
turmoil, on the other hand, often have rather poor postdictions, and
those postdictions do not show consistent errors. For such countries,
the model provides rather inadequate postdiction results. Unfortunately,
this latter group includes some of the more important European nations--
Czechoslovakia, East Germany, France, Greece, Spain, and the United

Kingdom.

Postdictions of Revolt

Table 22 shows the mean of the absolute value of the residuals (pre-
dicted minus actual values) of revolt for each of the European nations.
In addition, the nations are ranked by their absolute residual; nations
with lower ranks show smaller differences between their postdicted
and actual levels of revolt than do those nations with larger ranks.
Again, the typical direction of the postdiction error, determined by
counting ”high" and "'low'" predictions, is also shown for these 26
European nations. Note that, contrary to the turmoil postdictions,

the nations are nearly split between those showing high postdictions
and those showing low postdictions, with 58 percent of the 26 countries

.fa’lling into the former category and 42 percent into the latter.
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TABLE 22

POSTDICTIVE RESULTS BY COUNTRY

Residual
Country Rank | abs(Actual-Predict) | Direction of Error
Hungary 1 .0313 High
Iceland 2 .0533 Low
Norway 3 . 0637 Low
Netherlands 4 .0664 High
Romania 5 .0781 High
Finland 6 . 0806 Low
Sweden 7 0871 Low
Bulgaria 8 . 0897 High
Yugoslavia 9 . 1033 High
Denmark 10 . 1145 Low
Switzerland 11 . 1401 Low
Soviet Union 12 . 1699 High
Poland 13 . 1863 High
Italy 14 . 2323 Low
BLEU 15 . 2347 High
Czechoslovakia 16 . 2456 High
Austria 17 . 2486 High
West Germany 18 .2591 . High
United Kingdom 19 . 2836 High
Turkey 20 . 3101 High
Ireland 21 .3131 High
Spain 22 . 3513 Low
Greece 23 . 3686 Low
Portugal 24 . 3687 Low
East Germany 25 . 3871 High
France 26 . 3911 Low

Table 23 clavsifies those 26 countries according to whether their

postdictive results are excellent (38%), fair (35%), or poor (27%).

Although most of these nations evidence excellent or fair postdictive
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results, and those with poor results are the smallest group, some
rather important nations in terms of revolutionary activity do have
discouraging postdictions. Among this group are East Germany,
France, Greece, and Spain. Note that many of the nations for whom
turmoil postdictions are discouraging also have rather poor revolt
postdiction results; this is primarily a function of the fact that turmoil

is used here as an important predictor of revolt.

TABLE 23
CLASSIFICATIONS BY ACCURACY OF REVOLT POSTDICTION

Poor (res >. 30) Fair (.30>res>.12) Excellent (.12 >res)
East Germany Austria Bulgaria
France BLEU Denmark
Greece Czechoslovakia Finland
Ireland Italy Hungary
Portugal Poland Iceland
Spain Switzerland 1 Netherlands
Turkey Soviet Union | Norway
United Kingdom Romania
.West Germany Sweden
Yugoslavia

Note that most of the countries that experience '"excellent' results on
postdictions of turmoil--Bulgaria, Denmark, Finland, Hungary, Ice-
land, Netherlands, Romania, and Sweden--also show excellent post-
diction results for revolt. Table 24 shows a comparison of the ranks
<')flea.ch of the 26 European nations by the magnitude of postdiction
error for turmoil and revolt. The striking relationship between rank-

ings of error magnitudes for turmoil and revolt should not, however,
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be surprising since turmoil is used as an important predictor of revolt.

For some of these nations, however, there are substantial differences

in these rankings. That group includes Norway, West Germany, Spain,

TABLE 24

COMPARISONS OF RANKS BY
MAGNITUDE OF POSTDICTION ERROR

Country Turmoil

Iceland
Hungary
Finland
Bulgaria
Sweden
Denmark
Netherlands
Romania
Switzerland
Norway
Yugoslavia
Italy

West Germany
Austria

BLEU

Soviet Union
Spain

Portugal
Ireland

East Germany
Greece

United Kingdom
Czechoslovzakia
Turkey

Poland

France
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Portugal, East Germany, and Czechoslovakia. This finding suggests

that the relationship between turmoil and revolt is not as strong for

those nations as for others. Czechoslovakia has a rather high level of
revolutionary activity compared to the level of turmoil it typically
experiences; the other nations in that group experience comparatively

more turmoil than revolt.

Table 25 shows correlations between the absolute value of the revolt

residuals (actual revolt minus postdicted revolt) and components of

TABLE 25
CORRELATIONS WITH REVOLT RESIDUALS

Revolt Residuals
Predictor - abs (Actual-Predict)

EPB .04
MPB
TURMOIL .32
REVOLT .50
ALIGNR .03
ALIGNG -.25
TRADE .30
CONFLICT .08

the five central environmental descriptors under examination here.
As was the case with turmoil, postdictions of revolt are most inac-

curate when a country experiences typically high levels of domestic




strife, particularly revolutionary activity. In addition, as we noted in
the case of turmoil residuals, postdictions of revolt become more in-
adequate as nations become more involved in international conflict
situations, perhaps because such involvement disrupts the regularized
relationships among variables that allow adequate prediction of revolt.
Again, however, since conflict is not itself systematically related to
revolt within the model, this finding is of little value in improving the

revolt forecasting model.

In addition to the findings that are similar to, and in part a function of,
turmoil postdiction, we notice a significant negative relationship be-
tween ALIGN§ and inaccuracies in the revolt postdictions. Since
ALIGNG, the distribution of nations' major-power alignments, essen-
tially measures the extent to which nations align themselves with the
Soviet Union, this finding leads us to conclude that postdictions of re-

volt are more accurate for Eastern European than for Western Euro-

pean nations. Note, however, that Eastern European nations typically

experience lower levels of observed revolutionary activity than do the
Western European countries. Thus, this linkage may simply reflect
the relationship previously observed for both turmoil and revolt; the
greater the level of actual internal instability in nations, the less

accurate the postdictions of instability.

Table 26 classifies the European countries according to whether the
postdictions of revolt are high or low. Unlike the case for turmoil,
,the 26 countries are fairly evenly split between those whose postdic-

tions are high (58%), and those whose postdictions are low (42%).
What is interesting, however, is that the postdictions for all the
Zastern European nations are high; these countries consistently ex-

perience a lower level of revolutionary activity than is predicted by
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TABLE 26
DIRECTION OF REVOLT POSTDICTION ERROR

Low High
Denmark Austria
Finland BLEU
, France Bulgaria
| Greece Czechoslovakia
b Iceland East Germany
i Italy Hungary
5 Norway Ireland
Portugal Netherlands
Spain Poland
{ Sweden Romania
k. Switzerland Turkey
| Soviet Union 1
E | . United Kingdom 3
§ West Germany
| , Yugoslavia

our forecasting model. Again, however, these nations typically ex-

perience very low levels of observed revolt. A model that overes-

timates revolt for countries that experience very little revolt, and un-
I derestimates revolt for those nations that actually experience a sub-

stantial amount, can be expected to produce these results.

As Table 27 reveals, however, there is no significant relationship be-
tween the direction and magnitude of postdiction error. In short,
there is no reason to suspect that because forecasts of revolt for any
particular nation are inaccurate, they are biased in any specific di-

rection.

Essentially, thve forecasting model for revolt provides reliable forecasts
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TABLE 27
DIRECTION VS. QUANTITY OF POSTDICTION ERROR

Direction of
Postdiction Accuracy of Postdiction
Error

Excellent

5

for nations that typically experience rather low levels of observed re-

volutionary activity. These include all the Eastern European nations
except East Germany and the large, important Western European na-
tions except France, Spain, and Greece. Unfortunately, these four

are among the most theoretically interesting and policy-relevant na-
tions in Europe, particularly France arnd East Germany. This situa-
tion, however, is the same as that observed for turmoil, and results

in part because turmoil is used, for both strong theoretical and method-
ological reasons, as an important predictor of levels of revolutionary

activity.

CONCLUSION

We have reported here on an effort to develop a quantitative forecast-
ing model for internal instability for 26 nations of Europe. Instability
has been forecast as one of five c :ntral environmental descriptors,

which together form a simultaneous forecasting model so that forecasts
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of one descriptor can be used in generating forecasts of cthers. Two
models of internal instability were developed here: a fully simuliane-
ous descriptive model that provided a very accurate representation of
the generation of internal instability in these nations; and a partially
simultaneous, block-recursive model that, although not as accurate
in accoux1ting for d:fferential levels of instability among these nations,

could be used to generate forecasts for the 1985-1995 time period.

Instability was initially conc eptualize'd with two distinct components:’
turmoil and revolt. Turmoil was defined as those destabilizing activ-
ities aimed at altering governmental policies or practices and was
operationalized by antigovernment riots and demonstrations and
deaths resulting from political violence. Revolt was defined as those
destabilizing activities aimed at repiacing governmental policymakers
or altering the .structure of the policymaking process itself, and was
operationalized by antigovernment armed attacks and deaths. These
distinctions were not based on the v-xpressed intentions of participants
who engage in destabilizing activities, but rather on the large body

of theoretical and empirical literature on internal instability. This
distinction, however, was found to be rather artificial within the
European context. For the nations of that region, turmoil and

revolt can be more usefully viewed as two different levels of internal
instability rather than different types of instability. Clearly, turmoil
and revolt are strongly linked within Europe; nations that experience
very high levels of turmoil are likely to experience revolutionary

activities. Conversely, revolt is unlikely in the absence of high

levels of turmoil,

A number of variables hypothesized to affect the levels of turmoil and
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revolt in nations are examined with respect to their linkages with these
two measures of internal instability in the 26 European nations. De-
scriptive models of turmoil and revolt are developed which are esti-
mated with the use of two-stage least squares regression. These
models explain 66 percent and 55 percent of the variance in turmoil

and revolt respectively. However, these models can not be used for
forecasting purposes because they use turmoil as the primary predictor
of revolt while revolt is used as a predictor of turmoil. It is neces-
sary to develop recursive models which allow one of these types of in-
stability to be forecast from country characteristics and previous levels

of instability, utilizing the first as a predominant predictor.

Unfortunately, the recursive models are not nearly as effective in
accounting for turmoil and revolt in tk. European nations as were the
fully simultaneous descriptive models The forecasting equations
developed explain only 46 percent and 53 percent of the variance in
turmoil and revolt respectively. The difference between the descrip-
tive and forecasting models points out clea.riy the fundamental problem

in forecasting internal instability: destabilizing activities occnur simul-

_ taneously. When a nation experiences very high levels of turmoil it

is also likely to experience revolt. However, the linkage between
characteristics of the countries and their levels of experienced insta-
bility is much weaker. Given knowledge of country size, level of
economic wealth, level of military strength, international alignment,
and international conflict, the analyst can forecast the nation's level
of internal instability only within wide bounds. But once the analyst
knows that the nation is experiencing or will experience one kind or
level of instability, he can with confidence forecast the existence of

other types of instability.

210

-




There are several theoretical and methodological reasons for this

weak linkage between nations' characteristics and their measured levels
of turmoil and revolt. Clearly, measures of turmoil and revolt, which
take into account only numbers of riots, demonstrations, armed attacks,
and deaths from political violence, miss large and constantly growing
components of internal instability. During the last few years terrorist
acts have become a major facet of domestic strife, even in the Euro-
pean nations, and these acts are simply not reported in the data sources

at our disposal.

Just as important are the reporting biases that characterize all major

world newspapers, in our case the New York Times. Because we rely

on our primary data source for information, we do not have data on

the actual number of destabilizing activities that occurred in the Euro-
pean nations. Obviously, not everything that occurs in every Euro-

pean nation is reported; in fact, there are reasons to believe that the
patterns of reporting are systematically biased so that more of the ex-
tant instability is reported for some nations than for others. As we
noted earlier, we attempt here to construct measures of turmoil and
revolt that minimize the effects of these systematic biases. Nonetheless,

they are certain to affect our results.

Frankly, the data that we have available for analyzing patterns of in-

ternal instaBility in the European nations are not of sufficient quality to

permit reliable forecasting of actual levels of turmoil and revolt in
those countries. What makes this situation especially unfortunate is
that our forecasting methods are most unreliable precisely for those
ﬁailzions that typically have high levels of reported turmoil and revolt.
For nations that usually do not have high levels of reported instability,

the forecasting models produce quite accurate and acceptable results;
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for those with high levels of reported turmoil and revolt, particularly
sporadic reports of instability, the forecasts are much less accurate.
In the case of turmoil, forecasts for this group of nations usually

underestimate the extent of instability that the nation will experience.

In addition, it is precisely those nations that have the highest levels of
turmoil and revolt that are most theoretically interesting and important
from a public-policy standpoint. Thus, as the importance of nations
increases, the reliability of forecasts of the level of their internal in-

stability decreases.

What we a1 faced with here is the classic forecasting trade-off be-
tween precision and reliability. If we were to attempt to make exact
forecasts of expected levels of turmoil and revolt for the European
nations, those forecasts would be less than completely reliable. Such
an attempt would certainly lack credibility. This does not mean that
less precise forecasts would be equally unreliakie. In fact, the models
developed here are certainly reliable enoug}'i to allow forecasts of the
relative levels of internal instability in the European countries during
the period 1985 to 1995. . That is, we can classify those nations ac-
‘ cording to whether they will experience high or low levels of turmoil
and icvolt relative to one another with a more than reasonable degree

of reliability.

It is important to realize that those are precisely the kind of forecasts
most appropriate for policymaking and policy evaluation; expectations

abou: comparative levels of instability can properly focus the attention
'ofl policymakers on the development of long-range plans and contin-

gencies. Increasingly precise forecasts about the absolute levels of

turmoil and revolt expected for a group of countries are of little marginal
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use in the policymaking process. For long-range planning and policy-
making, the classic forecasting trade-off clearly favors reliability

over precision. The models developed here, then, are both reliable

and credible in the context of long-range planning and policymaking

requirements..




CHAPTER 4: INTERNATIONAL TRADE

Throughout the 20th century the world has witnessed the increasing im-
portance of trade and its irfluence upon both domestic and foreign
policy formulation. There have been marked shifts in evaluating the
costs and benefits of this trade, from the protectionist period of the
1930's to the current trade-promoting system ushered in under the
Kennedy Round of the General Agreement on Trade and Tariffs (GATT).
Recent events such as the rise¢ of the European Community, the deval-
uation of the dollar, and the increased trade between the United States
and the Soviet Union are but a few examples of issues that have gener-

ated considerable attention for both scholars and policymakers alike.

The influence of trade in the international environment can be viewed

in two ways. International trade may be considered a useful predictor

of many international relations phenomena, such as patterns of inter-

national alignment and international conflict. In addition, trade may
serve as an indicator of economic interdependence among nations, that
' is, a measure of the extent to which nations depend on international
exchanges of goods and services for their economic prosperity. The
recent world energy crisis and its linkage to the importance of Middle

Eastern oil is a case in point.

Trade may also have a direct impact on the welfare of a nation. The

magnitude of present-day trade is 10 times what it was 3 decades ago.

—
'

Based upon figures of total world exports. Figures in U.N. Statis-
tical Yearbook, 1971.




This sheer volume of trade itéelf has numerous implications such as

the propensity of a nation to increase its exports and imports, the in-

creased number of social contacts among trading partners, and a gen-

eral realization of the utility of international trade for the well-being !
b of every nation. Trade, then, has become a determinant of many

other important aspects of relations among nations.

We have briefly noted the role that international trade may play in the
broader spectrum of international relations. It might be useful at this
o time to take a closer look at the fundamental economic theories that
attempt to explain the occurrence of trade. These theories can be
divided into three groups: the classical theories, the Heckscher-Ohlin
theory, and the modern theories. According to the classical econo-
v | mists, namely Adam Smith, David Ricardo, John Stuart Mill, and
their contemporaries including Marx, international trade occurs i
. when differences in production costs exist among countries. 3 These
differences are thought to occur when trading natioas employ dif-
ferent production techniques for the same prlloducts. Differences in
l production costs are divided into absolute differences and relative
| or comparative differences. In the former case, if two countries
' produce two goods and one country is more efficient in the production
of one good while the other country is more efficient in the production
of the other good, then trade is said to benefit both. This example
:l is illustratea in Table 1. In this example, the United States is more
( } efficient in food production while Great Britain is more efficient in

cloth production. i

e

' JFor a good discussion of the forces behind international trade, see
D. Snider, Introduction to International Economics (5th ed.; New
York: Richard D. Irwin, Inc., 1971), pp. 17-27.
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TABLE 1
CASE OF ABSOLUTE ADVANTAGE

3 Country Fooda Clotha
3 United Kingdom 6 13
United States 10 5

2 One labor-day produces respective units of
food and cloth in each country

Ricardo and Mill refined the theory of absolute advantage and showed
l that specialization in production and trade would be beneficial even if

the United States were more efficient in both food and cloth produc-

tion. This means that trade would benefit both couutries as long as

differences in relative or comparative costs exist. This is shown in

Table 2.
' TABLE 2
! " CASE OF COMPARATIVE ADVANTAGE
Country - Food® Cloth®
"' United Kingdom 13 10
United States 30 15

One labor-day produces respective units of food
and cloth in each country.
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The example indicates that the United States could outproduce Great
Britain in both food and cloth production. Yet this is not ihe case
since the United States would specialize in the production of food.
This phenomenon arises because the price of cloth in terms of food is :
less in Britain (15/10=1.5) than in the United States (30/15=2). On
the other hand, the price of food is less in the United States (15/30=

0.5) than in Great Britain (10/15=0. 7). Thus both countries could

acquire more food and cloth if they would specialize and trade. Ior

every unit of cloth the United States produces, it must give up 2 units .?'»
of food; yet the British must give up only 1.5 units of food for every |
unit of cloth they manufacture. Thus, by specializing in food produc-

tion, the United States would only need to pay the British 1.5 units of

food for each unit of cloth. By trading, the United States would save

half a unit of food for every unit of cloth it imports. Similarly, Great

Britain would benefit by specializing in cloth production and exchanging

cloth for food with the United States.

The classical theory never successfully explained why differences in

costs of production arise. It took another 70 years after Ricardo's

death before two Swedish economists, Heckscher and his student

Ohlin, developed the so-called factor proportion theory of international
trade. 2 This theory states that differences in relative prices between
countries exist because different countries are endowed with factors

of production that are quantitatively and qualitatively distinct. A
country tends to export commodities that use its abundant factors in-

tensively and import goods that use its less available factors. These

.For a thorough discussion of the Heckscher-Ohlin theory, see
Harry G. Johnson, "Factor Endowments, International Trade and
Factor Prices, " The Manchester School of Economics and Social
Studies (September 1957).
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differences reflect differences in production costs because the ratio
. of the price of capital to the price of labor is high in countries richly
] endowed with labor. Thus differences in factor endowment are both
necessary and sufficient conditions to explain the occurrence of trade.
An important difference between the classical theory and the factor
proportion theory involves production functions (or techniques of
production). The factor proportion theory assumes that production
techniques for a particular commodity are similar the world over,
though they may differ in factor intensity. The classical theory, on "
the other hand, assumes that different production functions exist be-
tween different countries. The former assertion is a reasonable as-
sumption since multinational corporations have enhanced the transfer

of technology between countries.

Modern theories of international trade are more concerned with the
types of commodities that are traded given the presence of differencec

| in comparative costs. Kravis, an American economist, b:lieves that
the commodity composition of trade is dete fmined by the availability

of various commodities at home.4 Trade tends to be confined to goods
that are not available domestically. There are basically two reasons
for the absence of certain commodities in certain countries. First,
these commodities, which are usually.raw materials, may be non-
existent in a particular country. Japan, for example, does not produce
petroleum products because it is not endowed with oil deposits. Second,
certain commodities that can be produced domestically are neverthe-

less imported because they can only be produced domestically at very

high costs. The United States, for example, could become

4 I. Kravis, "Availability and Other Influences on the Commodity

Composition of Trade, " Journal of Political Economy (April 1956).

219




self-sufficient in banana production. But since banani growing re-
quires a tropical climate, the bananas would have to be grown under
controiled climatic conditions in greenhouses. The costs of such an
undertaking, in terms of other commodities that would have to be

given up, makes banana growing in the United States prohibitive.

In this section, important trade theories have been briefly discussed.
These theories were principally designed to explain why trade arises.
In order to forecast international trade the concept of import elasti--

cities is developed.

THE SIGNIFICANCE OF THE ELASTICITY CONCEPT

In this section, a procedure to forecast dyadic trade over the long
range is presented. This procedure uses the concept of elasticity

which measures the responsiveness of changes in imports to changes

in GNP.

An example involving the United States, Great Britain, and Japan
illustrates the use of elasticities to forecast trade interdependence.
In the mid-fifties, United States trade with Great Britain and Japan
was $1.6 and $1.1 billion respectively, as is shown in Table 3. By
1968 this trade increased to $4.1 and $7 billion respectively. These
trade figures indicate that in the early period, Great Britain was a
more important trading partner of the United States (from the United
,States point of view) than was Japan; but by 1968, the reverse was _
true. The following question should be asked at this point: Could this '
reversal in trade interdependence have been forecast? An examina-

tion of elasticity values for British and Japanese goods leads us .to

believe that the answer is yes.
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TABLE 3
U.S. TRADE WITH U.K. AND JAPAN®

Country 1955 1968
Exports|Imports|Total Exports|{Imports]| Total
United Kingdom 1, 006 616 1,622 2,108 2,048 |4,156
Japan 683 432 1,115 2,950 | 4,057 |7,007

a'in millions of U, S. dollars.

Source: U.S. Statistical Abstract, Washington, D.C, 1969.

In 1955, the income elasticity of impé)rts for Japanese products in the
United States was estimated at 3.14. For British goods, on the other
hand, this elasticity was calculated to be 1.01. These two values in-
dicate that with increased U.S, GNP, the Arﬁerican economy will even-
tually be importing larger quantities of Japanese goods than British
goods. This in fact happened around 1960.

The Elasticity Approach

In this section, the .concept of elasticity is fully developed. Elasticity
is a maihematical property of a function. In economics, the concept
of elasticity was developed by Alfred Marshall, an English economist
of the late 19th century. > Marshall was originally concerned with

developing a method to compare the responsiveness of buyers to price

For au excellent discussion of elasticity, see P. Samuelson, .
Econcmics (New York: McGraw-Hill, 1961), pp. 411-431. :
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(iii) E, =

changes of different commodities. Thus the concept of price elasticity
of demand was developed. Elasticity is a relative measure since it
is expressed as a ratio of two percentages. The price elasticity (P)

of the demand (D) for commodity x was defined by Marshall as follows:

_%Aian
1~ %A in Px

(i) E
where:
Dx is the demand for commodity X and

Px is its price

Thus, if El = .5, then a 1 percent change in the price of commodity
x will bring about a .5 percent change in the demand for x. Similarly,
a 2 percent change in the price of x will bring about a 1 percent change

in the demand for x. Equation (i) is usually written as:

.. . _ ADx Px
i) K, = 757 Dx

The price elasticity concept has been extended by economists to the

income (I) zlasticity concept which is symbolically written as:

E2 measures the responsiveness of changes in the demand for x,
holding the price of x constant, to changes in the income (I) of the in-

dividual who is purchasing x. Thus, if E_ = .6, then a 2 percent rise s

2
in income will bring about a 1.2 percent rise in the demand for x.
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Elasticities in International Trade

Price and income elasticities have often been used by economists to
study the impact of price and income changes on the volume of inter-
national trade, that is, the quantity of exports and of imports. In
international trade, income clasticities of imports have been used to
study the effects of aconomic growth (e. g., growth in GNP) upon a
country's balance of trade {exports minus imports). Price elastici-
ties of imports, on the other hand, have been used to study the impact

of devaluations on the balance of trade of national economies.

The income elasticity of imports concept is utilized to forecast dyadic

trade. Symbolically, the income elasticity of imports is written as:7

. _AM GNP
v} E;= SGND - M

where:

M represents imports.

This is equivalent to the percentage change in imports divided by the
percentage change in national income or GNP, where M is total im-
ports per time period of the country considered. If E. = . 9, then a

3
10 percent change in domestic GNP will bring about a 9 percent change in

For a leading articie in this area, see H,S, Houthakker and S, P,
Magee, 'Income and Price Elasticities in World Trade, ' Review
of Economics and Statistics, 51 (May 1969), pp. 111-124,

In order to neutralize the impact of price changes on imports and
to consider only the impact of changes in GNP on imports, all the
variables in equation (iv) are expressed.in constant prices.
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. the percentage change in'imports will be less than Z, and on &

Determinants of Import Elasticities.

the imports of the country to which the elasticity refers. Diagram-

matically, the inccme elasticity of imports is dyawn as follows:

1
E5 >
E4 =1
Z+ Z
E, <1
Percent 6
Z
Change /
in Imports Z - Z

0 zZ
Percent change in GNP

Figure 1. Income Elasticity of Imports

To the left of E4 the income elasticity of imports is greater than 1
which implies that 2 Z percent change in GNP will bring about a more

than proportional percentage change in imports. To the right of E4,
" it will
be exactly Z.

Income elasticities of imports

are determined by the composition of a couniry's trade, that is, the
predominant features of a country's exports and imports. Three
general categories of traded products can be distinguished: manufac-
tured goods, agricultural products, and raw materials. Industrial
countries generally export manufactured goods and import foodstuffs

and raw materials. Manufactured goods consist mainly of capital
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goods and high standard-of-living consumer goods which tend to have
a high income elasticity. Agricultural goods consist mainly of food,
the demand for which rises much slower than GNP, and thus have low
income elasticities. The supply of raw materials has been declining
over the last few decades and the industrial countries will undoubtedly
raise their demand for these products. For these reasons, income
- | elasticities for raw materials, which were once thought to be fairly
low, are in fact rather high. Tastes of consumers, which are affected
by advertising or value Judgments, is another factor that influences
the value of the income elasticity of imports. If, for example, French
,. products are highly thought of in the United States because of their
Prestigious reputation, then a rise in income might bring on a larger

than pProportional increase in the purchase of French products (elas-

E ticity >1).

| It can be seen, therefore, that the magnitude of the income elasticity
of imports is determined by the types of commodities traded and by :

consumer tastes. Both of these factors are-fairly constant over time.

Thus, itis reasonable to expect that the Western economies will re-
. main importers of food and raw materials and exporters of manu-
factured products over the foreseeable future. For example, it is
! reasonable to assume that France will retain supremacy in perfume
and wine manufacturing over the riext 20 years. For these reasons,
Wwe assume that income elasticities of imports will remain quite

constant over time.

Import Elasticities to Forecast Dyadic Trade. We have briefly re-
E ) viewed the concept of elasticity. We now use a hypothetical numerical
example to demonstrate the use of income elasticities to forecast dyadic

trade. Consider two countries, i and j. For country i, the income
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elasticity of imports from j is defined as:

ij i

M GNP

49 By = A___i T
) AGNP M

..

For country j, the incoine elasticity of imports from i is defined as:

) B am?? GNP’
i j i
AGNP M

The first ratio represents the percentage change in the imports of coun-
try i from j (i.e., j's exports to i) divided by the percentage change in
the NP of i. The second ratio represents the percentage change in the
imports of country j from i (i.e., i's exports to j) divided by the per-
centage change in the GNP of j: If these elasticities, which are dependent
on the composition of trade between i and j, are constant over time,

then future values of dyadic trade canbe obtained, provided the GNP's

of i and j can be forecast.

The following numerical example illustrates how such a forecast of

dyadic trade can be generated. Assume the following elasticities to

hold for countries i and j:

ij i
—Aﬂ—i— . GT.P— = 1.5 and
A GNP MY

aM” o oonel
A GNP’ m?

Furthermore, assume that future values of the GNP's of i and j have

been obtained. | (See Table 4.)
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FORECAST OF IMPORTS OF COUNTRY i FROM COUNTRY ja

Pt = . S P e N R i 6 A ok MR, O S e T :
!
£
E
‘1.
( TABLE 4 : m ]
FUTURE GNP VALUES OF COUNTRIES i AND ja 3
Year GNP’ GNP’
1973 115 51
. . 1974 121 63
- 1975 138 71
1976 147 79
3 1977 158 86 '
1978 163 88
- % in millions of U.S. dollars. _
E ;
. 1 E
i By calculating the percentage change in the GNP of country i, we can
l estimate future values of imports of i from j as shown in Table 5. :
i TABLE 5 ;
b

Year GNP' % AGNP™ % AM” Imports ij !

1973 115 Y C_ . 9.2

1974 121 © 5.2 7.8 9.9

4 1975 138 14.0 21.0 12.0

1976 147 6.5 9.7 13.2

- 1977 158 7.5 11.2 14. 6
' 1978 163 4.6 4.6 15, 3 3
in millions of U, S, dollars. b
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The table indicates that the imports of i to j will rise from $9. 2
million in 1973 to $15. 3 million in 1978,

In the same manner, the imports of j from i can be ottained. Table 6
indicates that the imports of country j from i (i.e., i's exports to j)

will rise from $5.1 million in 1973 to $8.5 million in 1978. ;

| 7
TABLE 6 j
g FORECAST OF IMPORTS OF COUNTRY j FROM COUNTRY i®
: . ; 3 k-
Year GNP % & GNP % A M Imports ji g
E |
1973 51 eeee- .- 5.1 1
I 1974 63 23.5 21.2 6.2 1
| ' 1975 71 12.7 11.4 6.9 ]
1976 79 11.3 10.2 7.6
1977 86 8.9 9.8 . 8.3
‘ 1978 88 2.3 2.1 8.5 -
: E
® in millions of U.S. dollars. E

By adding M to M the total trade that will occur between countries
iand j over the 1973-1978 period can be obtained. In this manner,

the volume of trade between i and j can be compared tc other dyads.

In this section the elasticity concept was explained and a numerical
example was given to show how it can be used to forecast dyadic

trade. This income elasticity of imports is based on an important
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analytic tool of cconomic theory, the import furction, which relates

the quantity of imports to gross national product and to the price of

imported commodities.

DEVELOPMENT OF A MODEL

Having briefly reviewed the relevance of income elasticities of imports

to the general patterns of international trade, we now turn to concep-
3

tualization an: operationalization of the model.

Theoretical Considerations

I The basic import equation of the riiodel is derived mathematically. In 4
order to fully understand this derivation, some knowledge of calculus
and matrix algebra is required. However, a comprehensive grasp of

; ' the mathematics is not necessary to understand this chapter.

The import function (a rr}:a.croeconomic concept) is derived from utility

functions ( a microeconomic concept) in the following manner. Country

i imports goods and services from country j because these yield utility

! or satisfaction to consumers, businesses, and the government of

country i. The demand functions for j's goods by country i are de-
rived from these utility functions. The total import function of country
b i for country j's products is finally obtained by summing individual J

dema.nd functions.

The fundamental equation of the model is as follows:

(vii) M = h (GNP, P)
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; ( where:

ij . . .
{ M represents the level of imports of country i from country j
1 at some time period in current prices,

. i . .
1 GNP represents the gross national product o” country i for the
5 same period in current prices, and

E P is an index of the price of importables of country i from j.

The import equation is derived from microeconomic theory. MY re-

TR

presents the total imports of country i from country j. Alternatively,
it represents the consumption by country i of country j's goods. The
% demand for j's products by i depends on the utility derived by i in

consuming j's products. Thus we can write:

(viii) U' = U (@) e=1,2,...n

where:.

u' represents the total utility derived by i in consuming com-

modities m....m ...m , and
1 e n

ij ol . :

. fr'l; represents a vector of commodities that j exports to i.

By specifying U' in this manner, we are implicitly assuming inter-
personal comparisons of utility. Corporations and consumers in
country i derive utility by consuming coramodities from country j.
Ul represents country i's utility which is derived by consuming j's
goods; it therefore represents summed individual utility functions.
3 Ul can be looked upon as a Bergsonian welfare function by i for j's
: products. Ul is a subset of country i's total welfare function, the
arguments of which are also domestic commodities and imports '
from countries cther than j. Another way to derive such a utility in- i
dex involves employing the Von Neuman-Morgenstern method. For '
a discussion of this technique, see J. Henderson and R. Quandt,

Microeconomic Theory: A Mathematical Approach (New York:

McGraw-Hill, 1958), pp. 36-38. '
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The following assumptions are made regarding U:

. +1j
Furthermore, the two are assumed continuc s for all values of m J.
e

The constraint imposed on the utility function (equation viii) is as

follows:

z

-> ) . ey . .
p_ represents a vector of prices of commodities thati can im-
port from j, expressed in i's currency, and

i . . ; .
gnp represents the portion of i's GNP that is spent on imports

from j.

For éountry i, in its relations with country j, the following constrained

optimization problem is stipulated:
(ix) Max L = U '(r’ﬁ::) - A Zr—ﬁz -I;e - gnp1

For the simple case in which two commodities can be imported by
country i from country j, the Lagrangean function is rewritten as:
1j

= ij iy, _ i i )




The first-order conditions are equal to:

(x1) _a_]"—lJ—— =
Bml

(xii) BL” =
1)
amz

o L

o f

Y ~ iRy & ©
m

3 _
i 1.] ')\pz"o
I'ﬂz

o ) i}
(xiii) = gnp -my; p, - M, p,

o\

Y b=,

The first-order conditions of the Lagrangean function (x) permit the

derivation of the demand functions for commodities 1 and 2, that is,

i's imports from j, as a function of Pys Py and gnpl. Equations (xi),

(xii), and (xiii) may be solved for the values of m

that

i

f(ml‘, m

1’ mz, and A\ such

The second-order conditions can be obtained by partially differ-
entiating equations (xi) throgh 4xiii) by p_, P, and gnpl. For a
maximum, the following bordered Hessian has to be positive

definite.’

0 -p; -P,

= Py Uy; Upp

P, Uz Yaa
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is an extremum subject to

i ij ij .
gnp - m; p, -m, P, 0.

Under the assumption that

A1 < 0
At
and
2U
9 ijz >0
-5
Bmz

this extremum will be a maximum. Thus the values of rn1 and mz,

determined by thefirst-order conditions, will be the equilibrium con-

sur.r'lption levels of m, and m, for the given set of prices Pys Py and

gnpl.. If we consider that the values of m, and m, satisfy the first-

order conditions as the parameters p_, , and gn Yvar , we get
. p Py, Py P Yy g

the following two equations:

. ij i i
(le) mlJ = mlJ (Pl’ pz’ gnp )

ij

: o ij i
(xv) m,’ sz (pl, P, gnp )

which are demand functions for imports by country i from country j.

For the general case of n conriodities, equations (xiv) and (xv) can be
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summed over all commodities to yield the import demand function by

country i for j's products.

Traditionally, in modern international trade theory, the import func-
tion is assumed to be a linear function of domestic gross national pro-

duct and a price index of importables. Thus the function is written as:

Y 4y P

(xvi) MY = vty 5

0 1
where:

Y' is the gross national product in current prices per period,
P is the index of the price of importables of i from j,

u. is the marginal propensity for country i tno import j's pro-
ducts, and

UZ is some price multiplier.

Because of linearity, u , My and My are assumed to be constants.

0
This assumption is fairly reasonable in the short run. In the long run,
however, these parameters become variables and hence the import
function is likely to be nonlinear. Various studies have specified

imports as follows:

¥ i°‘1 ]
(vii) MJ=a0Y P

where:

o, and a, répresent the income and price clasticities of imports.

See, in particular, Houthakker and Magee, "Income and Price
Elasticities in World Trade."
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To forecast dyadic trade over the long range, it will be necessary to
obtain future values of the GNP of country i and future values of prices.
The former projection is relatively easy since GNP is probably the
economic variable that is forecast most ofter. Forecasting prices,

on the other hand, is extremely difficult over the long range. This
involves anticipating inflationary periods, devaluations, tariff policies,
and so forth. It is necessary, therefore, to employ a methodology
that circumvents the problem of forecasting prices. In order to ac-
complish this, we respecify equation (xvii) in 2 manner that holds

prices constant. Thus, we have:

Iy
MCJ is the level of imports of country i from country j expressed
in some base-period prices, :

Yé is the GNP of i expressed in terms of the same base-period
prices, and

‘ BO and B ) e constant parameters.

g 1 in this instance represents the income elasticity of imports of i
from j purged of the impact of prices. If we assume that the impact
of prices on imports remains constant over the long range, then we
can obtain future levels of imports by estimating the impact of income

on imports.

For estimation purposes, equation (xviii) is linearized by taking the
logarithms of both sides of the equation. This transformation yields

the following relation:




Car i

L T A4 T im0

.. i
(xix) In Mch =lngo+8 Y e

This relation is the basic equation that is used to estimate the elas-

ticities of the dyads considered. The random error term is e.

Data Preparation

Having developed the conceptual framework of the model, the following

26 countries were selected for our analysis:

United Kingdom, Austria, BLEU (Belgium and Luxembourg),
Denmark, France, West Germany, Italy, Netherlands, Nor-
way, Sweden, Switzerland, Finiand, Greece, Iceland, Ireland,
Portugal, Spain, Turkey, Yugoslavia, Bulgaria, Czechoslovakia,
East Germany, Hungary, Poland, Romaniza, Soviet Union.

These countries, taken two at a time, constitute 325 dyads. Since the
elasticity values to be estimated are directional, that is, each country
pair has an elasticiiy for country i's imports from country j and for

country j's imports from i, a total of 650 elasticities were estimated.

Four sets of data were collected in this phase of the project. In
all cases annual data were used. Import figures for all except intra-
Communist dyads were obtained from the International Monetary Fund's

. . : T 1 .
Direction of Trade Statistics (DOT). ! Intra-Communist trade data

were taken from the United Nations' Yearbook of International Trade

1
International Monetary Fund, Direction of Trade Statistics (Wash-
ington, D.C., 1950-1972).




Statistics. e GNP figures for non-Communist countries were taken
from the U.S. Agency for International Development's (AID) Office
of Statistics and Reports. - Communist GNP figures were taken from

14
the U.S. Arms Control and Disarmament Agency.

Since the purpose of this analysis is to estimate the responsiveness of
imports to changes in GNP, unadjusted import values were used. 2
Transportation and insurance costs were excluded. In order to neu-
tralize the impact of price changes on these import values, the follow-

ing transformation was performed prior to the parameter estimation

phase. Where possible, import trade values recorded in current

United Nations, Yearbook of International Trade Statistics (New
York, 1961-1970). Eastern-bloc nations do not report these trade
statistics to the IMF. Consequently, the trade values used between
Western Europe and Eastern Europe were derived from Western
trade figures {e.g., Bulgaria's imports from Austria are derived
from Austria's exports to Bulgaria) and were utilized where pos-
sible. However, since Coranmunist trade is reported to the United
Nations, intra-Communist trade is based on U.N. data.

= Agency for International Developrent, Gross National Product--
Growth Rates and Trend Data by Region and Country (Washington,
D.C.: Office of Statistics and Reports, 1972).

1< U.S. Department of State, Arms Control and Disarmament Agency,
World Military Expenditures (Washington, D.C,, 1971).

15 A . . . . .
Reported import figures gerierally include miscellaneous costs, in-

suvance, and freight charges. Export figures, however, exclude
those additional charges. Import figures are reported CIF (Costs,
Insurance, and Freight), while exports are reported FOB (Free On
Board). Since country i's exports to country j are country j's im-
ports from country i, and exports exclude the additional costs, we
substituted the corresponding dyadic export figures for import

" figures to obtain our (raw) unadjusted import data.
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dollars were multiplied by the import price indices of each country
to yield import values in constant dollar terms. The import price
~ indices used are listed in Table 7. 16 Unfortunately, this proved im-
possible for intra-Communist trade data due to the absence of appro-

priate price deflators.

Ideally, to eliminate all effects of price changes on dyadic elasticities,

dyadic price indices are necessary. For example, in looking at the

Import price indices were obtained from the International Monetary
- Fund, International Financial Statistics (Washington, D.C.)
3 Vols. XV, XIX, and XXVI. The import priceindices were collected
. in three time groups and recorded in three different base years de-
7 : ‘ pending on the time frame involved. The period 1950-58 was re-
corded with 1953 as the base year (1953=100). The period 1959-
! 1964 was recorded with 1958 as the base year (1958=100). The
' period 1965 to the present was recorded with 1963 as the base year
| . (1963=100). The transformation of these data to the base year
1970 was a twc-stage process and proceeded as follows:

Step 1. All index numbers were transformed with 1953 as the base
year: '

(index # for 1958 in 1953 prices)x(indéx # for 1959-64 in 1958 prices)
100

Taking the 1963 index number in 1953 prices from Step 1. (a) we
obtain;:

(index # for 1963 transformed « (index # for 1965-72 in
tc 1953 prices) 1963 prices)

bt 100

Step 2. All index numbers transiormed to 1953 prices were trans-
formed to a base year 1970 (1970=100):

(index # for 1970 in 1953 prices)
(index # for 1950-72 in 1970 prices)

17. It is the Communists' position that many of the "evils of capitalism"
such as irflation or unemploymen arc nonexistent in a Communist
economic system. Price deflators for controlling for inflation do
not exist. We assume, therefore, that for the purposes of this model,

a the Comimunist trade values are in constant prices.
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France/Italy dyad, the price deflator for French imports from Italy
is necessary to deflate the prices of French imports from that country.
Because dyadic deflators are simply not available, the total import

price indices of each country were used as a surrogate deflator.

A second transformation performed on deflated imports was neces-
sary to remove the so-called '"'zero problem'' in the series. Aé indi-
cated earliér, to estimate the various elasticities the import function
had to be linearized in logarithms. This presented mathematical
ditficulties when trade between two countries was zero for a particular
year, as, for example, trade between Bulgaria and Ireland in 1970.

To eliminate the presence of zeros, the following transformation on the

deflated imports was performed.

iy
—

3
M =M+

where:’
als

M is the transformed value of imports, and

M is the actual value of imports.

The characteristics of this transformation are as follows:

%
limit M =1
M- 0
limit M = M

M-

These two limits state that as imports go to zero, the transformed
value of imponrts equals 1; as the value of M grows, however, the

e
transformed value of imports M equals M (actual M).
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Taking the logarithms of both sides of the equation linearizes the

equation as follows:

Al

:::ij _ % W i
(xx) In M_7 =1In By * By InY_ +e

L . o ]

vhere: aM 13 v
c c

5 :::ij

c

%
' Bl is the income elasticity of imports or :
I ‘ : dy
c
I ) By treating Y:: as an exogenous variable, ordinary least squares re-
gression will yield best linear unbiased estimates (BLUE) of elasticity

18
of imports. Tables 8 through 32 present values of the estimated

elasticities. As stated previously, a total of 650 elasticities were

estimated.

{ RESULTS AND INTERPRETATIONS x

The income elasticities of import estimates were derived from the
conceptual framework and estimation equations generated for this

model. Our criteria for evaluating these estimates and their relative

1
8 For a detailed explanation of BLUE, see Ronald and Thomas

i Wonnacott, Econometrics (New York: John Wiley & Sons, 1970),
5 pp. 21-22, or Arthur S. Goldberger, Econometric Theory (New
York: John Wiley & Sons, 1964), pp. 126-128.
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explanatory value are in two forms. First, the .elasticity generated
must be realistic. If, for instance, negative elasticities are prc-
duced, they are not used in forecastirg dyadic trade since trade, in
the long run, will generally increase as income increases. Second,
basic statistical theory is used to test the validity of the equations.
Thus, even if the elasticity is a realistic value, we will reject the
results if the statistical tests tell us that the reliability of the output

is questionable,

In cases where the elasticities were in fact of limited explanatory
value or yielded inconclusive results, we substituted the value of
unit elasticity (E=1.00). Although the reliabilityl of these qualita-
tive estimates is open to question, we feel that this substitute
value, where needed, is useful as a Working assumption. We do
not argue that unit elasticity is the actual elasticity value; rather,
these substitutes are used so that trade forecasts for all dyads

may be generated in keeping with the needs of this study.

Non-Communist trade elasticities were derived using the 21-year
period 1950-1970. Incomplete data for the Communist countries

in the 1950's limited the number of observable years to 10--

1961 to 1970. In discussing the results we will first make several
general observations about the countries studied, and then interpret

the results on a country- by-country basis.

General Observations

The vast majority of the elasticities generated are ‘ncuitively a ccept-

able since they reflect, for the most part, the patterns of international

242

. b e U L 5
[3 F el 3 4 bt - - 1 oy L ¥ ? Lo L -
| ( ’.J G el i i e e S ey e el e ~ it~ i e Yo% s
t ) . 71, TN » * s g g




i

" - 'd i’
T L o e

tride during the last two decades. For example, countries that exper- :
ienced balance of payments deficits, such as the United Kingdom, were _
found to possess larger elasticities than those of their trading part-

ners. Similarly, countries that experienced persistent balance of

payments surpluses, such as West Germany, were found to possess

smaller elasticity values than those of their trading partners.

In addition, GNP is a more important variable in explaining Western

3 Europe's imp: rts from Eastern Europe than it is in explaining Eastern
Europe's imports from Western Europe. Thus, for example, approx-
imately 92 percent of the change in imports of the United Kingdom from
Romania was explained by changes in the United Kingdom's GNP; but E
4 | only 49 percent of the change in imports from the United Kingdom to
Romania was accounted for by Romania's change in GNP. However,
within each Communist and non-Communist political bloc, the vari-
ance explained by changes in GNP of intrabloc trade was notably
higher. Since trade initiated by a Communist nation with a non- a
Communist nation is often determined by bofh political and econoinic ‘

1 consider:tions, the effect of simple changes in the GNP of the Com-

. munist country is less likely to induce a change in its trade with the

} non-Communist country,

Furthermore, an examination of the computed elasticities for dyads

b, involving Eastern and Western European countries indicates that

elasticities for the non-Communist countries are, for the most part, S
larger than those describing Communist imports of non-Communist

goods. Thus, a 1 percent rise in 2 non-Communist country's GNF

induces proportionally more imports from a Communist nation than )
does a similar rise in the GNP of a Communist economy. A review

of the data offers some explanation. Since Communist elasticities
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reflect the growth of trade and GNP in the 1960's only, ‘the large per-
centage growth in absolute terms of West to. East trade in the 1950's is
not reflected as it is within the non-Communist estimates. Since this
t'catching up'' process of East to West trade is not fully achieved, it

is not unrealistic to employ these "inflated' elasticities to forecast

Fast/West trade.

Finally, consistently poor results were obtained for many dyads in-
volving East Germany and Iceland. In reviewing the import trade
values of these two nations, it was observed that much of this year-
to-year dyadic data exhibited little variance. In addition, there were
several instances where missing data or simple ébsence of trade with
another country limited the number of observations to a point where
the significance of the output was questionable. Where poor results

were obtained, E=1.00 was sunstituted.

Country-by-Country Analysis

Table 8 presents all cases involving the United Kingdom and its trading
partners. The dyadic elasticities assume the magnitude and sign
anticipated by the economic theory presented earlier. Percentage char.zes
in GNP are statistically significant (at the 5 percent level) in explain-

ing percentage changes in imports in all cases, with the exception of

East German and Soviet imports from the United Kingdom (significant

at the 10 percent level).

The United Kingdom's elasticities reflect its serious balance of pay-
ments deficits. Except for trade with BLEU (Belgium and Luxembourg),
Ireland, and Turkey, British elasticities ave higher than those of her

trading partners. Thus, for example, the United Kingdom's elasticity
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for Austrian goods is estimated at 3.87, while the latter's elasticity
for British goods is estimated at 2.23. These estimates imply that

a 1 percent rise in British GNP increases British imports from Austria
by 3.87 percent. A 1l percent rise in Austriar GNP, on the other hand,
induces an increase in imports from Britain by 2.23 percent. If the
difference in these elasticities persists, then regardless of the present
state of the trade balance between Britain and Ausiria, Britain will
eventually experience a trade deficit vis-a-vis Austria provided

British and Austrian GNP's rise at similar rates.

In Table 9, estimates of elasticities of Austria's trade with its European
partners are presented. All estimates exhibit the positive sign anti-
cipated by economic theory with the exception of the elasticity de-
"scribing Austrian imports from Turkey. In keeping with our assump-
tions stated previously, we set this dyad's elasticity at E=1. 00. Three
of the elasticities, imports from Iceland and Greece, and Iceland's
imports from Austria, proved to be statistically unreliable and were
also set at E=1.00. As the reader will note, the explanatory value of
GNP with regard to changes in imports deno;ced by R2 is in most cases
high. Excluding the exceptions noted above, the equations are statisti-

. cally significant at the 10 percent level or below.

Estimates of the elasticitit s for dyads involving BLEU are given in
Table 10. It .is interesting to note that the magnitude of the elastici-
ties between BLEU and the other European Community (EC) members
is significantly larger than that of the dyads involving BLEU and non-
EC countries. This is some indication of the trade-promoting environ-
rhelznt that has grown among its members. The t-ratios suggest sta-

tistical significance in all dyads with the excoption of BLEU/Czecho-

slovakia whose elasticity was set at 1.00.
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In Table 11, elasticities of Denmark and its trading partners are pre-

sented. All elasticities estimated have the expected positive sign.

fa gt oh el

For certain Communist trading parthers--the Soviet Union, Romania,

and East Germany-~the R2 value, which reflects the change in the vari-
ance of imports explained by the change in the variance of GNP, is markedly
low. This suggests that factors other than economic play an influential

role in the changes in trade between Denmark and these countries.

In Table 12, income elasticities for dyads involving France are pre-
sented. The t-ratios indicate statistical significance ac the 5 percent

level for all elasticities except East German imports from France

(t=1. 60).

In Table 13, elasticities for West Germany and its trading pariners
are presented. In general, the vast majority of the estimated elas- )
ticities are statistically significant. However, owing to the small 3
sampie sizes of West Germany (N=7) and East Germany (N=9) some

elasticities were difficult to estimate and consequently were set af.

E=1.00. *

Italy's estimated elasticities and those of its trading partners, pre- :’
sented in Table 14, are excellent, except for Italy's imports from
Iceland, where only a small percentage of the variance is explained

by GNP. The results of estimating elasticities between Italian trade
and Communist countries suggest that trade between the Italians and
East Europe is largely dependent on GNP. This is unlike other West-
ern countries whexje the t-ratios and R2 for East-West trade are low,
suggesting important noneconomic influences on trade. In the last
decade, Italy, fnore than any other Western nation, has successfully
expanded its trade with East Europe, particularly with the USSR. This

is reflected by the statistical significance of the elasticities generated.
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In Table 15, elasticities for the Netherlands are presented. In ail
instances, except for Dutch imports from Iceland, the estimates ex-
hibit high statistical significance and produce signs anticipated by
economic theory. Furthermore, GNP explains a good portion of the
variance of most Dutch imports. For the case invclving Iceland and

Holland noted above, however, the elasticity was necessarily set at

E=1.00.

Elasticities of dyads involving Norway and its trading partners ace
presented in Table 16. The results conce.rning non-Communist t.ade
are statistically significant. Estimated elasticities involving Communist
nations, however, do not faie as well. Poor statistical significance and
negative elasticities of Norwegian exports to Bulgaria, Czechoslovakia,
Romania, and East Germany necessitated replacing the results with
E=1.00. Ttis interesting to note that in the elasticity of imports for
Norway w1th Iceland, Turkey, and Bulgaria, the amount of variance

in the change in imports explained by changes in Norwegian GNP is
relatively small whan compared with the remaining dyads. A review

of the data used for these specific regressions reveals that the absolute
amount of goods imported by Norway from these three countries is very
small in the period considered. It may be suggested, then, that in these

cases the types of goods imported are generally income inelastic.

Table 17 presents elasticities involving Sweden. The results generated
are statistically acceptable with the excep’ion of Turkey, whose elas-
ticity was set at E='.00. The regressions involving elasticities of

Swedish exports to Bulgaria, Czechoslovakia, East Germany, Poland,

Hangary, and Romania produce R2 values that are notably higher than

2 3 ! . o
the R values corresponding to equztions of Communist elasticities

with other Western nations. This suggests that Swedish/Communist
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trade is more dependent on economic factors than is 1ost of West
Eurcpe's trade with East Europe. It could be hypothe sized that Sweden's
neutral stance in world affairs has lowered the need for political con-
siderations in these Communis! countries' t:ade relations vis-a-vis

Sweden.

In Table 18, elasticities of Switzerland and its trading partners are
presented. All the statistical results involving this country are good,
giving rise to reliable estimat:s of bilateral elasticitics. Here again
it is useful to point out that tlie R2 values for Communist elasticities
of Swiss exports, like those involving Sweden, are generally high,
This lends some credence to our hypothesis that economic factors
play a kev role in determining changes in trade among Communist and

nonalisned countries.

In Table 19 we review the results of elasticity estimates involving
Finland. The elasticities with the large Western nations prove to be
the most reliable statistically. In addition, the two elasticities pro-
duced for the Finland/ USSR dyad yield high R2 values indicating the
important role that GNP plays with regard to changes in their trade.
In view of their close commercial relations, this observation seems
intuitively justified. With regard to the remaining Communist coun-
tries, however, data-related problems yield statistical results that
are of marginal value. In cases with poor statistical results unitary

elasticity estimates were substituted.

Table 20 presents dyadic elasticities involving Greece that have nct
been listed ir the earlier tables. With the exception of Poland's
elasticity of imports for Greck goods, the elasticities involving Greece

and the Communist nations are consistently reliable and reflect our
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expectations regarding their trade relations. Greek imiports of Com-

munist goods are more income responsive, that is, a change in Greek
GNP explains a larger portion in the variance of its Eastern European
imports than do Communist imports of Greek goods. This is in keep-
ing with the statistical results of most of the non-Communist dyads.
Poor statistical results involving Greece with Iceland, Ireland, Poland,

and Turkey necessitated the use of unit elasticity estimates.

The results listed in Table 21 describing the elasticity estimates in-
volving Iceland reflect the data problems encountered as previously

mentioned. Little substantive evaluation is possible in this case.

Dyads involving Ireland are presented in Table 22. As the table indi-
cates, several pr.oblems were encountered for many of the elasticities
estimated. For Yugoslavia, Bulgaria, Czechoslovakia, East Germany,
Romania, and the Soviet Union, the statistical results are of limited
utility in describing changes in dyadic imports. It is likely that ir-
regular changes in dyadic imports and irreg_ﬁlar GNP growth patterns

combined to yield poor statistical results.

In Table 23, elasticities for Portugal and its trading partners are
presented. The magnitude of the elasticities indicate th~* Portugal
is more economically interdependent with Spain than with any other
éountry conéidered in the table. Specifically, a 1 percent increase in
Portugal's GNP brings forth a 3. 71 percent increase in its imports
from Spain, while a 1 percent increase in Spain's GNP brings forth

a 2.18 percent increase in its imports from Portugal. Given the con-
Qi,stent growth of these nations' GN™'s and the large amount of trade
between them, their future economic interdependence should greatly

increase. The surrogate value of E=1.00 was necessary because of
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poor empirical estimates or the absence of data with regard to most

dyads with Communist nations.

Table 24 presents estimated elasticities involving Spain and the East-
ern European countries. Elasticity estimates ¢f Spain with non-
Communist countries have been listed in earlier tables. Changes in
GNP are of limited explanatory value with regard to Spain/Turkey.

It is interesting to note that fairly consistent results are obtained for
elasticities describing Spain's trade with Communist economies. High
R2 values are obtained for the two elasticities involving trade between
Spain and Czechoslovakia (R2=. 86 and .79) and trade between Spain
and Romania (R2=. 92 and .88). With the exception of Spain/East
Germany, the remaining dyads generally exhibit similar statistical
patterns with Rz’s ranging between 5 and .8 in describing tha explan-
atory value of changes in GNP to changes in dyadic imports. The
elasticity value of Yugoslav imports from Spain (5.2C) suggests a
rapid expansion of trade over the period considered. The elasticity
for Spanish imports from East Germany could not be estimated be-

cause of insufficient data and was set at E=1. 00.

Table 25 describes the results obtained for dyads involving Turkey

and the Communist nations. In general, the R2 values for the equa-
tions describing elasticities of dyadic Turkish imports are consistently
higher than the corresponding R2 values that describe a Communist
nation's elasticity of imports ‘from Turkey. This suggests that econo-
mic factors are somewhat more important in determining Turkish
imports than they are in determining Communist imports from Turkey.
The explanatory value of changes in GNP as a predictor of changes in
dyadic trade between the USSR and Turkey, however, is high (R2=. 95

and .88), indicating the dominant role changes in GNP play in both
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countries with regard to changes in imports. In addition, it is inter-
esting to note the magnitude c{ the elasticities in the dyad. C»n-
sistent growth of the GNP's of both nations would suggest increased

economic interdependence between them in future time periods.

Tables 26 through 32 present the estimates of elasticities for all

intra-Communist dyads. For the majority of cases, the resulting

2 . ! .
high R 's suggest that traJe among the Communist countries appears

to be explained by economic factors. In those cases where the results

are podr the surrogate value E=1.00 was substituted.

It is interesting to point out that for East Germany's elasticities of
imports with other Communist nations (Table 29), the statistical re-
liability is high, unlike most of the non-Communist dyads involving
Ylast Germany. It may be that the consistency of the data and mr.oderate
variance in the levels of imports them=clves with regard to intra-

Communist trade ‘were important factors.

CONCLUSION

The following four general points can be made regarding the empirically

derived elasticities.

By and large, countries that traditionally experience
surpluses in taeir trade balance consistently display
elasticities that are lower in value than those of their
trading partners. Conversely, countries that are net
debtors exhibit elasticities of higher magnitude than
those of their trading partners.

The statistical estimates of elasticities derived from intra-
West European trade were good. While the estimates
derived from intra-East European trade were weaker,
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they were superior to the ones derived from East-West
trade. It ajppears that trade is very much a function of
income witliin West Europe and within East Europe.
For East-West trade, however, there are indications !
that trade is based more on political than ¢-onomic
factors. This was more often the case in the fifties
and early sixties than it is today or probably will be

in the future. Undoubtedly, inaccuracies will arise in
using elasticities derived from misspecified equations,
that is, equations in which iniports are expressed as a
function of GNP where in fact they are a function of
political factors. In these instances an arbitrary unit
elasticity is adopted.

The magnitude of the elasticities among member nations of
trade blocs (such as the EC and the COMECON) tends

to be larger than with nonmember countries. Thus, a
given increase in France's GNP tends to bring more
imports from other EC members than from non-EC
members.

Poor empirical results were consistently obtained for
dyads involving Iceland and East Germany. In these
instances, the reasons are found in the missing data or
in the absence of variance in the data. In such cases,
unitary elasticity was substituted for the empirically
derived estimates. '
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CHAPTER 5: INTERNATIONAL ALIGNMENT

INTRODUCTION: MODELS OF INTERNATIONAL ALIGNMENT

Although popular literature often equates alignment with alliance,
4 theoretical social scientists have taken great pains to differentiate

the two concepts. Sullivan notes:

' ! Alignments in no way share the permanency of formal
alliances nor are they as global. Alignments refer to

specific behaviors engaged in by groups of nations which

i are directed toward a common set of objects. They in-

‘ volve the coordination of behaviors in response to a

s particular issue in the same time period and involve

' i either some form of explicit agreement and coordination

5 l . " or acting in a similar manner in an attempt to deal

| ' with some problem 1

BT i i ki i i

A g Ty YT

. Thus alignments may either cause or result from formal alliances; at

l i the same time, they can be distinguished from alliances and thus be

! 2 Momcenc, .
analyzed differently.  Such a distinction, however, does little to de-
i fine alignment in any complete sense. Nonetheless, the concept of

alignment among nation states is an important subject in both the tra-

ditional and quantitative literature of international relations.

Our objective here is to describe and forecast the alignment paiterns

1 John D. Suilivan, "The Dimensions of United States Alignments in
the Third World" (paper presented at the International Studies Assoc-
jation meetings, Pittsburgh, Pennsylvania, April 2-4, 1970), p. L.
?‘ % T, pe 2.
f ‘ _ |
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of selected European nations for the 1985-1995 time period. In this
respect, we will measure and predic;t.the alignment patterns of Euro-
i pean nations with two major powers, the United States and the Soviet
l. Union. Such an objective requires two basic research steps. First,
! we must develop adequate quantitative measuring instruments for de-

‘ scribing international alignment. Second, we must search for means !
to forecast patterns of major-power alignments in the European con-

text during this time period.

Bipolar Alignment Models

The popular press often describes alignment patterns as a bipolar pheno- s

l menon; nations are considered either aligned with the United States or
l vs;ith the Soviet Union, or nonaligned with these major powers, Clearly
! l . nations' patterns of alignment with respect to these major powers are

| | important for public polfcy purposes, particularly within the national

' security community. The manner and the extent to which the European

countries tend to cluster themselves around the major powers can be a
"f.. : of great value in understanding the nature and the importance of align-

ments in that region.

Usually bipolar alignment schemata are one-dimensional; alignments

,é‘ with the United States and with the Soviet Union are considered mutually i
! ! exclusive patterns of behavior. Such a conceptualization, however,
does not differentiate types of nonalignment o” multialignment. When
using a single scale, the analyst cannot dete¢ rmine whether a nation that
lies in the middle of the scale is nonaligned, that is, has nc ties to

either major power, or is aligned to some extent with both, perhaps

with respect to different issue areas. France, for example, could be

- : closely tied to the United States on mutual security matters and still

! : 278
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find itself in close agreement with the Soviet Union on issues involving

such Third World areas as Southeast Asia and the Middle East.

Thus, we suggest using a modified bipolar alignment schema to deter-
mine whether the nations of Eastern and Western Europe align them-
selves with the most important major powers in the area, the United
States and the Soviet Union. In this way, nonaligned nations can be
easily distinguished from multialigned countries, and the patterns of
nations' alignments with tiie major powers, the clustering of countries
around those powers, can be more subtly represented. This modifi-
cation entails considering each nation's alignment with both major
powers. Thus, two aspects of major-power alignment can be explicitly

described: the extent to which these countries align themselves with

the major powers, and the manner iﬁ which they distribute their major-
power alignment between the United States and the Soviet Union. This
enables the analyst to determine the nature and the significance of the

clustering of countries around these two major powers.

Hostility-Friendship vs. Cognitive Dissonance Alignment Models

So far we have implicitly assumed that alignments with major powers
are most usefully viewed in terms of the direct relationships between
each of the European countries and the two major powers. Leavitt3
notes that this approach, the hostility-friendship alignment model, con-
siders two nations aligned when they behave in a relatively friendly or

. . 4
cooperative manner toward each other. Teune and Synnestvedt utilize

3 Michael R. Leavitt, "A Framework for Examining the Causes of In-
ternational Alliance' (Madison, Wisconsin: University of Wisconsin,
July 1972). (Mimeographed.)

i .

Henry 'I'eune and Sig Synnestvedt, '"Measuring International Alignments'
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the hostility-friendship alignment model in their einpirical examination
of international alignments. This model requires indicators of align-
ment that represent only interactioné between the two nations for which
alignment is considered Thus Teune and Synnestvedt use military
alliances, visits by heads of state and other important dignitaries, pro-
tests and/or expulsions of diplomatic personnel, and educational and

cultural exchanges as measures of alignment.

An g.lternative alignment model identified by Leavitt is the cognitive
dissonance meocdel which considers two nations aligned if they behave
similarly toward one or more mutually salient third nations. Sull:'wa.n5
uses such a conceptualization in his examination of United States align-
ments with developing nations in the Third World. The indicators of
allignment for this model are measures of the total patterns of nations'
actions in the international system. The degree to which two nations
act in a friendly or hostile manner toward one another is essentially
irrelevant as a measure of their alignment, except as that behavior is
part of their total activity in the internacional system. Positions taken

with respect to third nations, actions toward third nations, or the sys-

temwide distribution of a nation's formal alliances are appropriate
indicators of alignment within the context o1 the cognitive dissonance

‘model.

For our purposes, the hostility-friendshin model seems quite satisfac-

fory. There are periods, of course, when highly aligned nations express

(Philadelphia, Pennsylvania: University of Pennsylvania Foreign
Policy Desearch Monograph Series No. 5, 1965).

Sullivan, ' fhe Dimensions of United States Alignments in the Third
World. "




hostility toward one another, as with the Soviet Union and Czechoslovakia

in 1968. On the whole, however, aligned nations are more friendly to-

ward one another than are nonalignea nations. The major drawback of

this model is that it does not consider alignment between nations that =
do not interact. The cognitive dissonance model, on the other hand,

is able to measure alignment between noninteracting nations. If nations
are considered aligned when they behave similarly toward one or more
mutually salient third nations, the mutual salience of the third nation(s) 4
assures a level of interaction sufficient for measuring behavioral pat-
terns. Thus, the cognitive dissonance model can be usefully viewed as

a hostility-friendship model that introduces explicit controls for the

ks

levels of interaction between countries.

1;1 the context of our problem, this control is unnecessary. Since we
are dealing with two superpowers, each of which is the subject of a
large number of policies and actions by the European countries, we
can expect 2 level of interaction that will enable us to compare align-

ment patterns. Consequently, we will use the hostility-friendship con-

R

- « ~ptualization to develop a well-grounded forecasting model of align-

ment for the Eastern and Western European nations.

MEASURING INTERNATIONAL ALIGNMENT

We represent alignment on a two-dimensional plane, thus moving away
from the single-dimensionality of most bipolar alignment schemata. Two
scores are produced for each nation to indicate its alignment with the
United States and with the Soviet Union respectively. The two scores k-
are coordinates that define a given point on the plane shown below. The
letters mapped onto the plan: represent hypothetical nations, A to J,

and indicate visually their alignment with each of the major powers.

281 _
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Figure l. Hypothetical Display of Alignment Scores

Thus, the score for natipn E (0.0, 0.0) suggests that the nation is not
aligned with either of the powers; nation G's score of (1.0, 1. 0) suggests
that it is completely aligned with both major powers, while a score of
(1. 6, 0.0) suggests complete alignment with the Soviet Union and no
alignment with the United States. Needless to say, this model can be
logically extended to accommodate any number of major powers with
which one might want to measure a nation's alignment. The use of two
dimensions here is appropriate for Eastern and Western Europe since
the United States and the Soviet Union are clearly the two most impor-

tant ::ajor powers for all European nations.

U.N. Votes as'a Measure of Alignment

We include two paired components in the composite alignment scores
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for each nation. The first set of components is the percentage of
United Nations General Assembly votes in agreement with the United
States and with the Soviet Union reséectively. United Nations votes

are aggregated here according to the year in which they were cast.
Since the General Assembly sessions normally begin in the fall and ad-
journ the following spring, the voting computed for a given year may
actually come from two different General Assembly sessions. Although
this treatment of United Nations roll call data differs somewhat from
normal practice, it is necessary to insure comparability between the
roll call data and other data sets that are aggregated by calendar year.
Of course, only roll call votes could actually be considered in the con-
struction of this part of the alignment scores since voice votes or hand
votes do not identify the position taken by a given nation. Furthermore,
dnly those roll calls on which the United States or the Soviet Union took
an identifiable position were used to determine whether a given nation's

voting was in agreement with either or both of them.

There are shortcomings in using United Nations voting aita as a measure
of international alignment. A single vote in agreement with the United
States may not indicat~e alignment with the United States. Nonetheless,
the patterns of United Nations voting over the years do indicate the de-
grees to which nations are in agreement with the major powers. Since
policy statements by national leaders are rarely precise enough to be
reduced to quantiiative terms or to be compared with other leaders'’
étatements, United Nations votes are particularly important as a public
forum where nations take clearly identifiable and comparable policy

positions. Thus, Russett notes:

Roll-call votes provide an especially useful means of
identifying states' attitudes. They occur on a very wide

283
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variety of issues, they are numerous, and they force a
state to take a position.

There are several specific difficulties with the use of United Nations

roll call votes asan indicator of international alignment, not the least of

which is that we have no satisfactory way to decide which roll calls are

most and which are least "important.' Nor have we any means to mea-

sure the intensity of a particular nation's position. 7 There are, in

addition, particularly severe difficulties in using United Nations votes

for African and perhaps for Latin American nations.8 There is, how-
| ever, some evidence to suggest that these roll calls can be a useful :
E | measure of alignment patterns with the major poWers, especially in

the context of Eastern and Western Europe.

| In a 1965 project undertaken by Henry Teune and Sig Synnestvedt, ? a
group of 126 political scientists, including both ""area specialists'' and
| international relations '"generalists,'' were asked to rate the degrees
of alignment of 119 nations with the United States and with the Soviet
! v Unicn. Teune and Synnestvedt then examined those issues in the 1963 3
. i United Nations sessions on which the United States and the Soviet Union
disagreed and found that the countries considered most aligned with the

United States cast 95 percent of their votes with the United States while

:Z“. 6 T

i Bruce Russett, Trends in World Politics (New York: Macmillan & Co.,

Inc., 1965), p. 67. b
7 Ibid.

S African countries, in particular, often agree with the USSR on issues

that involve Third World nations. That agreement is limited to that

specific set of issues, however, and does not suggest overall align-

3 ment tendencies.

! ? Teune and Synaestvedt, '"Measuring International Alignments. " :
. 284




countries thought to be most aligned with the Soviet Union voted with it
94 percent of the time. This study suggests that United Nations voting
data are a useful, readily obtainable indicator of international align-

ment, at least with respect to these major powers,

Other Components of the Alignment Scores

Teune and Synnestvedi maintain, however, that international alignments

are composed of two rather distinct dimensions--the diplomatic dimen-
sion and the military dimension. While they regard United Nations roll
calls as a quite useful measure of the diplomatic dimension of align-
ment, they maintain that the military dimension requires a rneasure of
the degree to which nations collectively view their national security. 10
Accordingly, the .percentage of a nation's military treaties with the
United States and the Soviet Union respectively is used as the pair of

measures of the military dimension of alignment.

In the context of Eastern and Western Europ'é this pair of measures is

often mutually exclusive; that is, nations that have military treaties

with .he United States do not have such commitments with the Soviet
Union, and vice versa. However, for some of the European nations--
Czechoslovakia, Finland, Hungary, Italy, Romania, and Yugoslavia--

this condition does not hold.

Composite pairs of alignment scores were computed for each European
nation by finding the mean of the alignment scores for the diplomatic and
military dimensions. These composites are used in the lollowing

analyses.

10
Ibid.
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Cemposite Alignment Measures

| Once the economic and military dimensions of alignment were combined

R Y WERL W SRR 52 TS

into composite alignment scores, the composite measures could be used
to describe the relative degree to which the various nations of Eastern

and Western Europe are aligned with the United States and with the

Soviet Union. Tables 1 and 2 show mean composite alignment scores

S T

! for each of the 26 nations included in this study for the period 1961 to

oo el

1970 inclusive. These means were calculated by summing each nation's f

composite alignment scores over the 10-year period and dividing that

sum by 10. Table 1 also shows ranks of the vaiious European nations

by the degree of their alignment with the United States, while Table 2

3
3

Lt

ranks these countries by their alignment with the Soviet Union.

l ~ As Table 1 suggests, these composite scores show that 16 of the 26 ;

t | countries have high levels of alignment with the United States. Two
others, West Germany and Yugoslavia, evidence moderate levels of

alignment with the United States. West Germany is, of course, highly

aligned with the United States; but since it has few military treaties and
until recently did not belong to the United Nations, its alignment score

{2 g with the United States is not as high as that of other Western European

nations. The same is true of East Germany's alignment with the
Soviet Union. East Germany's low score is also a function of its lack
of military treaties and its nonmembership in the U. N, Hnwever, Kast
Cermany is the least aligned of the European nations with the United

States, while West Germany is the 'east aligned with the Soviet Union.

This fact places East and West Germany on the extremes of a modified
" bipolar alignment schema. Seven European nations are clearly not
aligned with the United States: Poland, Romania, Switzerland, Czech-

oslovakia, Hungary, Bulgaria, and East Germany. Each of these - -
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TABLE 1

COMPOSITE ALIGNMENT WITH
THE UNITED STATES, 1961-1970

Country Rank Score
Iceland 1 .4693
United Kingdom 2 .4150
Italy 3 .4145
Spain 4 .3999
France 5 . 3980
BLEU? 6 .3974
Netherlands 7 .3957
Turkey 8 .3799
Ireland 9 .35633
Greece 10 . 3524
Portugal 11 . 3507
Austria 12 . 3441
Norway 13 . 3414
Denmark 14 . 3367
Finland 15 .3012
Sweden 16 . 3000
West Germany 17 2775
Yugoslavia 18 .1627
Poland 19 .0970
Romania 20 .0902
Switzerland 21 .0795
Czechoslovakia 22 .0683
Hungary 23 .0624
Bulgaria 24 . 0599
East Germany 25 .0000

®Belgium/Luxembourg. Hereafter BLEU.

nations, éxcept Switzerland, is relatively highly aligned with the Soviet
Union; Switzerland is aligned with neither major power. Note that
Yugoslavia, the other nation moderately aligned with the United States,

is also highly aligned with the Soviet Union. Yugoslavia can be
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TABLE 2

COMPOSITE ALIGNMENT WITH
THE SOVIET UNION, 1961-1970

Country Rank

Hungary
Poland
Bulgaria
(Czechoslovakia
Romania
Yugoslavia

East Germany
Finland
Turkey

Greece

Spain

Norway
Denmark
Sweden
Ireland
Austria
France
Iceland

Italy
Netherlands
BLEU

United Kingdom
Portugal
Switzerland
West Germany

characterized as a multialigned ration with reasonably strong ties to

both the United States and the Soviet Union.

In addition to East Germany, Finland and Turkey also show moderate
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levels of alignment with the Soviet Unioi . Finland has been viewed as
a multialigned nation with respect to the United States and the Soviet
Union for several years. Turkey, too, has recently demonstrated
more flexibility in its relationships with the two superpowers. Our

measures reflect these dual alignment patterns.

Figure 2 depicts the composite alignment scores for the European
countries on the two-dimensional plane shown previously. There are
three important facets of this figure that bear upon the value of these
alignment measures. The first is the clustering of Western European
nations in the upper-left of the figure. As is evident, 14 of these coun-
tries are primarily aligned with the United States: Iceland, Britain,
Italy, BLEU, France, Spain, Netherlands, Portugal, Ireland, Greece,
Austria, Norway, West Germany, and Denmark. A similar c'lustering
of Eastern Eurepean countries is found in the lower-right of the figure.
Six nations--Romania, Poland, Czechoslovakia, Hungary, Bulgaria,
and East Germany--are primarily aligned with the Soviet Union. Four
nations--Turkey, Sweden, Finland, and Yugoslavia--are multialigned
and cue country, Switzerland, is unaligned. The pattern represented
in Figure 2 accords with our intuitive notions about alignment in the
European context; the Eastern and Western blocs are clearly defined,

while countries usually considered multialigned or nonaligned remain

outside the bipolar pattern.

USES OF THE MEASURES

We have so far considered only the components of the raw alignment
measures. We now direct our attention to the way these measures can
b= utilized to produce two kinds of information about the alignments of

the European nations: information about the extent or level to which the

289
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nations are aligned with major powers, and '‘nformation about the dis- E
—— ¥
' tribution of their major-power alignments between the United States E
'\ ! “-
! y and the Soviet Union, i“
4 E
| ;,
E | In Figure 3 we derive the extent and cistribution of major-power align- i
g | , ments by considering the characteristics of a vector that originates at the E
point (0.0, 0.0) and ends at a given nation's coordinates. The length of i
: "{ this vector, R, serves as a measure of the exteni of the nation's major- §
power alignment; the angle of the vector, 8, represents the distribu- ;
\ | tion of that alignment between the United States and the Soviet Union.
1 |
+1 :
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v
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F ||
F | |
.5 +1 |
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: Figure 3. Transformations of Alignment Scores
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Thus, a nation whose coordinates lie quite close to the point (0.0, 0.0)

has a very short vector and is relatively nonaligned with the major
powers. Ina similar manner, a nation whose vector has an angle of
0° from the horizontal axis is completely aligned with the Soviet Union,
while a nation whose vector has an angle of 90° from the horizontal
axis distributes its major-power alignment completely with the United
States. A nation whose vector has an angle of 45° is equally aligned

with both major powers.

The length of the vector, R, has a range from 0 to approximaiely

1.414. The cosine of the vector angle has a range of 0.0 to 1.0. The
cosine of the angle will equal 1.0 when the vector lies along the hori-
zontal axis, and 0.0 when it lies along the vertical axis. Thus, when
the cosine equals 1.0, a nation apportions its major-power alignment
completely with the Soviet Union; when the cosine equals 0.0, the na-
tion apportions its major-power alignment completely with the United

States.

Nations' scores on ALIGN 9, the distribution of their alignments be-

tween the United States and the Soviet Union, are shown in Table 3.

The scores reveal that the nations of Western Europe consistently
distribute their major-power alignment toward the United States
while Soviet-blocnations show high degrees of alignment with the

Soviet Union.

Note that Finland is clearly aligned with both major powers, distri-
buting its major-power alignment about equally with the United States
and the Soviet Union. To a more limited extent, Turkey and Yugosla-

via can also be viewed as multialigned nations. Though Turkey is




TABLE &

DISTRIBUTION OF NATIONS'
MAJOR-POWER ALIGNMENTS 1960-1970

Country ALIGN®6

.0162
. 1284
. 1359
. 1405
. 1476
. 1480
1622
Switzerland .2084
France . 2232
Austria . 2542
Ireland . 2886
Denmark .3038
Spain . 3042
Norway . 3220
Sweden ' .3280
Greece . 3547
Turkey .3959

West Germany
United Kingdom
Portugal

BLEU

Iceland
Netherlands
Italy

OO0 =1 O A WY

Multiply
Aligned

Finland . 4882

Yugoslavia . 9094
Poland . 9658
Romania . 9658
Czechoslovakia . 9708
Hungary . 9733
Bulgaria .9734
East Germany 1.0000

Aligned
With
USSR
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primarily aligned with the United States, it is ranked below Yugoslavia
and Finland on alignment with the Soviet Union (see Table 2). Yugosla-
via, on the cther hand, is primarily aligned with the Soviet Union.
Nonctheless, it shows substantially higher alignment with the United

States than does any other Eastern European country.

We st Germany, the United Kingdom, Portugal, Iceland, and the Nether-
lands are among those nations that have the most extersive alignment
with the United States. East Germany, Bulgaria, Hungary, and Czech-
oslovakia are the rations most highly aligned with the Soviet Union

during the 1960 to 197C period.

Nations' scores on ALIGNR, the extent of their alignments with either
major power, are shown in Table 4. In addition, this table ranks each
»f the European nations by the extent of their major-power alignments.
The Soviet Union is not included among the group of nations ranked here
because it was used as one of the referents in constructing alignment
scores for the various European nations. Anmnalytically, we set the
Soviet Union's ALIGNR value equal to 1.0 and its ALIGN® value equal

" to 1.0 which simply means that the Soviet Union is completely aligned
with itself. An examinAation of Table 4 reveals that 13 European nations
are highly aligned with the 2 muajor powers, the United States and the
Soviet Union. Five ot those 13 countries are Eastern European nations,
while the other 8 include most major Western European countries--the
United Kingdom, Italy, France, Spain, and the Netherlands. Only

.two Eastern European countries--Yugoslavia and East Germany- -are
not zmong those highly aligned with thé major powers. More will be
said on this point later. Switzerland clearly shows lack of alignment

with either major power.
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TABLE 4
EXTENT OF NATIONS'
MAJOR-POWER ALIGNMENTS 1960-1970
Country Rank ALIGNR
Hungary 1 .4519
Poland 2 . 4499
Iceland 3 . 4475
Bulgaria 4 . 4424
Czechoslovakia 5 4274
Romania 6 . 4265
United Kingdom 7 . 4006
Italy 8 <3977 .
Spain 9 .3913
Turkey 10 . 3866
BLEU 11 .3824
France 12 .3808
Netherlands 13 .3796
Yugoslavia 14 . 3500
Greece 15 . 3495
Ireland 16 .3413
Norway 17 .3312
Denmark 18 . 3245
Austria 19 . 3244
Portugal 20 . 3220
Finland 21 .3068
Sweden 22 .2874
West Germany 23 . 2754
East Germany 24 . 2157
Switzerland 25 .0818
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It is especially interesting to note that East and West Germany show
relatively low scores as to the extent of their major-power alignment.
As we noted above, this result stems from the relatively few military
treaties to which these two powers are signatories. Moreover, until
very recently, they did not belong to the United Nations; hence no roll
call data that included them were available. At first glance, these re-
sults are counterintuitive. However, an examination of Table 3, which
shows nations' scores on ALIGNG, reveals that these two countries
evidence extreme scores on this aspect of alignment. This suggests:
that, to the extent that East and West Germany are aligned with the two
major powers, they distribute their major-power alignment exclusively

with the Soviet Union and the United States respectively.

How does information about the extent of nations' major-power align-
ments help us g.nderstand international alignment? Information about
the distribution of major-pcwer alignment tells us whether a nation

is aligned with the United States, the Soviet Union, or lies somewhere
in the middle of a single-dimensional alignment continuum. That dis-
tribution says nothing, however, about the importance or significance
of a nation's major-power alignment. Clearly, a nation may distribute
its alignment toward ore or the other superpower, yet have few and
weak ties to that power. In that case, its tendency to align with that
particular major power would assume less importance than if its ties
with the superpower were strong and extensive. Thus, for example,
the distribution of major-power alignment of Switzerland and France is
quite similar; both lean substantially toward the U,S. Switzerland's
‘alignment is far less important than that of France since the extent of
its alignment is neither as strong nor as extensive. For public policy
and planning purposes, then, ALIGNR serves as a valuable adjunct to

ALIGN® in determining nations' major-power alignments.
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In addition, consideratinn of both aspects of nations' major-power align-
ments helps us distinguish patterns of nonalignment and multialignment
with the major powers. As we suggested eariier, the inability to make
these distinctions limited the usefulness of many bipolar alignment
schemata. The two-dimensional modification allows Switzerland, for
example, to be characterized as a nonaligned nation because of the

very short length of its alignment vector. Finland, and to some extent
Turkey and Yugoslavia, are viewed as multialigned. For these three
nations, the angle of the alignment vector approaches 459, but the

length of the alignment vector is substantial.

A's we noted before, nations that show high scores on ALIGNS and
distribute their major-power alignment toward the Soviet Union also
tend to have very high scores on ALIGNR. Table 5 shows cross-

classifications.of the extent and distribution of major-power alignment

for 24 of these European countries; Finland is excluded because it

TABLE 5

EXTENT VS, DISTRIBUTION OF
MAJOR-POWER ALIGNMENT, 1960-1970

ALIGNS ALIGNR
High Moderate
With U, S. 8 10
With USSR 5 1
) .
X“ = 3,050 p<.07
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shows an almost even dis{ribution of its major-power alignment be-
tween the United States and the Soviet Union. The table shows a clear
link between ALIGN 6 and ALIGNR. lThat lJinkage is positive; the higher
a nation's value on ALIGN®, the greater its value on ALIGNR. In
short, nations aligned with the Soviet Union are closely aligned with
the Soviet Union; nations aligned wit's the United States are not consis-
tently so closely align- i with the United States. Given the hegemony
the Soviet Union has attempted to extend over its Eastern European

allies, our results are far from surprising.

Thus, we have modified the traditional bipolar alignment schema to
permit a more complex, and hopefully meaningful, description and
understanding of the alignments of the European countries. The two-
ciimensional modification helps us identify the major power with which
a country is aligned and the level or significance of that alignment.
These two aspects of major-power alignment, although distinct, are
explicitly related. Together they enable us to describe and forecast
clusters of nations aligned with the United States or with the Soviet

Union, as well as clusters of nonaligned and multialigned nations.

PREDICTORS OF INTERNATIONAL ALIGNMENT

Two types of predictor variables are used in constructing the align-
ment forecasting model. The first type consists of other central en-
‘vironmental descriptors under consideration in the Long-Range Envi-
ronmental Forecasting project. In addition, exogenous predictors,
variables whose values are predetermined with respect to the long-
range environmental farecasting model, are used in forecasting inter-

national alignment.
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Other Central Environmental Descriptors

Four other central environmental descriptors are included in the inter-
national alignment forecasting model. These are internal instability,

national power base, international trade, and international conflict.

Internal Instability and National Power Base. L)'.skall has suggested
that nations facing internal instability seek alignments with major
powers for two primary reasons. First, major-power alignments give
the nation's government additional legitimacy within the nation. The
notion here is that as a nation's regime becomes more aligned with
major powers, it is viewed as a more legitimate government by those
powers. This additional legitimacy is translated into the domestic
#rena so that more of the nation's citizens also view the regime as
legitimate. In addition, alignments free resources, especially mili-
tary resources, from external defers- requirements so that they can
be used to suppress internal instability. Consequently, a nation is
likely to seek alignments that allow this reallocation of military re-
sources for that purpose. However, this relationship is probably me-
diated by the level of a nation's power base. Nations with large mili-
tary resources, and large economic power bases that can be trans-
formed into military resources, are more able to maintain large exter-
nal defense forces and large internal suppression forces simultaneously.
Thus, instability is hypothesized to be directly related to the extent to
\frhich a nation is aligned with major powers; but this relationship is

hypothesized to be important primarily for nations with relatively small

national power bases.

George Liska, Nations in Alliance (Baltimore: The Johns Hopkins
Press, 1962).
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Trade. Several thcorists12 have linked patte rns of international align- ' j

ment to patterns of trade among nations. Sullivan, & in particular,
notes that, aside from past patterns of alignment, international trade
patterns are the most important predictors of international alignment.
We suggest that the distribution of a nation's major-power alignment

: between the United States and the Soviet Union wi. vary directly with
the proportion of its trade with each of the two nations. Since the
cosine of the angle of the alignment vector is to be forecast, and since

the cosine of an angle varies inversely with the size of the angle itself,

& we hypothesize that

Pproportion of trade with USSR
proportion of trade with U. S,

B cos § =f

[ ; that is, the greater the proportion of trade with the Soviet Union, the

" ’ smaller the an°1e )

» and the greater the cosine of that angle. Pro-

3 . portion of trade with the Soviet Union relative to trade with the United
i

| States, then, is hypothesized to vary directly with the distribution of P

a nation's major-power alignment.

International Conflict.

. The remaining central environmental descriptor,
international conflict, is hypothesized to affect both the extent to which

nations align with major powers and the distribution of nations' major-

14
power alignments between the United States and the Soviet Union. Liska

12 i.
See Russett and Lamb, "Global Patterns'; Russett, International Re-

‘ . gions and the International System; and Teune and Synnestvedt, '"Mea-

suring [nternational Alignments, "

i3 Sullivan, “Cooperating to Conflict, "

Liska, Nations in Alliance.

300




e

e

suggests that intense international conflict is the primary determinant of

>

whether nations seek international alignments, although much empirical
g 15 _
research disputes this hypothesm.1 The thrust of the familiar argu-

ment here is that nations that are engaged in international conflict at-

T A e S

tempt to supplement their abilities to deal with that conflict by aligning

v,

themselves with major powers. This hypothesis requires qualification,

however, and the lack of this qualification in previous empirical re-

ST, R T s

e TP

search may account fo weak observed linkages between conflict and

T

alignment tendencies. Specifically, we suggest that it is likely that
nations involved in new conflicts will seek such alignments since new

conflicts involve great uncertainties. Nations involved in conflicts for

n

an extended period of time, however, will not seek major-power align-

;G e

ments because the level of uncertainty is much lower. We regard this
' 16 . g
as one way to incorporate Leavitt's" hypothesis that threats constitute

the most important cause of alignrnent formation.

A measure was constructed to test this hypothesis by controlling the

BT TR AT OU Uen a7y

level of present conflict by the level of previous conflict. Specifically,

conflict at time t
conflict at time t-1

is nypothesized to be positively related to the extent of a nation's major-

power alignment.

The distribution of a nation's major-power alignment between the United

b
* Sullivan, "Cooperating to Conflict. '

Leavitt, "A Framework for Examining the Causes of International
Alliancs. "
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States and the Soviet Union is also viewed as a function of conflict.

Specifically, a nation's distribution of major-power alignment is re-

garded as a function of the level of its conflict with the Soviet Union
relative to its level of conflict with the United States. Again, the cosine

of an angle is inversely proportional to the size of that angle in degrees,

conflict with U, S.
conflict with USSR

cos § '=f

Thus, as a nation has proportionately more conflict with the United
States than witl the Soviet Union, it is expected to align more with the
Soviet Union than with the United States. Conversely, a nation that has
more conflict with the Soviet Union than with the United States is ex-

pected to align more with the United States.

Exogenous Predictors of International Alignment

We include two types of predictor variables in our integrated fore-
casting model. The first type is predictors hypothesized to affect the
measures of alignment more or less instantaneously. This type in-
cludes other central environmental descriptors, for which values will
be forecast at the same time that international alignment measures are
forecast. In addition, we include a class of lagged exogenous predic-
tors whose impact .on alignment is observed some tirae after their
values occur. Three lagged exogenous variables are initially examined
as potentially useful predictors of alignment--previous alignment,

'proximity, and polity-type similarity.

Previous Alignment Patterns. Several theorists have suggested that
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patterns of international alignment are primarily a function of previous

7 N,
international a.lignmcnts.1 Specifically we suggest that the extent of

a nation's major-power alignment is determined in part by its previous
level of major-power alignment, and that the distribution of a nation's
major-power alignment is a function of its previous distribution of

major-power alignment.

Proximity, Sullivan and Rus sett18 have argued that geographical proxi-
mity plays a role in determining the alignments of nations. The argu-
ment is based upon the notion that nations'physically near one another
share common regional problems; these common problems lead to the
search for common solutions, or common positions, which constitute
indicators of alignment. Specifically, Sullivan utilized air miles be-
tween capitals as a measure of the proximity of nations and found that
nations are more likely to be aligned with one another as that distance
decreases. ? Consistent with Sullivan's usage, we suggest that the

distribution of a nation's major-power alignment is positively related

1
! See John D. Sullivan, '"Cooperating to Conflict: Sources of Informal

Alignments, " in Peace, War, and Numbers, ed. by Bruce M. Russett
(Beverly Hills: Sage Publications, Inc., 1972), pp. 115-138; Bruce

M. Russett, '""Components of an Operational Theory of International
Alliance Formation, " Journal of Conflict Resolution, Vol. 12 (1968),
pp. 285-301; Norman J. Padelford and George A. Lincoln, The
Dynamics of International Politics (New York: The Macmilian Co.,
1962); Bruce M. Russett and W, C. Lamb, ""Global Patterns of Diplo-
matic Exchange, ' Journal of Peace Research, Vol. 3 (1969), pp. 37-55;
and Bruce M. Russett, International Regions and the International
System (Chicago: Rand McNally and Co. 1967).

18 .
Sullivan, ""Cooperating to Conflict,' and Rus sett, International Re-

gions and the International System.

9 Sullivan, ""Cooperating to Conflict, " p. 127.




to the relative distance from that nation to the United States and to the
Soviet Union, respectively, as measured by air miles between capitals.
That is, the longer the distince from a nation to the Soviet Union re-

lative to its distance to the United States, the more likely it is that the

nation is aligned with the United States. Conversely, nations closer
to the Soviet Union relative to their distance to the United States are

more likely to be aligned with the Soviet Union., Again, since the co-

| sine of an angle is inversely related to the size of that angle in degrees, 8
and since an angle of zero degrees in a nation's alignment vector cor-
responds to that nation's allocation of all its major-power alignment

. to the Soviet Union, we hypothesize that the measure,

distance from U, S.
l ) “distance from USSR

l ' will be positively covariant with the cosine of the angle of the nation's

major-power alignment vector, where distance is measured by air ;

3 : . 20
§ miles between capitals.,"

: . 2 .
Polity-Type Similarity. Several theorists . have argued that nations A

| Since the universe of nations is limited to Europe, we, of course,

b expect all nations to be closer geographically to the Soviet Union :
than to the United States (thus this ratio will always be greater than 1
1.0). However, since we are concerned here with the relative dis-

tances, the universal proximity to the Soviet Union will not be im-
portant.

Russett and Lamb, "Global Patterns'; Russett, International Re-
gions and the International System; Russett, ""Components of an Oper-
ational Theory'; H, S, Dinerstein, "The Transformation of Alliance
Systems, "' American Political Science Review, Vol. 54 (1965), pp.
589-601; William A. Gamson, "A Theory of Coalition Formation, "

E ; American Sociological Review, Vol. 26 (1961), pp. 373-382; and

: Sullivan, "Cooperating to Conflict, " p. 127,
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with similar polity types are more likely to be aligned with one another.
Consistent with previous usage, we will utilize Banks and Gregg'sz2
polity-characteristic typology, in which all the European nations are
identified as either 'centrist' or "polyarchic. " Since the Soviet Union
and the United States are identified as centrist and polyarchic respec-
tively, we suggest that centrist nations are more likely to align with
the Soviet Union and polyarchic nations are more likely to align with
the United States. By creating a polity-type dummy variable and scoring
centrist nations ''1'" and polyarchic nations "0, "' this theory can be
tested by relating the polity-type dummy variable to the cosine power-
alignment vector. Specifically, then, we hypothesize that the cosine

of a nation's alignment vector is positively related to its score on the

Banks and Gregg polity-type measure.

STRUCTURE OF THE ALIGNMENT MODELS

Multiple regression analysis is the basic technique utilized to generate
a postdictive model for both aspects of major-power alignment- -the ex-
tent of nations' major-power alignments, and the distribution of those
alignments between the United States and the Soviet Union. Each of

the predictor variables discussed above is examined to determine if it
is useful within the context of Eastern and Western Kurope. For those
variables that prove useful as predictors, estimates of the direction

and magnitude of their linkages with international alignment measures

are generated. Those estimates are used, along with known values

2 Arthur S. Banks and Phillip M. Gregg, "Grouping Political Systems:
Q-Factor Analysis of a Cross Polity Survey, ' The American Be-
havioral Scientist, Vol. 9 (1965), pp. 3-6.
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of the lagged exogenous predictors and forecast values of the other cen-
tral environmental descriptors, to generate forecasts of the alignment L

" measures for the 1985-1995 time period.

Seven predictor variables, four of which are other central environmental
descriptors, are used to forecast international alignment patterns.
These seven variables are used in two alignment equations, one equation -

for the extent of nations' major-power alignments and the other for the

ol

distribution of their major-power alignments between the United States
and the Soviet Union. The equations are then evaluated for explanatory 3
power, and are altered, where necessary, to be'consistent with criteria
for good estimation. Parameter estimates developed from the final

equations are utilized to generate forecasts of the length and cosine of

the angle of nations' alignment vectors for the 1985- 1995 period.

Y. (USSR) : Y, (U.S.) X,
Y =B +8 Y + B ¢ —_— —
: 12
| 1Y ot Yy T ir Y @os) T 16 Y (USSR) %,
¢
+ 813X3 + € 1 i
| |
] and, 5
. . |
] 5 B {
Yo = Bt B¥e TPy Ty, tTay tEy
] { t-1 4 5 6
t-1
4 where:
Y1 = cosine vector angle (distribution of alignment)
Y2 = vector length (extent of alignment )
3 Y3 = internal instability (TURMOIL and REVOLT)
Y4 = military power base (MPB)
{
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Y_ = economic power base (EPB)

Y, = international conflict (CONFLICT)
Y. = trade

X, = distance from U, S,

X, = distance from USSR

X

5
6
7
1
2
3 = dummy indicating polity type

In short, we evaluate these equations for the length and cosine of the
angle of nations' alignment vectors with a view itcward removing those

predictors that do not, in fact, evidence strong linkages with the char-

acteristics of the nations' alignment patterns. Estimates of the direc~
tion and strength of the linkages for the remaining predictors are

g developed with minimum-information, maximum- likelihood methods.

l Predictors of ALIGN 6 )

Five variables--previous distribution of major-power alignment, inter-
national trade, .international conflict, distance, and polity-type simil-

! arity--are initially hypothesized to be useful predictors of the distri-

bution of nations' major-power alignment. Each of the five variables

i relates to ALIGNG in the expected manner, although only four are used

in the forecasting model for ALIGNS. (Conflict is excluded because d

it merely reflects variance also attributable to combinations of the

other four variables.) In the sections that follow, each of these five

potential predictors is discussed, and their linkages with the distribu-

tion of nations' major-power alignments are analyzed.

Previous Distribution of Major-Power Alignment. Previous distribu-

tion of nations' major-power alignments is expected to relate strongly

4 to their present distribution. Clearly, thése expectations are based
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on our belief that alignment represencs the recurring aspects of nations'
behaviors, as well as on the empirical and theoretical work of many

international relations scholars.

In fact, we observe a .885 correlation between ALIGN6 and ALIGNS £l
for the European uations during the period 1960-1970. ALIGN® and

ALIGN® then, had nearly 80 percent of their variance in comnion.

t-1’
Previous distribution of major-power alignment is by far the predom-
inant predictor in the forecasting model. This suggests that the dis-
tribution of nations' major-power alignments can be predicted by
knowing the nations' previous distribution of major-power alignments,
and the peculiar conditions that may have affected those nations in the
rec:nt past. Given the absence of unusual conditions, then, ISrevious

alignment patterns become the predominant determinants of present

alignment paiterns.

Trade. Several international relations schola.rs23 have linked patterns
of international alignment to patterns of trade among nations, and in
fact have suggesied that aside from past patterns of alignment, inter-
national trade is the mést important predictor of international align-
ment. Since our interest here is in forecasting the distribution of na-
tions' major-power alignments between the United States and the Soviet
Union, we would expect a measure of the relative quantity of trade a
nation has with these two powers to be a strong and useful predictor

,variable. Since higher ALIGN6 scores represent greater alignment

23 See John D. Sullivan, '"Cooperating to Conflict.' See also Russett

and Lamb, '""Global Patterns''; Russett, International Regions and
the International System; and Teune and Synnestvedt, '"Measuring
International Alignments.
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with the Soviet Unicn relative to alignment with the United States, we

hypothesize that ALIGN® is positively related to trade with the Soviet
Union, inversely related to trade with the United States, and positively
related to a measure representing trade with the Soviet Union relative

to trade with the United States (TRADE (USSR))/(TRADE (U. S.)).

Table 6 shows correlations of ALIGN® with each of the three measures
of trade, and partial correlations controlling for previous distribution

of major-power alignment. These correlations reveal that much of the

TABLE 6
CORRELATIONS WITH MEASURES OF TRADE

Controlling for

Trade ALIGNO ALIGNGt_ 1

With USSR . 747 . 340
With U, S, -. 640 | -.303
USSR /U. 8. .322 | . 148

linkage between alignment and trade is a part of the long-term and re-
curring aspect of international aligninent patterns, not surprising con-
sidering the relative stability of trade patterns over time. Addi-

tional and substantial variance in ALIGN 6 is attributable to trade pat-
terns, however, even when previous distribution of major-power align-
ment is controlled. This finding suggests that deviations in the long-
term patterns of international alignments are in part related to changes
in international trade patterns. Trade, then, can be used as a predictor

of major-power alignment distribution in conjunction with previous dis-

tribution of major-power alignmaent.
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T International Conflict. Much the same can be said of international

conflict as was said of international trade patterns. We hypothesize

;f | that ALIGN 6 relates strongly to the relative quantity of nations' con-

flict with the United States and the Soviet Union. Again, since ALIGN®
is a measure of a nation's alignment with the USSR relative to its align-

! ment with the United States, we expect the distribution of a nation's

4 major-power alignment to relate positively to conflict with the United
States, inversely to conflict with the Soviet Union, and positively to a
measure representing conflict with the United States relative to con-

| flict with the Soviet Union (CONFLICT (U.S.))/(CONFLICT (USSR)).

Table 7 shows simple correlations of ALIGN 8 with each of these three

measures of international conflict with major powers, and partial cor-

VT o B T

relations controlling for previous distribution of major-power alignment.

TABLE 7

: CORRELATIONS WITH ‘
| MEASURES OF INTERNATIONAL CONFLICT

Controliing for

l i Conflict ALIGN 6 ALIGNS® t-1

With U.S. .241 .071
i With USSR -.102 -. 026
U.S. /USSR . 183 . 147

Although international conflict measures evidence the expected rela-
tionships with nations' distribution of major-power alignment, these

correlations reveal that those relationships disappear once previous

S . 310
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ALIGN 6 is controlled. Fluctuations in long-term trends of international
alignment patterns, then, are not as sensitive to conflict between na-

tions as we had expected.

it is importart to remember, however, that patterns of alignment and
conflict with major powers remained fairly stable during the decade of
the 1960's, Nations that were highly aligned with the Soviet Union in
1960~ -Bulgaria, Hungary, East Germa.n.y, Poland, and Czechoslovakia--
were also highly aligned with Russia in 1970. Those same countries
continued o act in a conflictual manner toward the United States during
that entirs time span. And although the ties between the United States
and its Western Eur;)pean allies began to weaken somewhat during that
time period, this was accompanied by a lessening of the level of con-
flict between those countries and the Soviet Unicn. These events did
net, certainly, occur overnight. They proceeded gradually, with
zlignment ties decreasing year by year and conflict with the Soviet A
Union lessening year by year. As a result, when the long-term trend

of major-power alignment distribution is accounted for, little vari-

ance remains to be explained by the accompanying changes in nations'’

- patterns of international conflict. And in the case of the Eastern

European countries, little change was evident in either distribution of
major-power alignment or conflict with the United States. As Table 8

shows, alignment distribution scores for those five Eastern European *
countries remained relatively constant from 1960 to 1970, while those
for major Western European nations showed slight, but perceptible, in-
creases, indicating movement away from alignment with the United
States. Yugoslavia is shown as an example of an Eastern European
country that moved away from the Soviet Union and toward the United
States during that time period. Note that major-power conflict scores

for those Eastern European countries do not show a consistent trend
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TABLE 8

CHANGES IN ALIGN6 AND
CONFLICT DURING THE 1960's

Country ALIGN 6 Gonflict (with U.S. or

USSR)
E 1960 1965 1970 1960 1965 . 1970
United Kingdom | .071  .076  .080 | 1.14 .95 .95
E France .085 .176 . 207 1.15 . 60 .69
k. West Germany .017 .017 .020 1.42 1.15 1.17
3 Italy .036 . 143 .183 .70 .48 . 49
E | Denmark . 127 .242 .230 .60 .30 .30
Greece .028 .298 .545 .70 .60 .48
| Spain .079 .159 .232 .48 .30 .30
3 Bulgaria . 999 '999 <799 . 60 77 .60
E ‘. ‘ Czechoslovakia . 999 .999 ° .999 .70 .48 ED2
! East Germa iy . 999 . 999 . 999 1.34 1.11 1.30
! Hungary - .999  .999  .999 .30 .30 .47
Poland .996 . 995 . 990 .47 .30 .30

Yugoslavia .938 .879 .867

during the 1960's. These countries had about as much conflict with

[ the United States in 1970 as they did in 1960, while Western European

i allies of the United States had consistently and substantially less con-

_ flict with the Soviet Union in 1970 than they did in 1960.

It comes as no surprise, then, that conflict has little marginal rela-
‘tionship with the distribution of nations' major-power alignments once
the long-term trends and recurring patterns in ALIGN 8 are controlled.
Thus, although conflict exhibits the hypothesized relationships with

s measures of nations' major-power alignment distribution, it does not
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prove to be a useful predictor variable in a forecasting model that in-

cludes several other predictors of the distribution of major-power
alignment, particularly ALIGNét_ 1

Proximity and Polity-Type Similarity. Several international relations

schola.rs24 have argued that geograph:cal proximity plays a role in

determining the aligament of nations. As stated previously, their

notions are often bazed wpon the idea that nations that are near one

k- another share common problems, and that the existence of these com-
mon pfoblems leads to @ search for common solutions. Drawing upon

, these ideas we suggest that ALIGN 0 will vary positively with the dis-
tancevof nations from the United States relative to their distance from

the Soviet Union (see Table 9).

TABLE 9
CORRELATIONS WITH PROXIMITY AND POLITY TYPE

; ! ’ : Controlling for
. ! : ALIGNg ALIGN®,
- Distance (U, S.)/ Distance (USSR) .520 . 149

Polity Type . 742 .274

Similarly, several 'cheoris'cs25 have suggested that nations with the

24

) John D. Sullivan, "Coopera:iug to Conﬂict, '"and Bruce M. Russett,
;f ._ International Regions and the International System.

Russett and Lamb, ""Global Patterns''; Russett, International Regions
and the International System; Russett, '"Components of an Operational
Theory''; Dinerstein, "Transformation of Alliance System''; and others.
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same governmental t7pes are more likely to be aligned.than nations
- with different organizational schemata. D Specifically, we hypothesize
- that nations that are identified as polyarchic tend to align with the

, United States while those that are viewed as centrist tend to align more

with the Soviet Union. In fact, as can be seen in Table 9, both proxi-

mity and polity type evidence the expected relationships with ALIGNS;

proximity shares more than 25 percent of its variance with major-

A power alignment distribution, and polity type more than 50 percent.

4 As with international conflict, however, the relationships between

ALIGN 6 and proximity and polity-type similarity diminish once con-

trols are introduced for previous distribution of major—poWer align-
| ment. Even so, however, proximity, and particularly polity-type

similarity, have enough variance in common with the distribution of a

nation's major-power alignment to be included in the forecasting model.

ALIGNR and Gross National Product. We néted earlier that the two

aspects of nations' major-power aligriments, their extent and their dis-
{ . tribution, are related in the European context. Thus, one of these two
alignment measures can be used as a predictor of the other. If the

&)

distribution of a nation's major-power alignment is used to forecast

i the extent of that alignment, forecast values of ALIGN 6 must be known
! prior to forecasting ALIGNR. That is, ALIGN® must be forecast be-
fore ALIGNR can be forecast.

J : 25 Polity type is measured here by a dummy variable scored "'I'' if the

1 " country has a centrist government and "0" for polyarchic govern-
mental structures. Since ALIGNS increases as nations become more
aligned with the Soviet Union relative to the United States, and since
the Soviet Union is centrist while the United States is considered poly-
archic, the polity-type similarity argument suggests a positive rela- :
tionship between the dummy variable and ALIGN8. i
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It could be argued that the forecasting process could proceed in the re-
verse direction--that forecasts could be generated for ALIGNR, and
ALIGNR could subsequently be used to forecast ALIGN®8. We can see

no theoretical grounds to postulate a causzl connection in either direc-

tion. The historical situation in Eastern Europe, however, suggests

e that nations aligned with the Soviet Union are forced to align closely

b with that major power because of the Soviet desire for extensive con-
trol over its satellites. It is implausible, however, to say that coun-
tries strongly aligned with a major power tend to align themselves

with the Soviet Union rather than with the United States. The histori-

_? cal situation, then, suggests that ALIGN 6 is more properly viewed as
- a predictor of ALIGNR than is ALIGNR as a predictor of the distribu-

e

tion of nations' major-power alignments.

! We also found a strong relationship between ALIGN 6 and GNP, one

l component of a nation's economic power bage. This relationship
i stems from the historically higher level of wealth in the Western
European nations than in the Soviet satellite countries. In order to
utilize this relationship in a forecasting model, it is neces sary to as-
sume that Eastern European countries will not surpass U.S. allies in
r Western Europe in terlrns of economic wealth. Given that growth in
GNP depends in part on previous levels of GNP, and that, until this
point at least, major Western European economies have sustained
their high rates of growth relative to Eastern European countries, it
seems reasonable to use GNP in the forecasting model for nations'

distribution of major-power alignment.

' Five variables--previous distribution of major-power aligrniment, rela-
tive trade with the major powers, polity-type similarity, relative prox-

imity with the major powers, and GNP--have been identified as useful
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components of a forecasting model for the distribution of nations'
major-power alignments. Of course, the value of some of these com-
ponents depends on the validity of cértain assumptions concerning the
continuation of specified historical sequences. These assumptions,
however, are certainly reasonable enough to allow the inclusion of each

of these predictors in the ALIGN 6 model.

Predictors of ALIGNR

Six variables are initially hypothesized to be useful predictors of the
extent of nations' major-power alignments--previous extent of major-
power alignment, internal instability (TURMOIL and REVOLT), economic
power base (EPB), military power base (MPB), and international con-

| flict. Each of these variables does in fact significantly affect the extent
of nations' major-power alignmenis, but in some cases in rather unex-
pected ways. In the following sections, we discuss each of these

predictors and their relationships witli ALIGNR.

; . Previous Extent of Major-Power Alignment. As we noted before,

alignment patterns represent the long-term and recurring aspects of
| f nations' behaviors. Thus, we expect that the previous extent of na-

I tions' major-power alignments strongly predicts the present extent
of their alignments. In fact, several researcher 527 have identi-

fied past patterns of alignment as the strongest predictors of present

alignments of nations.

2 .
! See John D. Sullivan, "Cooperating to Conflict: Sources of Informal

Alignments''; Bruce M. Russett and W, C., Lamb, "Global Patterns
of Diplomatic Exchange'; and Bruce M. Russett, '"Components of
an Operational Theory of International Alliance Formation. "
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Our analysis of the European milieu from 1950 to 1970 confirms these
ideas. The observed correlation between ALIGNR and ALIGNRt_l for
the European nations during that time span is .537; this means that
nearly 30 percent of the variance of ALIGNR can be attributed to pre-
vious extent of nations' major-power alignments. Moreover, even
when the other five descriptors hypothesized to affect the extent of
nations' major-power alignments are controlled, ALIGNRtN1 still ex-
plains a substantial portion of the variance in present extent of major-

power alignments.

It is especially interesting to note that in the final predictor equation
utilized for forecasting ALIGNR, previous extent of nations' major-
power alignments is by far the predominant predictor, explaining fully
65 percent of the variance in the forecast variable. This finding sug-
gests that the extent of nations' major-power alignments can be pre-
dicted by knowing the nations' previous extent of major-power align-
ments and the peculiar conditions that occurred in those naticns in the
recent past. Given the absence of unsettling conditions, as '‘was the
case in Europe during much of the 1950's and 1960's, previous align-

ment patterns become predominant.

28
Internal Instability and National Power Base. Several theorists

have suggested that nations that face high levels of internal instability
seek alignments with major powers, both to endow the nations' govern-

ments with added legitimacy and to free economic and military re-

sources to suppress that instability. We hypothesize that this rela-

tionship is especially strong for those nations that do not have suffi-
cient economic and military resources of their own to defend them-

selves and control internal instability. Thus, ALIGNR is hypothesized

28 See George Liska, Nations in Alliance.
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to bz positively linked to levels of turmoil and revolutionary activity
in nations, and to be inversely related to the size of nations' econo-

mic and military power bases.

When controlling for nations' previous extent of major-power align-
ments, however, neiilier turmoil nor revolt evidences significant link-
ages with ALIGNR. Table 10 shows partial correlations between mea-
sures of internal instability and ALIGNR, controlling for past levels

of major-power alignments. As these correlations indicate, once

the long-term, recurring patterns of alignment are taken into account,

internal instability has virtually no effect on the tendency of nations to

TABLE 10
PARTIAL CORRELATIONS WITH

ALIGNR (Controlling for ALIGNRt_l)
Instability Measure ALIGNR
TURMOIL -.006
REVOLT . 046

align with major powers. Moreover, the relationship between tur-
moil and ALIGNR is actually in a negative direction, contrary to our

initial hypothesis.

Table 11 shows that a strong, simple relationship does, in fact, exist
between ALICNR and these two measures of internal instability. At

the same time, both measures of internal instability are positively
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TABLE 11

CORRELATIONS AMONG
ALIGNR AND PREDICTOR VARIABLES

ALIGNR | TURMOIL | REVOLT | EPB | MPB
ALIGNR 1.000
TURMOIL . 176 1. 000
REVOLT .115 . 496 ©1.000
EPB .672 . 228 .121 1.000
MPB . 790 . 141 . 048 .932 | 1.000

related to the siz.e, wealth, and military strength of the nations. Since
larger and wealthier nations tend to take part in extensive international
interactions and consequently align themselves strongly with the major
powers, the apparent relationship between measures of internal insta-
bility and ALIGNR is a function of the fact that both are related to na-
tion size and wealth. That is, the relationship between internal in-
stability and the level of major-power alignment is part of the long-
term and recurring aspect of alignment; large countries have a greater
tendency to become involved in international alignments than do small
countries. Once this is taken into account in controlling for previous
levels of ma:jor—power alignment, the correlation between measures

of internal stability and ALIGNR approaches zero. Internal instability,
in short, is of little value in explaining deviations from these normal
and recurring patterns.

Nations' economic and military power bases, on the other hand, were

hypotliesized to be inversely related to the extent of their alignment
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with major powers. It was thlought that in order to achieve internal
stability, smaller and weaker nations would turn to major powers, and
consequently become more aligned with those major powers. In fact,
as Table 11 shows, both economic power base and military power base
are strongly and positively related to the extent of nations' major-
power alignments. Clearly, it is the larger and wealthier nations, and
not, as we had hypothesized, the smaller, weaker powers that are most
prone to become highly aligned with these major powers. Since these
larger and wealthier countries are the major international actors, we
infer that alignment levels are partly a function of the level of nations'
international activities. It is especially interesting to note that the
relationship between military power base and ALIGNR is even stronger
than that for economic power base; nations that transform extensive
economic resourées into military resources are most prone to major-

power alignments.

Table 12 shows correlaticas between economic power base and three

major components of economic power base, .Iand ALIGNR. As

TABLE 12

CORRELATIONS WITH
ECONOMIC POWER-BASE COMPONENTS

Economic Power-Base ALIGNR
Component
EPB 672
GNP . 340
| POP . 406
GNP /POP -.128
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that table suggests, both econ;nmic power basec and two of its nyimary
components, GNP and population (POP), rclate positively to-the level

of nations' major-power alignments. However, GNF per capita is in-
versely related to ALIGNR, suggesting that a complex relationship
exists between ALIGNR and these two components of economic power
base. In fact, the correlation of ALIGNR with POP controlling for

GNP is . 279, while the correlation of ALIGNR with GNP controlling

for POP is -.254. This suggests that moderately large nations and
small but wealthy nations tend to align strongly with major powers,
while the very large and very wealthy countries do not. This result

is a function of the fact that the largest and wealthiest European nation,
the Soviet Union, was analytically scored as being unaligned with the
United States because the Soviet Union, itself, was used as a point of
reference in dete'rmining major-power alignment. This caveat aside,

it is clear that the relationships we expected to find between the level

of nations' major-power alignments and thei <ize and wealth are simply
not extant in the European milieu. The largey »2id wealthier countries--
the United Kingdom, West Germany, and France in Western Europe,
and East Germany in Eastern Europe--are 1;he most strongly aligned
countries with the méjor‘ powers. Major-power alignment, in short,

does not serve solely as a prop for the small and weak powers in

Europe.

It is certairﬂy not surprising, then, that the complex relationship we
expected to find between ALIGNR and internal instability and national
power base is simply not evident in the available data. As vs}e noted
earlier, the complex measure (TURMOIL + REVOLT)/(EPB + MPB)
qu.s expected to relate strongly and positively to ALIGNR. In fact,

the correlation between ALIGNR and this complex ineasure was -.032,

neither strong nor positive. This correlation lacks the expected
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strength because both measures of internal instability, TURMOIL and

REVOLT, were found to be unrelated to deviations in levels of nations'

major- power alignments. The correlation was negative because nations'

economic and military power bases, which we expected to relate in-

versely to the extent of nations' major-power alignments, were in

fact positively related to their tendency to align with major powers.

International Conflic’.

As we noted earlier, many scholars have found

that intense interna‘ional conflict has a substantial effect on the ten -~

. g 9 .
dency of nations to align with major powers. In fact, nations that

experience high levels of international conflict align more closely with

major powers than do nations that experience little, if any, international

conflict. This hypothesis is based on the idea that nations that experi-

ence high levels of conflict with other countries, particularly new and

intense conflict, attempt to supplement their ability to deal with that

conflict by aligning with major powers. We hypothesize, then, that a

nation's level of international conflict relates positively to its level of

major-power alignment, and that ALIGNR also relates positively to

the complex measure (CONFLICTt)/(CONFLICTt 1) which taps the

increasing conflict that threatens nations.

Table 13 shows partial correlations bet'veen ALIGNR, and international

conflict and the complex measure discussed above, controlling for past

levels of major-power alignment. As thai table shows, neither cen-

flict, nor lagged conflict, nor the complex measure relates significantly

to levels of nations' major-power alignments. These findings suggest

that neither conflict, nor expressly new conflict, accounts for the

29

See Liska, Nations in Alliance, and John D. Sullivan, '"Cooperating

to Conflict. "
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TABLE 13
PARTIAL CORREILATIONS WITH
CONFLICT MEASURES (Controlling for ALIGNRt 1)
Conflict Measure ALIGNR
'CONFLICT,c -.021
CONFLICT,c 1 -.072
CONFLICTt/CONFLICTt 1 . 039

deviations in the long-term, regularized patterns of international align-

ment. Without controlling for ALIGNR however, the correlation

t-1’
between CONFLICT and ALIGNR increases to . 290, suggesting a signi-
ficant positive relationship, as hypothesized. However, that relation-

ship is clearly a function of the ongoing patterns that contribute to both

alignment tendencies and international conflict levels. Table 14 shows

correlations between conflict and measures of national power-base size.

TABLE 14

CORRELATIONS BETWEEN
POWER-BASE MEASURES AND CONFLICT

" Power-Base Measure CONFLICT

EPB .606
MPB . 465

il i




As we noted in the case of measures of internal instability, it is clearly
the large and wealthy nations that are usually involved in high levels of
international conflict. Smaller a.nd'poorer powers simply do not inter-
act extensively in the international arena. And the relationship be-
tween power base and extent of major-power alignment, discussed
earlier, is attributable to the same phenomenor' small countries are
not active participants in the international system. Since it is the same
countries that participate in all kinds of international actions, it is

of little surprise that a simple relationship is found between coniflict
and ALIGNR. However, that relationship is essentially a function of
the long-term, recurring pattern of action in the international system,
th: domination of that system by the large and wealthy countries. Once

that pattern is accounted for by controlling for ALIGNR_ ., conflict is

t-1
of marginal value in explaining the deviations in levels of major-power

alignment.

Distribution of Major-Power Alignment. We did not initially hypothe-

size a significant relationship between the extent and the distribution

of nations' major-power alignments. As we noted previously, there is
a clear and substantial relationship between these two aspects of na-
tions' major-power alignments. The higher a nation scores on ALIGNS,
that is, the more it is aligned with the Soviet Union relative to the
United States, the greater its level of major-power alignment. Nations
that are aligned with the Soviet Union are relatively highly aligned with
fhat nation; nations aligned with the United States, on the other hand,
are not so highly aligned with it. This finding is certainly consistent
with expectations generated by the Soviet Union's attempt to maintain

strong ties with its satellite nations in Eastern Europe.

However, in the absence of this historical fact, we can find little
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theoretical reason to expect a consistent relationship between the
extent and the distribution of nations' major-power alignments. An
examination of Figure 2 reveals that the composite alignment scores
constructed here divide the European nations into two major blocs, with
very few nations independent of these blocs. These groupings are
quite consistent with our perceptions of the loyalties of the various
European nations. Any schema that clusters nations into two such
groups, however, will produce a relationship between thie various as-
pects of the clustering (in this case two aspects, the length and the
angle of the alignment vector) unless both clusters lie the same dis-
tance from the origin. In this case, of course, the cluster of Eastern

Furopean nations lies further from the origin than does the cluster of

Western European countries (see Figure 2).

The relationship between ALIGN 6 and ALIGNR is strong, and partially
independent of the long-term and recurring patterns that account for
much of the variance in nations' levels of mé.jor-power alignment.
Table 15 shows the simple correlation between these two measures
during the period 1960 to 1970, and the partial correlation between
ALIGN 6 and ALIGNR when controlling for ALIGNRt_ E As the table

TABLE 15
CORRELATIONS WITH ALIGNG®

ALIGNR

ALIGN 6 . 317

Controlling for ALIC}NR,c 1 . 275
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indicates, these two aspects of nations' major-power alignments share
about 10 percent common variance, and even when the recurring as-
pects of nations' levels of major-power alignment are controlled, there

is about an 8 percent overlap.

The use of major-power alignment distribution as a predictcr of the
extent of nations' major-power alignments in a forecasting model re-
quires the assumption that the Soviet Union will continue to require
stronger allegiance from its satellites in Eastern Europe than does

the United States from its Western European allies. If the Czechoslo-
vakian stiuvation during 1968 and 1969, and the more recent interactions
between Romania and the Soviet Union are indicative of the general
patterns of behavior of the Soviet Union vis-a-vis its allies, this as-

sumption is plausible.

Four variables--previous levels of major-power alignment, n-.tional
power base, international conflict, and the distribution of nations'
major-power alignments--have been identifi’.ed as useful predictors of

ALIGNR. Although the value of some of those predictors is contingent

upon certain basic assumptions about the patterns of international be-

havior in the European milieu, these assumptions are far from unrea-
sonable. Each of these four variables, or components of them, are

used, then, in the forecasting model for ALIGNR.

FORECASTING MODELS OF MAJOR-POWER ALIGNMENT

This section contains a description of two forecasting models, one each
for the extent and the distribution of nations' major-powe: alignments.
Each forecasting model takes the form of a multiple regre ssion equa-

tion relating the respective aspect of alignment to somec set of predictor
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variables drawn from the preceding analysis. In each case, the rela-
tive contribution of each predictor variable is presented, the nature of
the relationship between each predictor and the respective aspect of
alignment is considered, and the forecasting model as a whole is evalu-
ated. Some predictors that relate in the hypothesized manner to align-
ment are not used in the forecasting models. The excluded predictors
are those shown to be highly colinear, or related, with one or some
group of the other predictors and that, within the context of the forecast-
ing model, contribute little to the multiple regression equation. In €ach
case where one or mo;'e variables are to be eliminated from the fore-
casting model for this reason, a conscious attempt is made to retain

those variables for which the best, most precise, and reliable mea-

surements are available.

A Forecasting Model for ALIGN 6

After empirical examinztion, five variables‘appeared to be useful pre-
dictors of ALIGN 6: previous distribution of major-power alignment,
relative trade with major powers, polity-type similarity, relative proxi-
mity with the major powers, and GNP. Table 16 shows the coefficients
of each of these predicfor variables, the standard errors and t-statistics
of those coefficients, and the explained variance for the equation as a
whole and its F-statistic., Each of the coefficients is substantially
larger than its respective standard error, and each is highly signifi-
cant statistically. The F-test of significance for the regression equa-
tion indicates that this forecasting model for ALIGN ¢ is, as a whole,
highly significant. The equation accounts for more than 82 percent

of the variance in the distribution of nations' major-power alignments

during the 1960's.
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TABLE 16
FORECASTING EQUATION FOR ALIGN &

Predictor Coefficient Standard Error t-Statistic
Constant .07299 .03543 2.060
ALIGNE)t 1 . 49960 .05305 9.418
REL-TRADE . 36998 .08105 4,565
PROXIMITY . 0000384 .0000116 3.302
POLITY TYPE . 14253 .03374 4,225
GNP -, 000000546 .000000149 3.650

R2 = ,8258

F =239.89

Table 17 shows partial correlation coefficients between each of these
five predictors and the distribution of nations' major-power alignments.
Table 17 can be used to discover the relative strength of each of the
various predictor variables and the nature of their respective linkages
with ALIGNS6. ALIGNG,I:__1 is the strongest of the five predicters, but
it is not nearly as predominant here as past extent of alignment is in
the ALIGNR equation. Past distribution accounts for but 25 per-

cent of the variance in present values of ALIGN6. Each of the other
predictors accounts for about 8 percent of the variance in the distribu-
tion of 'major-power alignment. Three of the variables, REL-TRADE,
PROXIMITY, and POLITY TYPE, show a positive relationship with

ALIGN 6.




TABLE 17
PARTIAL CORRELATIONS WITH ALIGNY

Predictor ALIGN®
ALIGNB,C__1 . 509
REL-TRADE . 276
PROXIMITY ‘ . 205
POLITY TYPE 257
GNP -. 224

REL-TRADE and PROXIMITY are constructed by dividing the trade
with and the distance from one of the major powers by the trade with
and distance froin the other power respectively. Previous distribu-

tion has a positive relationship with present distribulion of major-power

alignment; the more closely aligned a nation was with the Soviet Union
in the past, the more likely it is to be closely aligned with that power

at the present. GNP, on the other hand, exhibits an inverse relation-

. ship with ALIGN6; wealthier nations are less likely to be highly aligned

with the Soviet Union than less wealthy, less economically developed
countries. Kach of these relationships between individual predictors
and the distribution of major-power alignments is, of course, in the
predicted direction, and had the predicted relative magnitudes: past
distribution is the most important predictor; relative trade the next
most important; with polity type, GNP, and proximity following. Well
over 80 percent of the variance in the distribution of major-power align-
ment is accounted for by this multiple regression equation. In short,
this forecasting model promises to be of value for long-range fore-
casting if the assumptions upon which the equation rests continue to

hold during that 15-20 year period.
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A Forecasting Model for ALIGNR

As we noted earlier, four variables--previous extent of major power
alignment, distribution of major-power alignment, national power base,
and internziional conflict--proved to be useful predictors of ALIGNR.
] In fact, one particular component of national power base, military

‘ manpower (MIL MANPOW), seemed to be the most useful in the multiple
F | regression equation. However, since the forecasting requirements
L necessitated that military manpower be forecast after ALIGNR was
forecast, MIL MANPOWt_1 was actually utilized in the multiple re.

. I gression. Of course, military manpower is a highly autocorrelated
time series; generally a nation's level of manpower does not vary
. widely from year to year. Thus, the need to use past levels ur man-

power did not detract significantly fr.om the equation for ALIGNR.

s e i

4 Table 18 shows the predictors of nations' extent of major-power align-

‘ ment included in this model, their coefﬁcieﬁts, the standard errors
and t-statistics of those coefficients, and the explaiyned. variance for
the equation as a whole and its F-statistic. Each of the coefficients is
larger than its respective standard error. The F-test of significance

i for the regression equation as a whole indicates that this forecasting
model is highly significany statistically. In fact, this forecasting
model explains more than 92 percent of the variance in the extent of

4 . nations' major-power alignments during the period 1960 to 1970.

Table 19 shows partial correlation coefficients for each of the four

i predictors with levels of nations' majdr-power alignments. Table 19

can be used to discern the relative strength of the various linkages
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TABLE 18
FORECASTING EQUATION FOR ALIGNR

99

T

._‘ | Predictor Coefficient Standard Error t-Statistic §
' | | Constant .05194 .01355 3.833 ;
| ALIGNR,_, . 80657 .03789 21.285
] ALIGN 6 .01234 .00880 1. 402
CONFLICT, _, -.01247 .00814 1.532
MIL MANPOW, . 04424 .01017 4.351 .
E | . R%=.9218
F = 521.25 ‘-

e

between each of the predictors and ALIGNR, as well as the nature of
those relationships. Clearly, previous levels of major-power align-

ment is the predominant predictor of present ALIGNR, accounting for

}-)ﬁ' ! more than 70 percent of the variance in the forecast variable. Pre-

| » " vious levels of military manpower explain another 10 percent of the
-rariance in ALIGNR, while previous conflict and the distribution of b
major-power alignment explain smaller amounts of variance in the fore- .

cast variable.

4 Table 19 also reveals that three of the four predictor variables--pre-
vious levels of major-power alignment, distribution of major-power

alignment, and previous levels of manpower--are positively related
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TABLE 19 |
PARTIAL CORRELATIONS WITH ALIGNR

Predictor ALIGNR

ALIGNRt_1 . 848

ALIGN 6 . 105

CONFLICT,C_1 -.114

MIL MANPOWt_ . 311

1

to present levels of alignment., That is, as pPrevious levels of alignment
increase, and as nations become more aligned with the Soviet Union
relative to the United States, they are more likely to align strongly

with one or more major powers. Manpower levels prove to be directly
related to ALIGNR; militarily stronger nations tend to be more strongly

aligned with the major powers than nations with smaller military forces.

As with the ALIGNS model, this equation explains most variationsin the

levels of major-power alignments. Well over 90 percent of the vari-
ance in that forecast variable is accounted for by the multiple regres-
sion. To the extent that the assumptions upon which the equation rests
continue to hold dufing the next 20 years, this forecasting model

should be u. eful for long-range forecasting of ALIGNR.

'These two equations are used within the integrated model to produce fore-

casts of the extent and distribution of the European nations' major-power

alignments during the period 1985 to 1995. Both equations are quite

strong since they explain most of the variance in the dependent variables,
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contain coefficients of the approximate magnitude and direction hypo-
thesized, and utilize statistically significai't predictor variables. In
the next section of this analysis, postdicticn results from theue two
equations are presented. Consideration of those results enables the
analyst to judge more effectively the reliability of the two forecasting

models for particular nations of Eastern and Western Europe.

POSTDICTIONS OF MAJOR-POWER ALIGNMENT

Once the forecasting models for the extent and distribution of major-
power alignment are developed, they are used to generate "expected"
values for those two aspects of alignment for the European nations.

The two equations are used to "predict' the extent and distribution of
nations' major-power alignments for the 1960's. These '"predicted"
values are then compared with actual values for both aspects of align-
ment for that time period to determine where the forecasting models are

are especially accurate, and where they are less than adequate.

Specifically, data on each of the variables included in the two forecast-
ing models--both measures of major-power alignment as well as the
various predictor variables--were available for the 10 years from

1961 to 1970 inclusive. Thus, the extent and distribution of nations'

major-power alignments were ''predicted'" for these 10 years. For
each of the 25 nations included in this analysis (the Soviet Union was
excluded because it was used as a reference nation--a major power),
the series of "predicted' values for the two aspects of alignment were

compared with actual values experienced during those 10 years.
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Postdictions of ALIGNR

Table 20 shows the mean of the absolnte value of the residual from the

equation forecasting the extent of major-power alignment for each of

TABLE 20
POSTDICTION RESULTS BY COUNTRY FOR ALIGNR

Country Residual Direction
abs(Actual-Predict) of Error

Romania

West Germany
East Germany
Poland
Czechoslovakia
Hungary
Yugoslavia
Bulgaria

.0104 Low
.0121 High
.0150 High
.0201 Low
. 0249 Low
.0268 Low
.0273 Low
.0274 Low

00 =1 O Ul h W N —

Finland ' .0290 High
United Kingdom .0299 Low
Sweden .0301 Low
Denmark .0319 High
Netherlands .0333 Low
Greece .0337 High
France . 0355 Low
Norway . 0356 High
Switzerland . 0362 High

Turkey . 0365 High

Ireland . 0408 Low
BLEU .0422 High
Austria . 0439 Low
Portugal : . 0460 Low
Spain .0509 Low
Italy .0536 Low
Iceland . 0730 Low
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the 25 European countries. =0 In addition, Table 20 ranks the 25 Euro-
pean nations according to the size of their mean residuals; the nations
with the lower ranks have smaller differences between postdicted and
actual values of ALIGNR. The direction of error in postdictionfor each
country is also shown. Thus, a nation whose direction is '"high" is one
for whom the postdicted extent of major-power alignment typically ex-
ceeds the actual level of such alignment. The direction of error is
determined by counting the number of a nation's po stdicted values that
are '"high,' and the number that are '"low.!" (A nation is classified -

as having '"high' postdiction if the number of those postdictions exceeds

its number of '"low' postdictions.)

As Table 20 suggests, there is an apparent pattern to the distribution
of countries by the magnitude of their error in the postdiction of ALIGNR.
Of the top eight countries on the list, all but West Germany are Eastern
European satellites of the Soviet Union. This suggests that this group
of nations is more accurately predicted in terms of extent of major-
power alignment than are the Western European allies of the United
States. As we noted earlier, however, this group of cour;;cries also
shows greater temporal stability in their alignment patterns than do

the Western European nations. Thus, previous alignment measures
are stronger predictors of present alignment for the Eastern European
countries, and the overall quality of those predictions is correspond-
ingly higher. Spain, Italy, and Iceland round out the bottom of the list
and evidence, in absolute terms, the least accurate of the postdictions.

These three countries are among the Western European nations most

3
0 The residual is computed by subtracting the observed from the ''pre-

dicted" value. Thus, the absolute value of the residual ignores its
sign, and measures only its magnitude.

335

iy e



s R 7
S o e

closely aligned with major powers since they have some of the highest
ALIGNR scores. In proportional terms, their postdictions are not

nearly as weak as their rankings suggest.

Table 21 classifies these 25 countries according to the magnitude of
their postdiction error. For 60 percent of the European nations, the
mean magnitude of postdiction error is less than 10 percent of their

mean ALIGNR score. For anothcr 36 nercent, mean error is between

TABLE 21

CLASSIFICATIONS BY
MAGNITUDE OF POSTDICTION ERROR FOR ALIGNR

Less than 10% 10% to 15% More than 15%
Romania Sweden Switzerland
West Germany Norway

East Germany Ireland

Poland BLEU

Czechoslovakia Austria

Hungary Portugal

Yugoslavia Spain

Bulgaria Italy

Finland Iceland

United Kingdom

Denmark

Netherlands

Greece

France

Turkey

10 and 15 percent of the mean ALIGNR score. For only 1 of the 25
niations, Switzerland, is the postdiction error substantial compared

to actual ALIGNR values. The absolute quantity of postdiction error
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for Switzerland, however, is actually very moderate; but since

T T

Switzerland is virtually unaligrzd with the major powers, and has an
extremely low score on ALIGNR, er»or as a percentage of that score
J‘ approaches 50 percent.
; 1 Table 22 classifies the various nations according to the direction of 7
their postdiction error. Note that only one of the East European coun-
4 tries, East Germany, has postdicted values typically larger than actual %
£ 1 [
. ALIGNR scores, while the Western European nations are about evenly ¥
E | i
E | f_
b %
b TABLE 22 !
4 - ‘
i | CLASSIFICATIONS BY DIRECTION i
b | OF POSTDICTION ERROR FOR ALIGNR i
1 |
1.' " i :
tligh Low f
, West Germany Romania ‘_
, East Germany Poland i
E | Finland Czechoslovakia
' I Denmark Hungary
‘ Greece , Yugoslavia
Norway Bulgaria 3
; Switzerland United Kingdom
Turkey ' Sweden
BLEU Netherlands
;; | ' France
‘ Ireland
Austria
Portugal
Spain
Italy
Iceland
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4 split between those with '"high' and those with "low" postdictions. A “
\ comparison of the direction of nations' postdiction errors with the size
i of their actual ALIGNR scores reveals a strong inverse relationship
1 between the two. As Table 23 shows, nations that are closely aligned !
k with major powers and have high ALIGNR scores have typically lower .
E TABLE 23
‘. DIRECTION OF POSTDICTION )
E . ERROR VS, SIZE OF ALIGNR SCORES
- Direction of Size of ALIGNR Scores
1 Error
3 Low High
l' Low 2 11 I:
3
’ High , 7 5
1 2

[‘ X" =4.996 p<.05
1 postdictions than actual scores. Nations with low actual scores, how-
{ ever, usually have higher postdicted values. This result is far from
unexpected; the model, developed for a group of countries with substan- .;,j!'%
tial differences in actual scores, tends to produce a postdiction some-

! where between the nation's actual score and the mean of all nations'

1 f scores, The model, in short, underestimates the extent of alignment

'}" for highly aligned nations and overestimates the level of alignment

for unaligned countries. The extent of alignment is typically under- .

estimated for the Eastern European countries, then, because they :

'. tend to have rather large ALIGNR scores.. Nonethcless, the magnitude .
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of postdiction error is quite small for all nations, and particularly

"‘5%. small for those Eastern European countries. Although the forecasting

e i model for ALIGNR is biased, the magnitude of the: bias is so small as
P to make the model quite acceptable, particularly for forecasting rela-

A tive levels of major-power alignment for these 25 countries.

' Postdictions of ALIGNS6

Table 24 shows the mean of the absolute value of the residuals (pre--

dicted minus actual values) of ALIGN 6 for each of the European nations.
| In addition, the 25 nations are ranked by their absolute residual; na-

tions with lower ranks show smaller differences between postdictedand

i

' actial distributions of major-power alignment than do those nations

3 i with larger ranks. Again, the typical direction of the postdiction error,
determined by counting '"high'" and 'low' postdictions, is also shown

for the various countries.

: ) Table 24 reveals some rather interesting patterns. Aside from

. Switzerland and West Germany, the most accurate postdictive results ]

i are obtained for Eastern European countries highly aligned with the
Soviet Union. As we ﬁbted in the case of ALIGNR postdiction, these
results are due to the extreme temporal stability of alignment scores
3 } for these countries.caused by the Soviet Union's maintenance of strong
ties with its satellite allies. Both Switzerland and West Germany also
have extreme scores.

Although Switzerland shows very little major-power alignment, what
alignment it does lhave i‘s exclusively with the United States. West

Germany also aligns exclusively with the United States, though its level

of major-power alignment is rather substantial. Following this initial
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TABLE 24
POSTDICTION RESULTS BY COUN'IRY‘FOR ALIGN 6

Residual Direction
Country Rank abs(Actual-Iredict) of Error
Switzerland 1 .0220 High
East Germany 2 .0325 Low
West Germany 3 .0478 High
Hungary 4 . 0660 Low
Romania 5 .0688 Low
Bulgaria 6 .0797 High
Poland 7 .0826 Low
Czechoslovakia 8 .0888 Low
Norway 9 . 1020 High
Iceland 10 . 1061 High
[ Sweden 10 .1061 High
Denmark 12 . 1075 High
Finland 13 . 1148 Low
United Kingdom 14 ad 151 High
France 15 1216 Low
Turkey 16 .1293 Low
Italy 17 . 1307 High
Netherlands 18 . 1453 High
i BLEU 19 . 1461 High
| Greece 20 . 1487 Low
i Austria .21 . 1505 High
z Ireland 22 . 1554 Low
{ Yugoslavia 23 . 1686 Low
Spain 24 .1760 High
Portugal ) 25 12317 High

'group are the Scandinavian nations--Norway, Sweden, Denmark, Fin-
land, and Iceland. Tie large Western Europeen :llies of the United

States follow this second group.
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postdiction errors.

TABLE 25

Table 25 classifics these countries according to the magnitude of their
Thirty-two percent of the countries evidence very
low postdiction error (residual less than . 10), and 48 percent have

moderate error in the postdiction (residual between .10 and . 15).

CLASSIFICATIONS BY MAGNITUDE
OF POSTDICTION ERROR FOR ALIGN 6

Low Medium High
Switzerland Norway Austria
East Germany Iceland Ireland
West Germany Sweden Yugoslavia
Hungary Denmark Spain
Romania Finland Portugal
Bulgaria United Kingdom
Poland France
Czechoslovakia Turkey

Italy

Netherlands

BLEU

Greece

.
.
98
ot
.

b

3

Union.

«ligned with the Soviet Unica.

five countries--Austria, Ireland, Yugoslavia, Spain, and Portugal- -
have high postdiction error (residual greater than .15). Spain and
Portugal fall into this group because of the use of polity-type similarity
as a predictor of ALIGN 6; these are the only two European countries
with centrist governments that are not aligned strongly with the Soviet
Yugoslavia appears here because, although it is strictly a
Communist government and maintains strong formal ties with the Soviect

Union, it has, during the 1960's, decreased the degree to which it is




cal direction of their postdiction error.

TABLE 26

Again, note that most

CLASSIFICATIONS BY DIRECTION
OF POSTDICTION ERROR FOR ALIGN®

Table 26 shows classifications ol the 25 countries according to the typi-

of the

High " Low
Switzerland East Germany
West Germany Hungary
Norway Romania
Iceland Poland
Sweden Czechoslovakia
Denmark Yugoslavia
United Kingdom Finland

Italy France
Netherlands Turkey

BLEU Greece
Austria Ireland

Spain

Portugal

Bulgaria

Eastern European countries have postdicted values lower than their
actual ALIGNS scores. Comparing the direction of postdiction error
with the size of ALIGN 6 scores reveals the reason for these results.
As Table 27 shows, there is again a statistically significant inverse
relationship between direction of postdiction error and size of actual
scores. Nations with low ALIGN 6 scores (strong alignment with the
Unhited States) have typically higher postdicted values than actual values.
Nations with moderate to high actual scores (more aligned with the |

Soviet Union) have postdicted values typically lower than actual
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TABLE 27

DIRECTION OF POSTDICTION
ERROR VS. SIZE OF ALIGN® SCORES

Direction of Size of ALIGN @ Scores
F.rror

Low Medium High

Low 2 4 5
High ' 13 0 1
2

X“=16.131 p<.05

distributions of major-power alignment. Again, the model tends to

produce forecast values that lie somewhere between actual values and
the mean value for all nations. The model, in short, underestimates
alignment for nations that are highly aligned with the Soviet Union, and
overestirnates alignment for nations that are highly aligned with the
United States. This is, however, a bias that is minimally harmful

inasmuch as it affects nearly all nations' scores in a similar manner

" and because it has no effect on the clustering aspect of the model.

CONCLUSION

We have reported here on an effort to develop a quantitative forecasting
moadel for two aspects of the international alignment patterns of 25
European countries. These two aspects of alignment, the extent and
the distribution of nations' major-power alignments, are forecast as a
palxrt of a simultaneous forecasting model in which five central environ-

mental descriptors are simultaneously forecast. Thus, forecasts of

each descfiptor are used to generate forecasts of others. Three other
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* | central environmental descriptors were used to forecast the extent and

distribution of major-power alignment: national power base, trade,

. and international conflict.

Our specific focus has been on these two aspects of nations' major-power
l alignments with the United States and with the Soviet Union: the extent
< to which 25 European nations are aligned with these two major powers,
and the distribution of that major-power alignment. Forecasting equa-
3 tions were developed for each of these two aspects of major-power
alignment: ALIGNR, the extent of major-power alignment; and ALIGNS, 1
‘ the distribution of that alignment between the United States and the |

Soviet Union.

A number of variables hypothesized to affect the extent and distribution

of nations' major-power alignments, some of which were other central |
environmental descriptors or components of central environmental des-
_j; criptors, were examined with respect to their observed linkages with

these two aspects of major-power alignment. Nearly all of thes: pre-

dictors were found to affect the two aspects in the hypothesized manner,

although some of the predictors had extensive overlapping variance and

| thus could not be used independently in the forecasting model. In addi-

k- ) tion, use of some predic*tors for forecasting necessitated specific i
assumptions which, although certainly reasonable in the European

i milieu, limit the applicability of the forecasting model.

. 3 The forerasting equations developed for ALIGNR and ALIGN 8 are more
than adequate quantitative representations of these two aspects of na-
tions' international alignment patterns. Tbs equation for ALIGNR

explained well over 90 percent of the variance in that variable, with

each predictor contributing significantly to the overall model. In
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postdicting the extent of major-power alignment, we found that only
one country, Switzerland, showed substantial postdiction error. For
the other 24 countries, the level of postdiction error was below 15 per-

cent, and for 60 percent of the natious, it was below 10 percent.

The forecasting equation for ALIGN 6 was nearly as successful in ex-
plaining variations among nations in the distribution of major-power
alignment. The equation as a whole explained more than 80 percent of
the variance in that variable, and again each of the predictors contri-
buted sigrificantly to the model. Postdiction results were especially
accurate for nations that experienced rather stable alignment patte rns
during the period 1961 to 1970: Switzerland, West Germany, and the
Eastern European allies of the Soviet Union. Postdiction was nearly
as good for the lé.rger Western European allies of the United States:
the United Kingdom, France. Italy, Netherlands, Sweden, Denmark,
and Turkey. Only five nations evidenced disappointing postdiction re-
sults: Austria, Yugoslavia, Spain, Portugal, and Ireland. Austria
and Yugoslavia, of course, attempted during the 1960's to develop
nonalignment postures, contrary to their previous behavior. Spain
and Portugal evidenced disappointing results because of their anomalous
characteristics; they are the only U. S, allies in Western Europe to

have centrist government types.

Both foreca .sting models relied primarily on the temporal continuity of
international alignment patterns. Tach was developed with an eye to-
ward describing those recurring patterns and then explaining deviations
from those long-term patterns. Of course, nations that expetience
;)vild fluctuations in alignment patterns are less susceptible to accurate

forecasting than are nations that show some continuity and pattera.
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g - The models developed are used to generate long-range forecasts of
?'~ 4\ ' the extent and distribution of major-power alignments for the European
_5 l nations. This information is then used to place each of these countries
x on the two-dimensional major-power alignment plane discussed above 1
l l (see Figure 3). Thus, the clustering of nations in their alignments with
| : the United States and the Soviet Union can be forecast over the long b
| range.
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CHAPTER 6: INTERNATIONAL CONFLICT

INTRODUC TION

Conflict is often regarded as the most typical form of behavior in the
international political system. Relationships of tension and violence
set the pace of world affairs and thus are of major concern to both the
policymaker and the scholar of international relations. Conflicts
among naticns may be expressed in many forms. War, the most dra-
matic and destructive expression of international hostility, has tradi-
tionally received widespread attention in both governmental and non-
governmental circles. Recently, however, observers have become
increasingly attentive to the more subtle forms of diplomatic conflict

that are an important part of international behavior.

This chapter focuses on conflict among the nations of Eastern and
Western Europe. Europe has provided the historical setting for many
studies of the nature and causes of war. The works ~f Clausewitz,
Ardn, é.nd Hoffmanl are among the more well-known efforts to develop
a theory based on the experiences of the European nations. However,
this rich body of theoretical literature has produced little consensus

regarding the causes of diplomatic or military conflict in the FEuropean

i Karl von Clausewitz, On War, ed. by Anatol Rapoport (Baltimore:
Penguin Books, 1968); Raymond Aron, Peace and War: A Theory
of International Relations (New York: Praeger, 1966); Stanley
Hoffman, The State of War (New York: Praeger, 1965). For a
good summary of much of the traditional theory of the causes of
war, see Kenneth N. Waltz, Man, the State and War (New York:
Columbia University Press, 1959). ‘
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context. Some observers attribute conflict to dissimilarities in cul-
tures, clashes of intere.sts, or faulty perceptions of the international
environment. Others argue that aggressive tendencies inherent in
human nature and the decentralized anarchic nature of the international
system inevitably lead tu competition and hostility among nations.

Aron and Hoffma.n2 conclude that international conflict can be under-
stood only within the unique social, econoraic, and political context in

which it occurs.

The objective here is to develop an explanatory model of conflict for
the European region that can be used to forecast conflict over the long
range. During the recent past, relations among the European states
were structured by the postwar division of the continent into Commu-
nist and non-Communist blocs. Tensions between East and West
reached their height in the Berlin crisis of the early 1960's but have
remained an important element of European relations since then. Con-
flicts between East and West took place under the perpetual threat of
nuclear confrontation between the United States and the Soviet Union,
adding an elenent of restraint often absent in the past history of the
continen?, Th-re were also important elements of conflict within
blocs; the Soviet invasibn of Czechoslovakia, the growing hostility be-
tween France and other members of the Western bloc, and the struggle

involving Greece and Turkey over Cyprus are but a few examples.

This chapter seeks to identify patterns of causal relationships under-
lying conflict within Europe. An attempt is made to build upon pre-
'existing theories of conflict by subjecting relevant hypotheses taken

from traditional and quantitative conflict literature to empirical

2 Aron, Peace and War; Hoffman, The State of War.




( examination in the context of contemporary Europe. Factors that are
found to have an important influence upon European conflict are used

; ; to construct a postdictive model. This model is subsequently used to

generate forecasts of European conflict for the period 1985-1995., A

b major task of this chapter is to evaluate the model's precision and re-

liability in predicting conflict for the 26 European nations.

' THE DEPENDENT VARIABLE

For the purposes of this study, conflict is conceptualized as a compo-

nent of the flow of interactions among nations. International inter-
actions are defined as ""'single action items of a nonroutine, extra-
ordirary, or newsworthy character that in some sense are directed

p i across a national boundary and have, in most instances, a specific

| foreign target. n3 Conflictual actions are a subset of international

b, interactions that indicate a degree of hostility among nations. They
include both verbal actions such as protests, warnings, and threats,
and acts of a physical nature such as armed_vattacks or military engage-

ments. Acts of conflict vary in degree of intensity and cover a wide

3
e

3

9

, variety of issue areas. This conceptualization differs from those

3

The conceptualization of interaction is taken from previous re-
search related to the World Event/Interaction Survey. The term
event is often used interchangeably with interaction. An important
distinction has been drawn between events, or interactions, and
transactions which are '"items of action that have at some point in
time become so numervous, so commonplace, and so normal to their
situation that they are accounted for conventionally in an aggregated
form, usually by some unit other than item frequency.' See
Charles McClelland and Gary Hcggard, '"Conflict Patterns in the

' Interactions Among Nations, ' International Politics and Foreign

, Policy, ed. by James N. Rosenau (New York: The Frce Press,

g 1969), pp. 711-724.
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employed in much of the theoretical literature on conflict in that it

ercompasses both verbal and physical conflict actions.

Most of the traditional theorists previously mentioned limited their
area of study to the nature and causes of war. Similarly, many well-
i known quantitative studies treat conflict as synonymous with armed 3
| coinbat, Richardson4 measured the intensity of conflict by the num-
ber of war dead. Singer and Sma.ll5 improved upon this approach by
adding the total number of violent conflicts in which a nation became
involved., Similarly, Wright concerned himself with ''the legal condi-
l tion which equally permits two or more hostile groups to carry on a
conflict by armed force. 6 All four men accumulated vast amounts of
i { ‘ data for numerous variables in the hope of uncovering relationships

|5 S5 that would reveal the genesis of violent conflict,

Yet a war model that deals only with the extreme form of conflict is of

limited explanatory value in the contemporary international environ-

ment. The establishment of integrative economic and military feder-

ations and the introductinn of nuclear deterrents all help to promote a |,
3 N 7 . . . x
L . nonwar environment.  Furthermore, a relatively tranquil period has

prevailed in Europe since World War II, culminating in the recent

Lewis Richardscr, Statistics of Deadly Quarrels (Pittsburgh:
Boxwood, 1960).

J. David Singer and M. Small, The Wages of War 1816-1965: A j
Statistical Handbook (New York: John Wiley & Sons, 1972). See also E
J. David Singer, ""The Correlates of War Project: Interim Report 3
and Rationale, ' World Politics, XXIV (January 1972).

Quincy Wright, A Study of War (2nd ed.; Chicago: The University
of Chicago Press, 1965).

Aron, Peace and War.
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East-~-West detente. Thus, a war-oriented paradigm is far too re-

strictive for the present siudy.

In the broadest sense, then, conflict includes other forms of inter-
action--economic, diplomatic or social, as well as military., In
certain cases a measure of economic confrontations is more appro-
priate than military encounters in determining the ''true!' level of
conflict. Thus, the absence of military conflict does not mean that
conflict does not exist nor does it imply that the occurrence of war
should be underplayed. It simply means that various forms of con-
flict should be known to the decisionmakers who niust formulate viable
long~run policy. Consequently, we favor a model that will consider

war as a subset of many conflict types.

An additional assumption of our study is that international conflict is
a unidimensional phenmﬁenon. That is, a conflict continuum can be
developed utilizing event data. At the lower 2nd fall smaller scale
disruptions or negative verbal interactions that are limited in scope
and marginal in impact. Between the two poles fall conflict relations
of increasing intensity and magnitude, 8 At the upper extremes fall
military or violent conflict. We view a unidimensional conceptualiz--
tion as more apgplicable to the needs of the policymaker than a more
complex, multidimensional construct, K The unidimensional approach

requires the acceptance of two assumptions. First, the various

Leo A. Hazlewood, ""Externalizing Systemic Stresses: Internal
Conflict as Adaptive Behavior, ' Conflict Behavior and Linkage
Politics, ed. by J. Wilkenfeld (New York: David McKay Co., Inc.,
1973), p. 160, -

There is evidence suggesting that conflict may (in fact) be viewed
as (be) a multidimensional phenomenon. Rummel's research indi-
cates the existence of ''three independent continua of foreign conflict
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3 conflict events must be manifestations of the same phenomenon and, i
o second, they must represent different intensities. These assumptions

provide the basis for a monotonic framework comprised of heteroge-

neous types of conflict.

BE| | Two measures of international cc:flict arc employed in our study.
The first, monadic conflict, measures the total conflict each nation
experiences in the context of the European system. This requires the
i use of the individual nation-state as the central unit of analysis. The
second, dyadic conflict, measures the conflict behavior of pairs of
nations. Here, of course, the dyad or nation-pair is the appropriate

unit of analysis.

We attempt to combine monadic and dyadic forecasts to provide

T
k3

analysts with the greatest possible amount of relevant information.
In simple terms, we first intend to develop a model for predicting the

4 . total amount of corflict that each European nation will experience

behavior:...a war dimension; a nonviolent, foreign conflict be-
f havior, diplomatic dimension; and an actively hostile, belligerent
dimension.'" Weede's conclusions are similar. If conflict is in

3 | ' fact multidimensional, events should not simply be placed on a
4 § single conflict continuum, but should first be .ocated on the proper
8 i individual contintwum, then further pinpointed within it. See R. J.

Rummel, ""Dimensions of Conflict Behavior Within and Between
Nations.!" Conflict 3ehavior and Linkage Politics, ed. by J.
Wilkenfeld (New Yori: David McKay f.0., Inc., 1973), p. 83, and
o Erich Weede, "Tonflict Behavior of Nation-States,'" Journal of
Peace Researcl.,, No. 3 (1970), pp. 229-35.

Y 1S For a discussion of the important conceptual differences between 7
monadic and dyadic conflict, see R. A. Skinner and C. W. Kegley, ‘
""The Use of the Direct Dyad for the Analysis of Interstate Be-

3 'havior: Conceptual and Methodological Issues, ' (paper presented

- at the Southern Section of t:e Peace Science Society International, :

: April 1973).
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within the regional system. These predictions are intended to identify
the ""high conflictors,'" or nations most likely to become involved in
major conflict situations. Then we attempt to overcome several
serious limitations in dyadic conflict theory by usiﬁg conbined mona-
dic scores as a predictor of levels of hestility among members.
Dyadic forecasts are intended to be useful supplements to the monadic
predictions, indicating with whom high conflicting countries are likely

to interact.

A measure of international conflict is developed in the following sec-
tion. Following this, ‘he forecasting model for monadic conflict is
discussed and evaluated. This includes explanation of the theoretical
underpinnings of the model, tests of ‘individual hypotheses relating
predictors to the conflict descriptor, and a discussion of postdiction
results. Then-a similar process is undertaken for dyadic conflict;
the monadic descriptor is used in conjunction with other exogenous
and endoger.ous predictors to construct a fofecasting model for pre-

dicting conflict between pairs of nations.

OPERATIONALIZATION: EVENT ANALYSIS

Operationalization of international conflict involves selecting meas-
urable indicators that reflect the level of conflict among nations. Our
definition suggests that conflict refers to that suhset of international

interactions that are of a hostile or negative naturc. International

.interaction analysis thus provides an aprropriate operational frame-

work for our study.

Recent efforts to obtain data on international interaction have focused
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on the mass media. McClelland and Hoggard discuss the use of the

media in studying patterns of international behavior:

For more than a generation, academic journalism and
communication research have been accumulating sys-
tematic findings about the mass media. We have now
the benefit of a body of knol.dge, muc’: of it based on
statistical analyses, about the characteristics of public
communication. There is a growing body of reliable
knowledge about the flow of the news and about commu-
nication behavior. International communication is an
important aspect of this expanding field of knowledge,
albeit there is a lag in the study of international political
behavior from the perspective of the communication ap-
proach. There is no question, however, that such an
approach can bz taken to the analysis of the way in which
the countries of the world act toward one another. 11

Here we ave specifically interested in a subset of interactions called
events. '"An event is de_fined as an activity undertaken by an actor in
the political system in order to affect the behavior of the recipient of
the a,Ct-”lZ Reports of these events can be obtained from the media

(usually newspapers and journals). Evert codings generally have four

components: an actor (initiator of action), target (recipient of action),

11 McClelland and Hoggard, '"Conflict Patterns in the Interactions

Among Nations." For a good discussion of communications theory,
see John W, Burton, Conflict and Communication (New York: The
Free Press, 1969).

12 " . . .
© For a good, concise explanation of event analysis and its uses, see

Mark Wynn and Mary I". Smith, The International and Domestic
Event Coding System: INDECS (Arlington, Va.: CACI, Inc.,
1973). For a more in-depth discussion of event analysis and a
general discussion of transaction analysis, see Charles A.
McClelland, '"International Interaction Analysis: Basic Research
and Some Practical Applications, " Technical Report #2, Worl«
Event/Interaction Survey (1968).
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issue area, aud event type. Thus, 'the U.S. issues a verbal warning
to the North Vietnamese to cease infiltrating South Vietnam,' is an

event in the formal sense,

Event data will be used in the Long-Range Environmental Forecasting
project to measure monadic and dyadic conflict. Event interactions
include both verbal and physical exchanges between natioas and thus
provide o means for operationalizing and combining these tv'o impor-
tant aspects of international oehavior. The World Event/Interaction
Survey" (WEIS) has been chosen as the source of a large portion of the
conflict data. Events contained in the WEIS file are taken from the

New York Times and coded into 1 of 63 event categories. Categories

of verbal and phys.cal conflict employed in the present study are
listed in Table 1. Becaase the scope of WEIS is limited to the period
1966-73, additional data collection for the years 1961-1965 was nec~

essary. Lvents for these years were taken from the New York Times

Index aznd coded according to the WEIS scheme presented in Table 1.

The limitations of the event data approach warrant careful consider-
ation. An obvious drawback of the WEIS collection is its restricted

source coverage. Since the New York Times is the single source of

events, only those items that it deems newsworthy are entered.

Though the New York Times covers more events than any other single

source, it does not report all international behavior and may omit

W . 3 . 13 . .
significant occurrences in the international arena. This shortcoming

13

Edward Azar, et al., "The Problem of Source Coverage in the Usez
of International Event Data,'" International Studies Quarterly (Sep-

tember 1972). Seec also Edward Azar, Richard .rody, and Charles
McClelland, "International Cvents Interaction Analysis: Some Re-

search Considerations, " In‘crrational Studies Series, Vol. 1,
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TABLE 1
WEIS CONFLICT CATEGORIES

Number Category

sicze position or possessinns

military engagement

issue order, insist on compliance

give warning '

threat vithout specific negative sar ~tions

threat with specific nonmilitary negative sanctions
threat with force specified

ultimatum, time limit specified

N 00 3 O Y LN e

. military mobilization, exercise, or display

! 10 break diplomatic relations
I ) order personnel out of country
| 12 expel organization or group
| 13 detail or arrest persons A
| 14 turn down proposal, reject protest, etc.
2 15 refuse, oppose, refuse to allow
16 charge, criticize, blame
} ! 17 denounce, denigrate, abuse
18 informal complaint
19 formal complaint or protest
| 20 deny an accusation
! 21 deny an attributed policy, action, or position
22 cancel or postpone planned event
‘ 23 reduce routine international activity
' 24 reduvce or halt aid
halt negotiations




is further compounded by the exclusion of certain actors and action
types from the WEIS file. The coding procedure for WEIS recognizes
only interactions among governments or their reprecentatives.

This excludes many important nongovernraental actors such as the
International Red Cross and inultinational corporations, and ignores

some important forms of international behavior.

Ne. 02-001 (Beverly Hills: Sage Publications, 1972); Philip M.
Burgess and Raymond W. Lawton, '"Indicators of International Be-
havior: An Assessment of Events Data Research, ' International
Studies Series, Vol. 1, No. 02-001 (Beverly Hill=, Sage Publica-
tions, 1972).

The scope of WEIS is specific: the reported event must be (1) a
single and discrete event-interaction, i.e., a specific action or
statement; (2) international (a national boundary is crossed); (3)
official goveramental--reported by and concerning official govern-
ment sources such as: a) an executive officer of high rank (Presi-
dent, Premier, Minister); b) an executive agency (defense depart-
ment secretary and spokesman); c) persons acting in an official role
(negotiators, ambassadors, representatives); d) a party related to
a nation's international relations in military, guerrilla actions ¢ ad
demonstrations (Israeli forces, Swedish protestors, Pathet Lao
guerrillas); e) an international body and its official heads, com-
mittees, representatives; f) an official government news service,
radio publicatior. (Tass, Al Ahram, Neues Deutschland). For a
complete discussion of WEIS coding procedures se=2 Trysha
Truesdell, "World Event/Interaction Survey (WEIS) History and
Codebook '" (Arlington, Va.: CACI, Inc., 1973). (Unpublished
paper).

Furthermore, certain external and intern:l behavior is not repre-
sented in WEIS. These include: (1) nongovernmental, uncfficial
acts (informal access) that are ignored for pragmatic reasons; (2)
routine transaction flows (e.g., exchange of goods and services);
(3) international administrative activity carried on in the low,
middle levels of bureaucracy such as the day-to-day business of
embassies, consulates, and agencies. For further discussion of
the weaknesses of event analysis, see Charles A, McClelland,
"Some Effects on Theory fromn the International Event Analysis
Movement, ' International Studies Series, Vol. 1, No. 02-001
(Bev 'rly Hills: Sage Publications, 1972), pp. 37-39.
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These observations lead us to-conclude that WE1S events collection

does not readily lend itself to measurcs of the absolute amount or

, magnitude of conflict among nations. However, we feel that the data -
employed in this study provide a reasonable indication of the relative
E | intensity of conflict for the European nations. L6 That is, events re- b

- | ported in the New York Times are representative of the nations and

¢ dyads involved in serious conflict relative to other nations in the sys-
temm. This relative, as opposed to absolute, operationalization of ‘]
conflict has important impli;:a.tions for the interpretation of our fore- |
casts. Predictions should not be interpretec as precise measures of
| internaticrnal hostility; instead, they should be examined as sources

of information concerning which actors have the greatest potential for

engaging in conflict.

| Event Scaling

Another problem in event analysis is that of accurately representing 4

the intensity of interactions among nations. The task of weighting

events has critical implications for a measure of conflict that attempts

to discern the intensity as well r.s frequency of activity. Clearly,

s

physical confiict events such as border skirmishes or full-scale war

imply a higher level of conflict than do verbal protests, accusations,

{ and threats. By weighting, we assign numerical values to events in

such a way that larger values ate given to events of greater intensity. f

The categories of conflict events listed in Table 1 vary considerably

; 16
' , This assertion is rnore valid for Europe than for other world re-
vl ' gions. The problems of source coverage are minimized in the
' European context due to the relatively keen interest the U.S. media

has in the politics of the region.
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_ given a weight of 0. 35,

in intensity, ranging from mild verhal criticism to violent encounters.

If a realistic measure of international conflict is to be obtained, a

series of weightings reflecting these important differences must be

assigned to the events. However, since our objective is to create an

index measure of relative vather than absolute ievels of conflict, an

elaborate schem defining a separate weight for each individual WEIS

cétegory is probably inappropriate. Instead we employ a scaling and

weighting scheme defining three general classes of event categories

that reflect our a priori notions about the most fundamental differ-

ences among the conflictual interactions. Table 2 shows those three

event classes: (1) military incidents, (2) coercion, and {3) pressure;

the WEIS categories included within each class; and the weightings

assigned to the events. Military incidents include both violent mili-

tary engagements and seizure of foreign property, coercion consists

of intense verbal conflict such as threats, warnings, and detainment

or expulsion of diplomatic personnel, while pressure includes milder

forms of negative verbal interaction. Mil

itary incidents are considered
to be the most severe form of

conflict and a;:e weighted 1. 0. Coercive

acts are weighted 0.5, while the less severe acts of pressure are

17

T T P TINR TR e
, .

Conflict Scores

e e b ey

Monadic and dyadic conflict scores are computed by summing the

)

17 See Theodore J. Rubin and Gary A. Hill, Experiments in the Scal-
ing and Weighting of International Event Data (Arlington, Va.:
CACI, Inc., January 1973). The event classes presented in Table 2

+are a slightly modified version of those developed by Rubin and
Hill, with the category ''seize position or possessions'' added to the
military incidents category. Weightings are those suggested by
CACI coders working on the WEIS prolect and reflect a general con-

sensus among many who have attempted to use WEIS events to oper-
ationalize conflict.

-
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TABLE 2
S RELATIONSHIP BETWEEN WEIS
4 EVENT CATEGORIES AND AGGREGATED CLASSES
. 1 | . Aggregated Classes WEIS Event Categories
g |
1. Physical Conflict seize position or possessions
E | ‘ Weight = 1.0 military engagement
2. Coercion issue order, insist on compliance
Weight = 0.5 give warning
threat without specific negative
;- ' sanctions
é ! - ' . threat with specific military
i ‘ negative sanctions
2 ' ] threat with force specified
b ultimatum, time limit specified
k| . military mobilization, exercise,
or display
& break diplomatic relations
i order personnel out of country
expel organization or group
- detail or arrest persons
| 3. Pressure turn down proposal ‘eject pro-
8 Weight = 0. 35 test, etc.
i refuse, oppose, refuse to allew
! charge, criticize, blame
= F ' denounce, denigrate, abuse
informal complaint
formal complaint or protest
B deny an accusation
E deny an attributed policy, action,
) or position
& cancel o- postpone planned event
' reduce routine international
activity
reduce or halt aid
g halt negotiations
Jé )
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weighted events for each nation and dyad. The monadic score for a
given European nation equals the sum of its total weighted conflict
events with all other nations in the European region. A dyadic con-
flict score is equal to the sum of the weighted conflict events between
two nations; for dyad AB, the conflict score equals the number of
weighted actions A directs at B plus the number B directs at A.
Mean conflict scores and rankings of the 26 European nations and the
20 highest conflicting dyads for the period 1969-1970 are shown in
Tables 3 and 4.

The conflict scores in Tables 3 and 4 are generally consistent with
our a priori expectations regarding conflict among the European coun-
tries. Relatively large, powerful countries which we expect to domi-
nate interaction in the region do in fact have the highest levels of
monadic conflict. Smaller countries which assume a less influential
role in European affairs, and thus seldom become involved in con-
flict, tend to have much lower scores. Fufthermore, dyads which
are known to have experienced severe conflict during the 1960's such
as Russia/Greece, West Germany/East Germany, and Greece/Turkey
exhibit the highest dyadic conflict scores. ‘These observations sup-
port our contention that the event-based scores are valid indicators

of relative levels of conflict among the European nations.

An examination of the monadic conflict scores in Table 3 reveals that

the distribution is highly skewed. We contend that this skewness is in

. part a reflection of differential levels of reporting by the New York

Times. To reduce the skewness and counteract the effects of bias in
source coverage, the monadic scores are subject to a logarithmic

transformation. The effect of the transformation is to reduce the
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TABLE 3

1961-1970

MEANS AND RANKINGS ON MOINADIC CONFLICT

Country

Mean Level of Conflict

Rank

Soviet Union
West Germany
United Kingdom
East Germany
France

Greece
Czechoslovakia
Turkey

Italy

Spain

Poland
Romania
Yugeslavia

Austria
Bulgaria
Netherlands
Hungary
Switzerland
Denmark
Ireland
Iceland
Finland
Sweden
MNorway
Belgium
Portugal

1.3320
1.3152
1. 1371
1.1238
. 9603

. 7247
. 5178
.4749
. 4556
. 4016
. 4004
. 3907
. 3732

. 2857
.2584
.2335
.2283
.2158
. 1806
. 1204
. 1079
. 1079
. 1079
. 1079
. 0903
. 0477

B W N

Ui

0 -3 o~

11
12
13

14
15
16
17
18
19
20
21
21
21
21
25
26
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range, and thus the total variance of the distribution, while having

minimal substantive impact on the scores themselves.

Table 4 suggests that the distribution of dyadic conflict scores is also

highly skewed. However, the range of the dyadic scores is consider-

G s

ably less than that of monadic conflict scores, implying that a trans-

LR S e ¥ T o IR, Y, T

formation having a less drastic impact upon the variance is prefer-
| able. Accordingly, dyadic scores are subjected to the transformation
\}X + 1. The effect of this transformation is to reduce the skewness

while preserving more of the original variance.

o g e Rt s

WS

Methodological Considerations

; The goal of the Long-Range Enviroﬁmenta.l Forecasting project is to
build an integrated forecasting model for five central environmental
descriptors- -internal instability, national power base, international
alignment, international trade, and internafioual conflict. The fore-

casting model takes the form of a set of simultaneous linear regres-

B E e i R L s
iR i b e e e

sion equations, with one or more equations for each descripior.

Linkages among the five descriptors play an important role in gene-

i
S DS —

rating the forecasts. ‘That is to say, the set of independent variables

T

used to predict each descriptor includes other central environmental
’ E descriptors and exogenous variables that are not forecast by the

| model.

The present effort is concerned with developing separate regression
_. equations for monadic and dyadic conflict. Sets of potentially useful
' prédictors for tHe two dependent variables are taken from theoretical
literature on international conflict. In keeping with the project's

integrated approach to forecasting, these'predictors include other
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TABLE 4

W MEANS AND RANKINGS FOR TOP 20 DYADS

a, : 1961-1970

”’ Dyad Mean (enflict Rank
.‘,‘- =51 West Germany - East Gerinany 3.259 1
k| ' West Germany - Soviet Union 2.518 2%

| United Kingdom - Soviet Union 2.516 3
|| France - Soviet Union 1.974 4

; Greece - Turkey 1.678 5
Czechoslovakia - Soviet Union 1.648 6
4 United Kingdom - France 1,582 7
. France - West Germany 1. 545 8
I United Kingdom - East Germany 1.467 9
% United Kingdom - Spain 1.466 10
3 l Romania - Soviet Union 1.394 11
- l France - East Germany 1.371 12
b I | Greece - Soviet Union ' 1.339 13
B = United Kingdom - West Germany 1.290 14
| West Germany - Poland 1.290 14
Turkey - Soviet Union 1.229 16
Italy - Soviet Union 1.197 17
Yugoslavia - Soviet Union 1,165 18
Greece - Bulgaria 1.156 19
- West Germany - Yugoslavia 1.124 20

central environmental descriptors as well as additional exogenous vari-

ables. The strength and direction of the relationship between each pre-

dictor and conflict is empirically determined using data from Eastern

and Western Europe for the period 1961-1i970. Then, based upon their

AR AT AN YR TN

relative explavnatory value, the most 1seful predictors are included in

b
ettt

the final forecasting equations.

Forecasting models for both monadic and dyadic conflict are system-

wide rather than case-specific. That is, we present 2 separate
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equations, one to predict levels of monadic conflict for all 26 Furopean
nations, and the bther to forecast dyadic conflict for the 325 dyads in
the region. Such an approach might be criticized on the grounds that
it ignores crucial determinants of conflict behavior that are unique to
the individual nation or dyad. Though we recognize the importance of
such factors, we maintain that regionwide trends underlie much of

the serious conflict among the nations of Eastern and Western Europe.
Consequently, we feel that the more general approach is appropriate
for forecasting conflict in the context of Europe, particularly over the

long range.

Finally, we reemphasize that our models are intended to forecast
relative rather than absolute levels of conflict. We do not attempt to
predict the occurrence of verbal or physical conflict events; instead,
we employ event data to indicate the relative intensity of underlying
conflict conditions. The forecasts, then, reflect the potential level

of conflict that can be expected for a particular nation or dyad.

FORECASTING MONADIC CONFLICT

The search for cauces of international conflict has uncovered a wide va-
riety of sccial, economic, and political variables that are believed to
affect the behavior of nations. Among these are psychological factors
that influence the perceptions and behavior of individual decisionmakers,
the attributes of individual societies, the similarities and differences
among nations and the nature of their interactions, and the characteris-
tics of the international system itself. The models that have been de-
‘veloped for the Long-Range Environmental Forecasting project com-
bine variables from several of these categories to forecast both monadic

and dyadic conflict. In keeping with the integrated approach to
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forecasting, these predictor variables include variables chat are both
exogenous and endogenous to our system. In the following section, a
brief description of each of the six initial predictors and their hypothe-

sized linkages with monadic conflict is presented.

Trevious I,evels of Foreign Conflict

There is considerable evidence that suggests that there exists a
strong link between a nation's past and present conflict behavior.
\V'right and Richardson18 maintain that past wars are an important
factor in determining the likelihood of future violence among coun-
tries. Wilkenteld and Zinnes19 extend the investigation to include
verbal hostility, and conclude that a nation's foreign conflict during

a given year is positively related to its level of verbal and physical
conflict during the previous year. These analyses note that nations'
interactions within their environment are in part an extension of their
past behavior. Therefore, countries with high levels of present con-

flict have a high propensity for conflict in the future.

Internal Instability

Simmel, Wright, and Rosecrance20 are among the many theorists

3 Wright, A Study of War; Richardson, Statistics of Deadly Quarrels,

o Dina Zinnes and Jonathan Wilkenfeld, ""An Analysis of Foreign

Conflict Behavior of Nations, ' in Comparative Foreign Policy:
Theoretical Essays, ed. by Wolfram Hanrieder (New York: David
McKay Co., Inc., 1971), pp. 167-213.

0 George Simmel, Conflic.t and the Web of Group-Affiliations
Glencoe, Ill.: Free Press, 1955); Wright, A Study of War;
Richard Rosecrance, Action and Reaction in World Politics:

International Systems in Perspective (Boston: Little, Brown and
Co., 1963).
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who argue that domestic and foreign conflict of nations are closely
interrelated. They reason that a nation's leader, faced with domes-
tic instability, will attempt to incre'a'se national unity and the stability
of his political position by diverting attention to foreign affairs.

Thus, involvement in international conflict can be expected to accom-
pany or follow periods in which nations experience serious internal

stress.

Early quantitative research concerning the relationship between
domestic and foreign conflict cast doubt upon the validity of this argu-
ment. Rummel's factor analyses of variables measuring both kinds

of conflict yielded no significant relationship between the two domains. el
Tanter and Burrowes22 offered further support for Rummel's findings,
concluding that the two forms of conflict tend to operate independently
of eé.ch other. However, Rummel's findings have been qualified by
Wilkenfeid, es who found a clear relationship between domestic and
foreign conflict when he controlled for type of governmental structure

and introduced time lags. Specifically, Wilkenfeld concluded that

. . . 24 . .
nations with centrist = governments tend ro become involved in

el Rummel, "Dimensions of Conflict Behavior Within and Betweer.

Nations. '

2
E Raymond Tanter, '"Dimensions of Conflict Behavior Within and

Between Nations, 1958-1960, " Journal of Conflict Resolution, 10
(March 1966), pp. 41-64; Robert Burrowes and Bertram Spector,
""The Strength and Direction of Relationships Between Domestic
and External Conflict and Cooperation: Syria 1961-1967,'" Conflict
Behavior and Linkage Politics, ed. by J. Wilkenfeld (New York:
David McKay Co., Inc., 1973).

2 Jonathan Wilkenfeld, '""Domestic and Foreign Conflict,' in Conflict

Behavior and Linkage Politics, ed. by J. Wilkenfeld (New York:
David McKay Co., Inc., 1973).

24 .
For a definition of these government types, see Arthur Banks and

Robert B. Textor, A Cross Polity Survey (Mass.: MIT Press,
1963).
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international conflict in some time period subsequent to that in which
they experienced internal instability. Nations with personalist gov-
ernments, on the other hand, tend to experience internal instability
and international conflict in the same time period. Wilkenfeld found
no clear relationship between international conflict #nd internal in-
stability for polyarchic countries. Furthermore, for extremely high
levels of internal instability, he found that the relationship between
instability and conflict appears to beccme negative for all government
types. This seems to be a logical conclusion since a nation experienc-
ing high levels of infernal conflict may reallocate its military re-
sources to promote domestic stability. Wilkenfeld also found that
time is an importaﬁt factor affecting the relatiowship between insta-
bility and conflict; past instability tends to have a sizonger linkage to

conflict than present instability.

In acdition to polity type, we suggest that alignment with major
powers mediates the relationship between instability and internatioral
conflict. Highly aligned nations can rely upon their allies for protec-
tion irom external threats, thus freeing their own military forces for
use in controlling domestic disorder. lHigh levels of alignment may
also increase the legit.macy of a nation's government, thus lessening
the danger of open revolt.25 Therefore, alignment is expected co both
increase a nation's capacity to deal with instability and reduce the
probability that domestic strife will seriously threaten the existence
of a national government, The effect of alignment then is to reduce

internal stress. That is, nations with high levels of instability are

.expected to have high levels of international conflict if they have a low

25

Wilkenfeld, '"Domestic and Foreign Conflict," and Herman Weil,
"Internal Instability,' Chapter 3 of this volume.
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level of alignment with major powers.

Alignment with Major Powers

An additional hypothesis links the extent of a nation's alignment with
major powers to its propensity for international conflict. We expect
alignment to be closely related to a nation's overall involvement in
international politic and thus indirectly related to conflict. With regard
to the first puint, Louis 'J.“errell26 found that high levels of involvement
in international behavior tend to be associated with relatively large
amounts of monadic conflict. That is, highly aligned nations that
assume active roles in international affairs will ‘experience more con-

flict than less prominent countries that have low levels of interaction

(with other states).

A nation's total alignment should also be an important determinant of
the extent to which it becomes involved in interbloc competition and
conflict, We suspect that highly aligned countries are more apt to
'take sides'’ in these bipolar struggles, and thus be drawn nto con-

flict with members of the oppusing bloc. 2%

Power Base

The relationship between power capabilities and the propensity of

..

26 Louis M. Terrell, ""Patterns of Internationzl Involvement and
International Violence,' International Studizcs Quarterly (June
1972), pp. 167-186.

& This is assuming, of course, that 2 nation is not bhighly aligned
with both major powers and that high major-power alignment in-

directly taps bloc identification.
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nations to become involved in foreign conflict has also attracted wide
scholarly, as well as journalistic, attention. Singer28 noted that
major powers tend to become involved in international military con-
flict more often than weaker nations. Ru.mmel29 reached a similar
£ conclusion when he observed that bloc prominence, a variable very
closely related to power, correlates rather strongly with all forms
of foreign conflict. Galtung30 observed that powerful nations tend to
participate more frequently in all forms of interaction in the inter-
national system, and since some portion of this interaction is of a
confliciual nature, major powers will be more involved in conflict as
a function of their higher level of international activity. In short,
theorists suggest that there exists a pusitive linkage between absolute
levels of power ani levels of foreign - 1flict; the larger and more
powerful a given nation, the higher the level of conflict we should

expect it to experience.

The power-base descriptor developed for the Long-Range Environmen-
tal Forecasting project includes two dimensions, military and economic.
Whether military or economic power base is the better predictor of
conflict remains an empirical question. Large military capabilities

are often associated with a high propensity for involvement in con-

flict. Economic power base may be an important determinant of a

L
) nation's role in international affairs and thus may affect its patterns
of conflict behavior. Therefore, hypotheses relating both military
! Bw o .
Singer, ""The Correlates of War Project, ' pp. 243-7.70.
| '29 Rudolph Rummel, "The Relationship Between National Attributes

and Foreign Conflict Behavior," in Quantitative International
Politics, ed. by J. D. Singer (New York: The Free Press, 1968).

- Johan Galtung, "A Structural Theory of Aggression, " Journal of
Peace Research, No. 2 (1964), pp. 15-38.
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and economic power base to conflict are tested.
Trade

Although we feel that ecoromic relations among the nations of Europe
are integrally related to conflict within the region, the specific nature
of the relationship between these two variables remains unclear.
Many scholat‘s3l have equated trade with integration, suggesting that
economic interaction indicates a high level of cooperation among
nations, Others32 argue that economic transactions create a num-
ber o1 pciential conflict situations that may lead to increased hostility
in the long run. Consequently we test two competing hypotheses re-
lating conflict to economic interactions, the first positing a positive
relationship and the latter a negative relationship between them. Ad-
ditional mediating factors may be added if empirical study reveals

that the relationship is heavily influenced by other variables.

evel of Defense Expenditures

A number of scholars have used defensc expenditures as an index of

the degree to which nations are preoccupied with militzry affairs and

L Sce Hayward Alker and Donald Puchala, '"Trends in Economic
Partnership in the North Atlantic Area, 1928-1963,'" Quantitative
International Politi~s, ed. by J. D. Singer (New York: The Free
Press, 1967); Richard Chadwick and Karl Deutsch, '"International
Trade and Economic Integration: Further Developments in Trade
Matrix Analysis,' Comparative Political Studies (April 1973).

e Andrew M. Scott, The Functioning of the International Political
System (New York: The Macmillan Co., 1967).

371




R

defense-related matters. Haas33 found a strong positive relationship
between defense as a percentage of GNP and the tendency of nations to
engage in physical warfare. W'eede:‘;4 similarly us~d the defense/GNP
ratio as an indicator of the degree of militarization, and concluded
tha” more militarized nations tend to become involved in more verbal
and physical conflict. These conclusions suggest that nations which
allocate a large portion of their resources to defense tend to be more
aggressive in their relations with other nations and therefore have a

zreater propensity to become involved in conflict than nations little

concerned with military affairs.

We test three hypotheses that relate monadic conflict to the defense/
GNP ratio, to the absolnte level of defense expenditures, and to
changes in defense expenditures. Itis important to recognize the
conceptual distinctions among these three predictors. The level of
defense expenditures indicates the gross amount of a nation's re-
sources allocated to defense. Because the expenditure level is
heavily contingent upon the size of a nation's economy, this variable
is clearly related to economic power base, another endogenous pre-
dictor. A change in the level of defense expenditures is indicative of
whether a country is increasing or decreasing its allocation of re-
sources to defense, and thus, whether it is becoming more or less
militarizeq. Defense as a percentage of GNP, in contrast, reveals
the importance a nation attaches to defense relative to other areas of

expenditure, and thus suggests how "military minded' the country is.

3 Michael Haas, '"Societal Development and International Conflict, "
in Conflict Behavior and Linkage Politics, ed. by J. Wilkenfeld
(New York: David McKay Co., Inc., 1973).

34

Weede, '""Conflict Behavior of Nation-States."




INITIAL EQUATION FOR MONADIC CONFLICT

The forecasting model for monadic conflict will take the form of a
multivariable equation transformed to linearity. As discussed
earlier, we are using a general model to describe conflict for the
entire area of study. Our initial equation, presented below, takes
into account each of the hypothesized linkages between predictors and

monadic conflict discussed in the preceding section,
Yl = Bo + BlYl(t-l) +B4Y4 +.‘$5Y5 +8 6Y6 oy B7Y7 +39 <Y9 . Xl>+

B10Y10 ¥ 811 (YIO/Y11> B0 (YIO(t) ) Y10(t-1)>

where:
Y1 = level of monadic conflict (CONFLICT)
Y4 = level of major-power alignment (ALIGNR)
Y, = military power base (MPB)
Y, = econcmic power base (EPB)
Y., = totai foreign trade (TRADE)
Y9 = internal instability (TURMOIL + REVOLT)
Yo = lével Drdefenee expenditure (DEFEX)
Y11 = GNP
Xl = Polity type dummy; value of 1 if centrist, value of

0 for all other types

Lagged variables, or variables att-1, are exogenous to the
simultaneous forecasting model because their values are pre-
determined as the forecast is generated.
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The list of explanatory variables in our regression equation is ob-
viously incomplete. Numerous other variables could be included and
their addition might add to the accuracy of the model. However, the
variables that we have chosen are among the most important predic-
tors discussed in theories of international conflict. Additional vari-
ables contribute less to overall accuracy and add more to complexity.
The model as it now stands maintains a balance between accuracy and

simplicity.

TESTS OF HYPOTHESES

The next step in coﬁstructing our forecasting model is to test the
hypothesized linkages between the predictors and the monadic con-
flict descriptor. The objective of these analyses is to remove the
independent variables that have weak linkages to conflict and to isolate
the subset of variables that is best able to explain the variance in

the dependent variable. We now turn to the tests of the hypotheses

outlined in the previous discussion.

Past Conflict

Our initial equation suggests a positive relationship between past and
present monadic conflict. Wright, Wilkenfeld, and Zinnes36 are
among the many writers who argue that behavior in #.c international
system is in part an extension of past behavior. Consistent with this
view, a simple correlation of . 74 is found betw cen past and present

conflict. This high correlation indicates that there is a strong

6 Wright, A Study of War; Wilkenfeld and Zinnes, "An Analysis of
Foreign Conflict Behavia: of Nations. "




tendency for nations with high levels of conflict within their environ-
ment during the past year to have high levels of conflict during the
present year. Past conflict is a relatively strong predictor, account-

ing for roughly 55 percent of the variance in monadic conflict.

The strong linkage between past and present conflict is in accordance

with our intuitive notion of the consistency in nations' patterns of be-

havior over time. A nation's propensity to engage in conflict is in part
contingent upon its previous experience in using verbal pressure,
coercion, and military force. That is, European nations most likely
to conflict with other countries in the region are those for which pres-
sure, coercion, and military force are an integral part of their general

fereign policy behavior.

Internal Instability

The hypothesis linking domestic instability and international conflict
suggests a positive relationship between these two descriptors. The
rationale here is that governments confronted with domestic disorder

- frequently attempt to reduce internal stress by precipitating conflict
with other nations in order to divert national attention to foreign
affairs. Our initial findings indicate that in the European context there
is a moderate relationship between instability and conflict. Table 5
presents simple correlations between conflict and measures of turmoil,

revolt, and strife; each accounts for about 14 percent of the variance in

conflict.

The relatively strong linkage between turmoil and conflict suggests that

diverting attention to external conflicts is a strategy often used when




TABLE 5
SIMPLE CORRELATIONS WITH INSTABILITY MZASURES

TURMOIL | REVOLT | STRIFE (TURMOIL + REVOLT)

CONFLICT . 383 . 264 .376

nations are faced with the milder forms of decmestic instability such as
riots, antigovernment demonstrations, and strikes. This finding is
intuitively acceptable since governments can realistically divert the
public's attention from these typzs of occurrences whereas external
threats usually do not take precedence over open revolt. A weaker
linkage between conflict and revolt was somewhat expected given
Wilkenfeld's observation that nations confronted with the most extreme
forms of instability tend to retreat from international involvements.
However, we do not find the negative relationship implied by Wilkenfeld;
there is a slight tendency for European countries with high levels of

revolt to have high levels of international conflict.

The results of our analyses do not support tke contention that time is

an important factor affecting the relationship between instability and

., 38 . . ;
conflict. Correlations between conflict and past turmoil, revolt, and

strife are shown in Table 6. Compariig these results with the corre-

lations in Table 5, we find that lagging the instability indicators

3
7 Wilkenfeld, '""Domestic and Foreign Conflict,"

38 Ibid.




produces weaker relationships. Thereiore, we conclude that present
instability is a more potent determinant of a nation's conflict behavior

than its past levels of domestic disorder.

TABLE 6
CORRELATIONS WITH PAST INSTABILITY

FAST STRIFE
PAST TURMOIL| PAST REVOLT | ‘TURMOIL + REVOLT)

CONFLICT ey <239 . 325

Wilkenfeld also found that polity type mediates the relationshi.p between
instability and conflict. When faced with internal instability, centrist
regimes have a greater tendency to become involved in international
conflic-t that polyarchic regimes. Controlling for polity types slightly
eni.._aces the explanatory value of turmoil, which has a partial courrela-
tion of . 392:.39 Turmoil and polity type together account for sligltly
over 16 percent of the variance in conflict, compared to 14 percent for
turmoil a.lone. We conclude that nations with high levels of turmoil are

likely to have high levels of international conflict if they have centrist

regimes.

An additional argument suggests that alignment has a mediating impact

2 Polity type is treated as a dichotomous variable, with 0 indicating
polyarchic regimes and 1 representing centrist regimes. Revolt
was not considered because it was shown to be a weaker predictor

of conflict than turmoil.




on the relationship between instability and conflict. A high level of
alignment is expected to decrease the tendency for a nation experienc-
ing internal stress to become involved in international conflicts. To

test this hypothesis a third variable, TURMOIL/ALIGNR, is constructed.
The effect of this ratio is to decrease the level of turmoil proportion-
ate to the level of alignment, thus introducing the expected mediating

impact of alignment with the major powers.

A single correlation of .37 between TURMOIL /ALIGNR and conflict is
observed. This correlation is slightly lower than that for turmoil alone,
suggesting that the addition of ALIGNR does not have the expected
mediating effect. However, when polity type is controlled, the partial
correlation between TURMOIL/ALIGNR and conflict is abcut .40. To-
gether, TURMOIL/ALIGNR and polity type explain 17 percent of the vari-
ance in the conflict descriptor. This result is s'ightly better than the
multiple correlation for turmoil and polity type. indicating that major-
power alignment and regime type have a joint mediating effect upon

the relationship between turmoil and international conflict.

Major-Power Alignment

As discussed earlier, nations strongly aligned with major powers are
expected to have relatively high levels of conflict within the European
region. This assertion is based on the rationale that the greater a
nation's major-power alignment, the more active it is in international
affairs and the more likely it is to participate in bipolar struggles;
hence, its expected level of conflict is greater. Consistent with this
hypothesis, a positive correlation of .29 is observed between major-
power alignment and conflict. This finding suggests, however, that

alignment is a relatively weak predictor of conflict, accounting for
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only 8 percent of its variance. This weak linkage indicates that it is
common for a European nation to align itself with one or both major
powers and yet avoid becoming overly involved in interbloc conflicts.
Therefore, we conclude that in the European context there is only a
slight tendency for nations highly aligned with major powers to have

high levels of conflict within the region.

Power BRase [

Several theorists maintain that there is a strong positive relationship
between nations' power capabilities and their propensity to engage in
conflict with other states. Nations with large military and economic
power bases are expected to experience high levels of conflict relative
to small, less powerful countries. Correlations between monadic con-
flict and the military and economic power-base indicators, shown in
Table 7, support this argument. Puth military and economic power
bases have relatively strong positive relationships with monadic con-
flict. Military power base explains about 22 percent of the variance in
conflict. Economic power base, however, proved to be the siperior

predictor, accounting for 37 percent of the total variance.

’

TABLE 7
( SIMPLE CORRELATIONS
| FOR POWER-BASE MEASURES
{
1 MPB EPB
| CONFLICT . 466 . 606 |

-
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The finding that powerful nations tend to have relatively high levels of
conflict is far from surprising. A large proportion of the conflict in
Europe is in the form of verbal statements from one nation intended to
influence the behavior of another such as threats, warnings, and
crilicisms. Countries relying heavily on verbal coercion and pressure
to achieve their international objectives are usually those countries
that have power capabilities sufficient to make these actions credible.
Less powerful countries, lacking the capabilities to coerce other
nations successfully, will likely turn to persuasion and cooperation to
influence other states. Therefore, it is reasonable to expect that
powerful European countries will engage in conflict more frequently

than smaller nations.

The fact that both the military and economic dimensions of power are
related to conflict is also not surprising, particularly since there is a
strong tendency for different kinds of power to be interdependent.

The finding that economic power has a stronger linkage to conflict may
be partly explained by referring to our earlier argument linking power,
status, and involvement to conflict, Briefly, powerful nations tend to
dominate international interaction and experience high levels of con-
flict as a result of their active role in the system. We suspect that in
the context of Europe, a large percentage of interstate interaction is
verbal discussion of economic issues; much of the conflict, then,
arises over these issues. The countries most involved in economic
interaction are those with large economies and extensive economiic
involvements within the region. Thus, it logically follows that
economic power is an important determinant of a nation's level of

conflict.

40 See Harold D. Lasswell and Abraham Kaplan, Power and Society,

(New Haven: Yale University Press, 1950).
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Trade

An additional hypothesis links the extent of a nation's trade with other
nations in its environment to the amount of conflict it experiences. We
are reluctant to specify a priori the direction of this relationship due

to inconsistencies in the theoretical literature. The results of our
empirical investigation indicate that there is a distinct tendency for
nations with large amounts of trade also to have high levels of conflict.
This positive relationship is shown by the positive correlations between
past and present trade and conflict presented in Table 8. Substantial
relationships are observed in both cases, with past trade a slightly

better predictor explaining 29.4 percent of the variance. (Past and

present trade are highly colinear, correlating at the .99 level).

TABLE 8
"CORRELATIONS BETWEEN TRADE AND CONFLICT

PAST TRADE

CONFLICT .542

One might suspect that the relationship between trade and conflict is
spurious because a substantial part of the variance in both variables
can be attributed to nation size. That is, large nations with sizable
economies are likely to have high levels of trade and, as shown pre-
viously, high levels of confiict within their environment. Controlling
for both economic power base and GNP, however, did not completely

obliterate the relationship. Partial correlations for both present and
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past trade decreased to about the . 3C level, \sith past trade remaining
a slightly stronger predictor. From these analyses, we conclude that
the relationship between past and present trade and conflict is partly,
but not totally, a function of nation size; level of trade has a genuine

impact upon a nation's propensity to engage in international conflict.

Our findings support the contention that high levels of econoinic inter-
action tend to increase the potential for natisns to become involved in
conflict situations. This is especially interesting in the context of
Europe where many observers have argued that increased trade is a
vital first step toward the eventual political integration of the Eastern
and Western blocs. Clearly, disagreements arising over international
monetary issues, tariff questions, and payments of debts are impor-
tant elements of international conflict. Hence, we would be in error
to assume that increased trade will always improve the relations

among countries.

However, we would be equally mistaken to conclude, on the basis of
these findings, that trade has a wholly negative impact on the inter-
national environment. Intuitively, we suspect that trade is positively
related to both the cooperative and conflictual dimensions of inter-
national political behavior. That is to say, nations with high levels of
trade are expected to have high levels of both conflict and cooperation
within their environment. Because the scope of our study does not

include cooperation among the Europein nations, this must remain an

open question subject to future empirical research,

Defense Expenditures

Our findings offer support for propositions put forward by Weede,
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Hazelwood, and I-Iaas41 relating defense expenditures to international
conflict. As discussed earlier, gross defense expenditures are con-
sidered an indication of a nation's belligerence or degree of miiitari-
zation and thus its propensity to engage in conflict. Change in defense
expenditures (D-DEFEX) indicates whether a nation is increasing or
decreasing its extent of militarization; we hypothesize that the greater
the increase in defense expenditurcs, the higher the expected level of
conflict. Defense expenditures as a percentage of GNP (DEFEX/GNP)
signify the extent toc which nations stress defense relative to other .
arcas of expenditure.42 Here again, we expect a positive relationship

betwean the defense-spending measure and conflict.
Correlations of each of these three predictors with conflict are shown

in Table 9.

TABLE 9
SIMPLE CORRELATIONS FOR DEFENSE EXPENDITURES

Predictor CONFLICT
DEFEX .475
D-DEFEX . 404
DEFEX /GNP . 483

Weede, ""Conflict Behavior of Nation-States''; Hazelwood, "External-
izing Systemic Stresses''; and Haas, '""Soncietal Development and In-

ternational Conflict."

42
The effect of using the DEFEX/G.NP ratio is essentially the same as

controlling for GNP: the nations with small economies and high
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DTFEX/GNP is the most potent predictor of conflict, explaining 23
percent of the total variance. Slightly weaker linkages exist between

DEFEX and D-DEFEX and monadic conflict.

The possibility of a spurious relationship between defense expenditures
and conflict is suggested by the fact that both are functions of past con-
flict.43 Controlling for past conflict reduces, but does not comyletely
eliminate, the relationships discussed above. Table 10 shows tnat the
partial correlaticns for DEFEX, D-DEFEX, and DE} EX/GNP decline to
the .2 level when CONFLICT(t_l) is held constant. These findings
indicate that the relationships are partly, but not wholly, caused by

the influence of past conflict on both defense expenditures and present

conflict.

TABLE 10

PARTIAL CORRELATIONS FOR DEFENSE
EXPENDITURES CONTROLLING FOR PAST CONFLICT

! .
Predictor CONFLICT
- DEFEX . 209
D-DEFEX . 200
DEFEX /GNP 221

levels of defense expenditures ar« expected to have the highest
levels of conflict within the region.

A3 Sce Aaron Greenberg, '"National Power Base,' Chapter 2 of this

volume.
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Military capabilities are vital to the crediuility of verbal coercion and
pressure as tactics in international diplomacy. We conclude that the
relative size and importance of a nation's defense budget reflect its
propensity to use such tactics to influence the bchavior of other nations.
The greater the size, rate of increase, and relative importance of a
European nation's defense spending, the more we expect its leaders to
rely upon their ability to coerce other European nations to obtain their

objectives,

FORECASTING MODEL FOR MONADIC CONFLICT

In the preceding section of this chapter, the individual linkages be-
tween our initial set of predictors and conflict were examined. The
present discussion will present and evaluate the multivariate regres-
sion model to be used in forecasting monadic conflict. Construction
of the model involves selecting an optimal set of predictor variables
that maximize the amount of explained variance in conflict while pre-
serving the statistical significance of the regression model as a whole.
Once tnose predictors that make only marginal contributicns to the
explained variance are eliminated, the parameters are reestimated to
yicld the best possible results.

ICTt_l), past
trade (TRADEt-l)’ change in defense expenditures (D-DEF EX), turmoil

Five of the original predictors--past conflict (MCCNTL

mediated by alignment (TURMOIL/ALIGNR), and polity type (POLTYPE)--
are included in the final equation. Revolt and strife are not included
because of their weak linkages relative to turmoil. Military and eco-
nomic power basec were previously shown to be highly colinear with

past conflict and thus add little tu the total explained variance. Further-

more, D-DEFEX has a stronger linkage to conflict than either level
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of defense expenditures or defense expenditures as a percentage of
GNP when other major predictors are controlled. Consequently, the
latter two variables, which are highly correlated with D-DEFEX, are

also excluded from the forecasting model.

Table 11 shows the five predictors, their partial correlations, regres-
sion coefficients, the t-statistics of the coefficients, and the F-

statistic and total explained variance of the equation.

TABLE 11
FORECASTING MODEL FOR MONADIC CONFLICT

Predictor CoP:::iZtlzion Coefficient t-Statistic
Constant .02736 . 75548
MCONFLICT, | .533 . 48857 8.35210
D-DEFEX : .233 .00009 3.18120
' TURMOIL /ALIGNR . 226 04902 3.07630
TRADE_, .274 .00001 3.78020
| POLTYPE . 150 .09785 2.01850
R% = . 6543
b F = 66.63

The R2 of . 6543 indicates that the five predictor variables explain
about 65 percent of the variance in monadic conflict, The large F-
statistic implies that as a whole the model is highly statistically sig-
nificant, that is, there is a low probability that the relationships occur

by chance. On the basis of these results, we conclude that the
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forecasting mndel is satisfactory; it can reliadly account for about
two-thirds of the variance in :onflict. However, there remains a
substantial error component which must be attributed to random
measurement c¢rror, the linearization of nonlinear relationships by
the transformation, and additional causal factors not included in the

present equation.
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