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This paper analyzes the deposition of radioactive fallout in attack 
environments of varying complexity with both deterministic and 
probabalistic winds. Based on the WSEG-10 Fallout Model, simplified 
cal ••.ulational methods are developed to allow the determination of 
fallout risk for single weapons and clusters of closely spaced weapons. 
Monte Carlo methods are used that illustrate the nature of the 
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SUMMARY 

This study presents an analysis of the deposition of 

radioactive fallout from a nuclear attack in a number of 

different deterministic and probabilistic attack environments. 

It addresses the analytic implications that can be drawn 

through the use of a particular fallout model—rather than the 

physical basis of such a model. Encause of its mathematical 

structure the WSEG-10 Model is chosen. Calculations are 

described that begin with very simple situations and progress 

to the more complex environments that might be expected in a 

large nuclear attack. 

Simplifications of the WSEG-10 Model are developed that 

provide reasonably good approximations under many wind condi¬ 

tions and that also Illustrate the primary factors to which the 

model is sensitive. When a number of weapons are detonated in 

proximity, as might be expected in an attack on an urban target, 

the fallout patterns merge into a single smoothly varying 

combined-dose pattern. Prediction methods are developed to 

describe the dose from such a cluster. Methods are developed 

to analyze fallout-dose distributions for sets of different windr 

that are consistent with seasonal meteorological conditions. Por 

simple attack environments, the prime sensitivity of dose level 

Is to wind direction, and simple prediction methods based on 

wind direction are compared with more detailed Monte Carlo simu¬ 

lation results. For large attacks, no relatively simple 

analytical prediction methods seem universally applicable, 

though a qualitative understanding of the probability distri¬ 

butions obtained is often possible. 
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There seems to be general agreement that, to determine the 

utility of fallout protection, the variability of the wind 

should be taken into account; because the fallout casualties for 

one set of wind conditions may not even be close to those for 

another set. Nevertheless, such analyses have been infrequent. 

In large part, this may be due to a lack of the basic tools for 

treating wind variability. The present study attempts to fill 

this need by developing orobabilistic predictive models and 

describing some simple situations in which an intuitive grasp 

of the important factors can be obtained. Since the subject is 

extensive, no exhaustive treatment is presented here; but this 

report is issued to document some computer programs and analysis 

methods—and with the hope that it will lead to further efforts 

along similar lines to estimate fallout hazards realistically. 

The analysis of fallout effects from nuclear-weapon attacks 

is beset with uncertainties. Besides uncertainties that afflict 

all analyses of nuclear warfare (e.g., uncertainties in enemy 

targeting), others are peculiar to an analysis of fallout. 

Principal among the latter are— 

• Uncertainties in fallout models, especially for many 
weapons detonated together In a target area; 

• The sensitivity of fallout to weapon-burst heights 
and details of weapon design, and the uncertainty in 
enemy intentions or capabilities in these areas; and 

• The variability of the wind. 

Historically, the analytical treatment of fallout has often 

tended to one of two extremes: (1) either ignoring the problem 

and simply concentrating on the analytically better-understood 

xi 



blast-damage calculations, or (2) assuming away the uncertainties 

and performing detailed calculations with a particular fallout 

model and particular wind patterns. Not only are both approaches 

suspect, but of greater concern from a practical standpoint is 

the fact that not much insight is gained into th • actual fallout 

hazard. 4 

It is the intent of this paper to develop simplified calcu¬ 

lation procedures for fallout effects, in order to gain better 

insight into the nature of the problem. Hopefully, such insight 

will lead both to a better qualitative appreciation of why 

certain effects occur and, ultimately, to improved methods of 

defense against the fallout hazard. A subsidiary benefit will 

be to provide a basis for more simplified damage-assessment 

schemes. 

The basic approach used here is to take one particular 

fallout model as a standard and to assess different situations 

by using this model. The model chosen was the "WSEG-10 NAS- 

modified" fallout model—not necessarily because it was the most 

physically accurate, but for the following dominating factors: 

(1) The model format, which is convenient for the types 
of analysis performed here; 

(2) The normalization of the model, which insures that 
the same total amount of fallout is deposited for 
any wind condition; 

(3) The availability of meteorological wind statistics 
already processed to the form needed by the model; 

(4) The relative simplicity of the model compared to 
some others; 

(5) The previous use of this model in a number of 
other studies. 

It is the author's opinion—and it will necessarily persist 

until future studies—that many of the qualitative conclusions 

of this paper would remain substantially the same (though some 

numerical values might differ somewhat) if other fallout models 

were studied. It is hoped that this paper will provide a means 



of comparing models useful to Civil Defense in developing policies 

for dealing with the fallout hazard that are, hopefully, not 

too sensitive to fallout-model details. 

Chapter I of this paper is primarily documentary. It 

describes the WSEG-10 Model and presents two approaches to 

obtaining a simplified model, one of which is based on obtaining 

asymptotic expressions and the other of which is based on direct 

curve fitting. Both methods provide a means for judging the 

basic sensitivities of the model and give the reader better 

insight into fallout patterns. 

Chapter II addresses the problem of fallout patterns pro¬ 

duced by groups of weapons. As has proved fruitful In the 

analysis of blast effects, the use of the concept of weapon 

density has allowed some simplified methods to be developed. 

Fallout patterns obtained when weapons are detonated in regular 

patterns are studied with the aim of developing simplified pre¬ 

diction schemes for fallout patterns likely with targets 

receiving many weapons, such as urbanized areas. 

Chapter III addresses the probabilistic descriptions of 

wind data. The statistical wind data needed by the WSEG-10 

fallout model are presented for the United States. The nature 

of the distribution functions of wind speed and wind angle are 

discussed. 

In Chapter IV, wind statistics and the fallout model are 

combined in a Monte Carlo simulation that calculates fallout- 

dose distributions based upon input attack geometry and wind 

statistics. In this chapter the results for simple, idealized 

weapon geometries are presented; and the nature of the resulting 

dose distributions is discussed. 

Chapter V presents fallout-dose distributions for hypothe¬ 

sized attack patterns in the United States. In these cases, 

the underlying geometry is complex enough that this chapter 

xiii 



concentrates upon illustrating the nature of the result for 

several different types of target environments. 

This v/ork was conducted under the general guidance of 

Mr. Neal FitzSimons, of the System Evaluation Division, Defense 

Civil Preparedness Agency, under Contract DAHC 20-70-C-0287. 

Appreciation is due to many people for providing the impetus 

for this ^tudy and for many helpful comments; but the author is 

especially grateful to Mr. Janes Anderson, Dr. David Benson, 

Dr. James Buchanan, Mr. Neal FitzSimons, Mr. James Jacobs, and 

Mr. Donald Hudson (all of the Defense Civil Preparedness 

Agency); to Mr. Ralph Mason, of the National Military Command 

System Support Center; and to Mr. Jack Greene. 



Chapter I 

DESCRIPTION OF THE WSE6-10 NAS-MODIFIED FALLOUT MODEL 

In this chapter, the WSEG-10 Model is examined from 

several viewpoints. Section A documents the basic model by an 

abstract of the basic document defining it. Section B presents 

expressions simplified by dropping terms that generally have 

small influence—which is first done directly, and then in 

dimensionless form, and illustrates the very simple nature of 

the basic model before correction terms are added. Section C 

presents a numerical fitting of the model that yields a somewhat 

better, if mathematically less neat, approximation. Finally, 

Section D presents approximate expressions for the inverse 

function (i.e., to compute distances at which certain dose 

levels occur). 

A. THE BASIC MODEL 

The WSEG-10 Model1 predicts the dose rate at H+l hours by 

the following basic equation: 

DH+1 
KAFf ,f a c 3 

lr[he equations describing the WSEG-10 NAS-Modified Model were taken from the 
following reference: M. Polan, "An Analysis of the Fallout Prediction 
Models Presented at the USNRDL-DASA Fallout Symposium of September 1962, 
Volume I: Analysis, Comparison, and Classification of Models, U.S. Naval 
Radiological Defense laboratory, USNRDL-TRC-68, September 8, 1966. The 
original definition of the model is contained in G. E. Pugh and 
R. J. Galiano, "An Analytic Model of Close-in Deposition of Fallout for 
use in Operational-Type Studies," Weapons Systems Evaluation Group, 
Research Memorandum no. 10, 15 October 1959- 

1 



where 

Dti1, = dose rate in roentgens/hour at H+l hours;1 
H+l 

K = a normalization factor, taken as 2x10^ roentgens/ 

hour/megaton/mile2; 

A = an adjustment factor for Height of Burst (HOB) 

effects (A = 1 for a surface burst); 

F = fission yield of the weapon; 

fd = a downwind-distance shape factor; 

f = a crosswind-distance shape factor, 
c 

The two shape factors are normalized so that their integrals are 

unity. That is, if x represents downwind distance and y cross- 

wind distance, then 

» 

»In a physical interpretation of the model, Dh+i is defined as the gamma dose 

raté from radioactive fallout in roentgens/hour at one hour after a weapon 

detonation—assuming that all of the fallout that will be deposited at the 

point in question has already arrived. The dose rate is that which would 
apply to a point 3 feet above a smooth infinite plane in the air at stan¬ 

dard conditions. (This dose does not include beta radiation, which could 

cause significant effects on plants and animals but which can be easily 
protected against by humans.) The physical interpretation of %+],, when all 

the fallout is not deposited at one hour, is somewhat more difficult; it is 
the radiation rate fron those particles that will be deposited in fallout 
that would have occurred if they were in fact all deposited at one hour. 

Within the confines of this report, such difficulties are avoided by 
restricting attention to a "radiation rate" which is defined through the 
mathematical equations in the model and studying the mathematical properties 

of this "radiation rate." Thus, for exanple, the "radiation rate" at any 

time, D(t), is given by D(t) = Dn+it“1*2 in the model. From this viewpoint, 
Dh+1 is simply stated as the constant of proportionality, which multiplies 

t-1,2 to obtain the model "radiation rate." 
The definition of the dose rate is in an idealized situation. Thus, 

the doses predicted by the model do not include any factors that might 

modify doses measured or received in a real situation (e.g., Instrument 
response factors, terrain shielding, weathering of radiation, shielding by 

structures, biological response factors, etc.). Except for one formalized 
integration of dose rate to obtain a particular type of biological response 
factor (to be described shortly), all such considerations are extraneous to 

the model and are not considered here. 
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This normalization and separation of downwind- and crosswind- 

distance effects renders the model tractable to simplification 

or modification without gross errors in overall amounts of fall¬ 

out deposited, as ]ong as the normalization is preserved. The 

value K is the basic normalization used to determine the total 

fallout deposited. It has units of roentgen per hour per 

megaton (MTVstatute mile . Discussions of the total amount of 

fallout deposited by a weapon can be centered upon assigning 

numerical values to K; a value of 2 x 10^ is typical—ana the 

value used here.1 

The model can most readily be described in terms of parame¬ 

ters to which physical interpretation is given, although in 

reality the physical interpretation may be quite tenuous. A 

characteristic time T (hours) over which the rate of deposition 
» 

has fallen to 1/e of its original value is defined by 

T = 1.0573203[l2jJ§ - 2.5(¾) ][l - 0.5 e*p(-(Hf) )] , 

with Hc being the "effective cloud height" in kilofeet, where 

H =^+ 6.1 log Y - 0.205(log Y + 2.42) (log Y + 2.42( , 
C 6 G 6 

where Y is the yeild in megatons. 

A distance L is defined, which is basically the distance 

that fallout is blown downwind in the time T (i.e., L WT, where 

W is "effective fallout wind" velocity). The definition of 

activity is then given by 

‘The fallout considered by this model is only the "local" fallout deposited 
in a more or less coherent pattern downwind of the weapon. It does not 
Include the radioactivity that goes into the upper atmosphere and travels 
for long distances and times before reaching the earth's surface (i.e., 
"worldwide" fallout ). 
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O, if X < O ; 

f 
d 1 

L 
exp(-x/L) , if X O , 

with corrections added for several effects (e.g., cloud diameter). 

These corrections, somewhat complicated in form, are as follows: 

Call oo an "effective cloud radius" in miles, where 

aQ = exp^0.7 + (logeY)/3 - 3.25/^.0 + (logeY + 5.^}2 

Call 

L0 = WT , 

and define 

Define n by 

and define L by 

Define g(x) by 

P p Ln + 8°n 2 2 0_0 

d = a° L2 + 2o2 
0 0 

n = 

j 2 , 2 
0_d_ 

2 2 ’ 

Lo + °-5od 

2^¾ L = (¾ + 20^) 2 . 

g(x) = 
Lf 1 + 

exp ■(¥") • 

where r(») is the gamma function. Values of n are close to one, 

so g(x) is close to the approximate expression for fd as given 

above. The actual value of fd is g(x) multiplied by '■o(x), where 

co (x) = cumnor 

4 
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The cumulative normal function in effect shapes fd near 

ground zero, to give an appropriate rise to a maximum value. The 

empirical adjustment factor is given by 

1 
al = 

1 + 
0.001 H W c 

fd is then given by fd = œ(x)g(x) . 

In the model, it is assumed that the crosswind activity is 

distributed normally1—i.e., 

f = — 

c /2 exFHv=)2) 
The spread of the cloud is controlled by the parameter oc, 

which in turn is primarily sensitive to "crosswind shear" Sc, 

in mph/kilofoot of altitude. oc is computed by 

o ? 
o = a + Bo 

c o ; • .(^)1 • ( 
(x + 2od)LoTaHSc 

where 

B = min 
[x + 2od|. 

au = 0.18H. c 

The factor a2 Is given by 

“2 = 0.001 
1 + 

W, /2x\\ -Í1 - cumnor^j I 

1To preserve normalizatjon, 02 should have been In the denominator of the 
fraction before the exponential expression in the equation for fc. 
However, since conventional use of the WSEG-10 Model has been with the 
equation as shown, this practice is adopted in this report. For most 
conditions, the reduction in the effective "k-factor" is small, or the 
error introduced is well within the error in knowledge of this value. 
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Finally, to complete the description of the model, an 

equivalent residual dose is computed. This dose is intended, 

in the model, to represent a measure of radiation effects causing 

acute injury or fatalities to humans. This computation assumes 

fallout decays in time as t , when t is the time f’om the 

weapon detonation. It Is assumed a fraction x (10¾) of the 

dose is "irreparable," while the effect of the "reparable" part 

delays exponentially with a time constant Y (= 30 days). Thus 

we have, to define B(t) formally, 

D(t) = DH+1 dT + ./t DH+1 t-1'2 exp/-K(t-x AdT , 

where t is the time of fallout arrival. t is given by a a 

0.25 + 
^ 20 2T2 2o‘ 

h¿[L‘ * 0.502) Lc + °-5od, 

The dose, D, is taken as the maximum value of D(t) and 

will be expressed in units of ERDs, standing for "Equivalent 

Residual Dose."1 If R is defined as the ratio of D/D^+1, then 

‘The tem "Equivalent Residual Dose" is the preferred term for the expression 
D(t); and "Maximum Equivalent Residual Dose," for the value D(= max D(t)). 
(See, for example, "Radiological Factors Affecting Decision Making in a 
Nuclear Attack," National Council for Radiation Protection and Measurement, 
NCRP Report no. 42, 15 November 1974.) This value is to be considered 
as a measure of the radiation effects from the gama radiation. (Beta 
radiation might also be present; but it is not Included in the dose—even 
though it may contribute significant damage to crops and animals—since 
humans can readily proted- against the acute injury or fatalities the radia¬ 
tion could cause in fa]lout.) This measure is clearly not a measure of some 
type of biological radiation effect (e.g., long-term effects on humans) and 
has been questioned as the most appropriate measure of radiation effects 
even for its intended purpose. Independently of these questions, it is used 
as part of the formal WSEG-10 Model since it Is tractable to analytical 
manipulation. (In the Polan document defining WSEG-10, the value D is called 
the "Maximum Effective Biological Exposure"; and the expression "Biological 
Dose" is sometimes used as a shorthand means of expressing D. However, 
used in a not precisely defined context, this term could lead to confusion.) 
From the defining equation the units of D are (Roentgens/hr)(hr) or 
Roentgens (the fraction x is dimensionless), (continued on next page) 



we have1 
R = D/Dh+1 = exp y-O.287 + O.52 log 

+ 0.04475 log 

This completes the formal definition of the model. In the 
version implemented by the NMCSSC,2 the height adjustment 
factor A for the height of burst (HOB) is taken as the fraction 
of the fireball intercepting the ground and is given by 

if a = 0 ; > 

A = 0.5(1 - a)2(2 + a) + 0.001a, if 0 5 a < 1 ; 

10, 

where a = HOB/180 ( 1.000Y )0 ’14 

if a > 1 

In a recent report,3 amongst other issues the value of k- 
factor and the effects of height of burst were restudied. The 
following procedure, based upon this recent report, is currently 
recommended by DCPA. When a weapon is detonated above ground 
but in contact with urban structures or trees, the recommended 
value of k-factor including higher-cf-burst corrections is 

K1 = exp (7•565 - 1.599 X 10"2X) , 

(cont'd) However, due to the special nature of the calculation, a particular 
name as the measure of the Maximum Equivalent Radiation Dose is convenient. 
In NCRP Report 42, the term ERD is used as such a measure. In subsequent 
parts of this report the name dose will mean Maximum Effective Residual 
Dose, and its units will be ERDs. 

3If the doses from many weapons are to be added, it must be assumed that the 
weapons are detonated simultaneously; or, more precisely, the difference in 
detonation time is small compared to the time constant K. 

2Ralph B. Mason, Single Integrated Damage Analysis Capability (SIDAC) 
Analytical Manual (U), National Military Coimand System Support Center, 
CSMAM67-68, 18 October 1968. 

3Response to DCPA Questions on Fallout, DCPA Research Report no. 20, 
prepared by Subcomnittee on Fallout, Advisory Corrmittee on Civil Defense, 
National Academy of Sciences, with Notes and (’orments by J. C. Greene, 
DCPA, November 1973. 
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where X = h/W1^, with h = height of burst (feet) and W « 

total yield (kilotons) for values of X up to 100, and the 

value at X = 100 (i.e., 0.202) for values of X greater than 

100. If a weapon is detonated above ground and not in con¬ 

tact with extraneous material, the above equation is to be 

used for values of X up to l80, and a value of 0 is to be 

used for higher values of X. 

B. ASYMPTOTIC EXPRESSIONS FOR THE MODEL 

If the wind is assumed to be variable, the deposition 

of fallout as a function of wind velocity will also vary, as 

Illustrated in Figures 1 and 2, where dose along a pattern 

centerline as a function of downwind distance is presented 

for a variety of winds.1 In these figures, the lose is 

scaled by dividing by the yield, since more yield independent 

values are obtained. In all the figures of this chapter, a 

fission fraction (i.e., the ratio of fission yield co total 

yield of a weapon) of 1 is assumed for simplicity. 

Evidently, a simple model might be considered when 

variations due to wind statistical fluctuations are a part 

of the overall assessment. An obvious simplification is 

to replace the expression for f^ by a simple exponential 

function—I.e., set 

i exp(-x/L), if X > 0 ; 

0, if X < 0 , 

and 

L = WT ; 

1The dose at zero crosswind distance will be called "centerline dose." 
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then 

exp(-x/WT), if X > 0 ; 

= 

a 0, if X < 0 . 

The characteristic time is a function of yield only. It is 

plotted in Figure 3 for several values of yield. T will be 

approximated by the line shown in the figure—i.e., 

T = 7.5 + 1.66 log10Y 

for yields between 1 and 20 MT. 

For studying effects near ground zero, it may be desirable 

to have a linear rise in fd that starts at a distance d upwind 

and terminates at a distance xc downwind. If d is given, xc 

may be chosen to preserve normalization of f^. To do this 

normalization, assume the change in sxope of the exponential 

form for f, is small for x < x , which can be done if d << L. 
Q C 

Then, equating area gained under the linear portion of fd to 

the area lost under the exponential gives 

d 
xc " 1 + d/WT * 

Thus, f, has the form 
d 

fd = 
x-d 

WTd(2 . m) 

.¡ji exp(-l/WT), 

if x < d ; 

if d < x < xc ; 

if x < x . 
c — 

A value of d may be chosen by observing that the rise in 

fd is controlled mostly by the cumulative normal function, 

which has standard deviation od, and that a linear fit to the 

cumulative normal at the origin has slope l//2iod. Thus, a 

line starting at 1.25ad would give a reasonable value of d. 

11 
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From Figure 3} it can be seen that is given approximately by 

ad = 1*75 + 2.35 • 

For Y = 10 MT, we have ad = 4.12, to give d = 5.2. As can be 

seen from Figure 2, a line rising from this distance upwind gives 

a reasonable fit. An empirical fit for upv/ind-distance var¬ 

iability due to wind is 

d = 6 - W/40 

for 10 MT. For other yields, these distances are multiplied by 

the rate of change of od with yield so that 

d ic A 1,75 + 2-35 logioY 
V6 “ Tõj -Í7ÍÕ- 

When values of ac are plotted as a function of downwind 

distance, they are found to be almost linear. Moreover, the 

slopes are almost proportional to Sc/W. Thus, the variation of 

ac is readily given by a series of straight lines. We have 

o c 
A + 

BS X 
c 
W > 

with A = 2 + 3 log10Y; B = 7-5 + 1.5 log10Y. For values of x 

comparable to L and nominal values of S (= 0.2) and W (= 20 mph), 

the constant term becomes relatively small. 

In this case, we have 

fc ■ 2îspæ exp ) • 

It is interesting to observe that, at a constant angle from the 

downwind direction, the fractional decrease in dose due to 

crosswind distance is constant. 

The time of arrival can be approximated by 

. * 

U 

Q 
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For appreciable downwind distances, the constant term is 

small and we have 

t a 

As shown in Figure 4, the ratio of dose to H+l dose rate R can 

be given by 

R 2.71t 
-0.382 
a 

From Figure 4, the time when the equivalent residual dose 
0 3 

reaches a maximum is equal to 120t hours. It is instructive 

to combine the various terms for an overall equation applicable 

for appreciable upwind distances. The dose is 

D AKF 2.71 W 

/2ttBT 

0.382 
exp(-x/WT) 

Dividing by the fission yield F gives a dose normalized 

per megaton of fission yield. The yield dependence of the 

normalized dose is in the terms B and T. Increases in these 

terms cause spreading of the pattern in the crosswind and down¬ 

wind directions. This spreading is compensated for by the 

product BT in the denominator of the first term, which decreases 

the normalized dose in proportion to the spreading, 

n *5 fi p 
The term Wu’^ indicates an increase of normalized dose 

with wind velocity—which occurs because of the earlier arrival 

of particles (at a given distance downwind) that increases the 

ratio of dose to H+l dose rate, even though the H+l dose rate 

is constant. 

The dose is inversely proportional to wind shear Sc, since 

the shear directly affects the overall spread of the pattern. 

The variation downwind is reflected by the term exp(-x/WT)/ 

x1.382^ which gives a decrease with downwind distance appreciably 

more rapid than exponentia'.. This more rapid decrease results 



Figure 4. RATIO OF DOSE TO H+l DOSE RATE, AND TIME TO MAXIMUM 
DOSE, AS FUNCTIONS OF TIME OF ARRIVAL (t ) 
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partly from a spreading of the pattern due to wind shear (which 

introduces a factor of x ) and partly from longer arrival time 

(which reduces the ratio of dose to H+l dose rate and which 

introduces a factor of x“0*^®2). 

Finally, the crosswind spread is controlled by the factor 

(y/x)(w/sc). As mentioned earlier in this section, at a con¬ 

stant angle from the directly downwind direction the attenuation 

due to crosswind distance is constant. In the last equation 

(above), the angle is seen to be proportional to wind velocity 

divided by wind shear—as should be expected. 

The effect of wind velocity is difficult to determine 

directly, since the wind enters in several terms. In Figure 5, 

the dose is presented as a function of wind velocity. This 

figure is calculated from the full model, not from the approxi¬ 

mate equations given here. Of interest is that at appreciable 

distances there is very little variation of dose with wind 

velocity over a considerable range of velocities. At these 

distances, the prime sensitivity of dose can be expected to be 

to wind direction (which changes the crosswind distances from 

the hot line), not to wind speed (which changes values on the 

hot line). The rapid decrease at ground zero and at 20 miles 

downwind is due to higher winds blowing the activity farther 

downwind. At still farther distances, the spi*eading of the 

pattern to attenuate the dose is compensated for by the arrival 

of more fallout. For each wind velocity. Figure 5 presents 

curves that show the dose that occurs both at a downwind distance 

equal to the characteristic length WT and at about four times 

this length. 

Further simplifications in appearance can be found by 

defining some dimensionless variables. One such form is given 

by defining L = WT; C = BSc; £= x/L; and n = y/c. Then 

PCL = 2.71 1 exp(-S) 
/27 «pi• 302 çlTsôi 
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or 

DWS 
c 

= 2.16 X 10 

Here at constant scaled values of Ç and n the dose is inversely 

proportional to wind and shear value. The scaled distances, 

however, are affected by wind and shear. The yield dependence 
2 2Rp 

is subsumed in the term 1/BT ' . Values of the constant 

(2.16 X 10 ) times this term are 2,360 for 1 MT and 1,200 for 

10 MT. This form is attractive for rapid calculation. A 

rational approximation for 

is 

1 
fU) 

(0.4555+0.803135-0.007562^+0.89185^+0.0010331^4)4 . 

The percent error between the exact value of this expres¬ 

sion and the approximation is shown in Figure 6. For values 

of Ç between 0.1 and 10, the error is less than 18 percent. 

This approximation is similar to the exponential approximation 

given by Hastings,1 which is 

exp(-x) = --^-_ , 
(l + a1x + a2x + a^-3) 

where = 0.2507213; a2 = 0.0292732; and = O.OO38278. This 

approximation has a maximum fraction error of seven percent 

for X between 0 and 10. Because of the constant term in the 

denominator, this approximation could not be expected to give 

1 Cecil Hastings, "Approximation for Digital Computers" (Princeton, N J • 
Princeton Univ. Press, 1955). 
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low percent error for f(£) as x approaches zero.1 However, 

close enough to Ç = 0, the approximate expression Is Inoperative. 

The role of v*ind becomes clearer from the dimensionless 

description. As wind is Increased, the pattern is spread out 

in proportion to the wind, with the dose being proportionately 

reduced. The effect of shear is the same in the crosswind 

direction. It is necessary, then, to scale the intensities 

inversely proportional to pattern area as the pattern size 

changes to conserve the total deposition. The degree to which 

this compensation is accomplished in the exact calculations is 

illustrated in Figure 7, where for several wind speeds, dose 

times wind speed is plotted as a function of distance divided 

by wind speed. At greater distances the compensation is quite 

good; however, near ground zero the deviations increase. 

Moreover, as the wind speed approaches zero, other factors 

(e.g., cloud size) control the pattern spread—as is illustrated 

by the more appreciable departure of the 5-mph curve from the 

others. 

C. A DIRECT FITTING OF THE MODEL 

An alternative means of approximating the model is through 

direct numerical approximations to the calculated dose. This 

approach results in somewhat better accuracy over a larger 

range of parameters than does the method of the previous section, 

while still providing for rapid calculations and illustrating 

some sensitivities of the model better than plots of fallout 

contours. The significance of the correction factors ignored 

in Section B (above) is seen more directly here. The range of 

the fit is for winds from 0 to 80 mph, yields from 0.2 to 

30 MT, and wind shear from 0 to 1.6 mph/kft. The approxima¬ 

tions were developed by plotting dose from the model under a 

‘In fact, no rational expression could yield a good approximation for both 
infinitesimal and finite values of x. An expression, for example, yielding 
less than 15 percent error for 0.005 5. * <_ 0*2 Is f(Ç) = 1/(.1^5 + 3.2^). 
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variety of conditions and attempting to find a means of corre¬ 

lating them. The fits are made separately to fd (= fdRfc(0)^ 

and Fc i= fc(y)/fc(0)J. (Since crosswind distance does not 

affect times of deposition in the model, the separability of 

downwind and crosswind effects is not changed when dose rather 

than H+l dose rate is used.) A plot of log f^ as a function 

of distance is given in Figure 8. For winds greater than 3 mph 

and distance Ç = x/W greater than 3, we have 

log10^d = « + Si . 

For Ç < 15.6, a correction factor of 0.0015(f-15.6)2 is added 

to the right-hand side. 

ot is given by 

- = a + a , 
y w * 

where ay = 5,^95 - 0.1099 log10Y + 0.018 (log10Y)2; aw = -0.995. 

For $, we have 

ß = -0.0641 + 0.0139 l°g10Y - 0.0033 (log10Y)2 . 

It is of interest to notice that the yield dependence is 

almost linear in log Y. Furthermore, if the coefficient for 

aw were exactly 1, then the value of f^ would be inversely pro¬ 

portional to wind speed—as in Section B (above). Finally, it 

should be noticed that in mathematical form as the distance 

becomes large this empirical fit does not asymptotically 

approach that of the previous section. 

The crosswind factor fc is computed as in the model but 

with a given by 

scx ac = A + B -g- , 
with A = 2 + 1.7309 l°g10Y + 1.269 (log1()Y)2; and B = 7.55 + 

1.8714 log10Y - 0.3314 (log10Y)2. This fit for ac is comparable 

O 

□ 

û 

Ü 

.) 
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Figure 8. LOGARITHM OF SCALED CENTERLINE DOSE (fn) AS A 
FUNCTION OF SCALED DISTANCE, FOR SEVERAL 
WIND SPEEDS 
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to that of the previous section, but here the yield variation 

is parabolic instead of linear. A plot of ac as a function of 

distance is given in Figure 9. The dose is then calculated as 

D = AFKf,f . 
d c 

For scaled distances less than 1.0 but winds greater than 

3 mph, the following fit is used for fd: Let 

K = 2 - log10Y ; 

6 = 3 + 5.6 log10^^ ; and 

Lmx - 3.355 - 0.386 log10^J - 0.275Sc + 0.^8(K - 1) . 

Then 

log. fd 

2ira L 
c mx 9 

Lmx " 1*69(x - SK)2. 

if X > KÔ ; 

if X < K6 . 

This fit uses L as a maximum dose at a distance K6 down- 
mjv 

wind from ground zero. Then the dose downwind is taken as 

constant for Ç < 1. The drop-off in dose upwind is taken to be 

parabolic with distances, in order to approximate the shape of 

the cumulative normal-distribution function. The shape of the 

fd curve is such that no simple shape will approximate it too 

well in these areas. The forms given should be adequate for 

many purposes. A plot of log fd as a function of distance is 

given in Figure 10. 

The coefficient of 0.386 for the log-W term represents a 

considerable departure from the value of 1, which would apply 

if the scaling of dose to compensate for wind stretching of the 

pattern occurred here near ground zero, as it did for larger 

distances . 

For wind speeds under 3 mph, the distribution of the 

fallout changes considerably. The following equations are used 

24 
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Figure 10. LOGARITHM OF SCALED CENTERLINE DOSE AS A FUNCTION 
OF DISTANCE, AT SMALL DISTANCES, FOR SEVERAL WIND 
VELOCITIES 

26 



to calculate f, and o . For x > 0, d c 

lo8l0r<i = As + Bsx + V2 • 

where 

A = (4.545 - O.745Y) + (0.1222 + 0.OO78Y) (l - I) 
s ^ 

- (1.2223 + 0.027ÖY)Sc ; 

B = -0.06486 + O.OO316Y ; s 

C = (0.2444 - 0.0244Y) - (0.8977 + 0.1323Y)(l - Ï)l0-3 
s ^ 

For x < 0, 

Lmx = 4'35 ' °*56 " log10ï " °-12W ' °-15Sc ; 

T - j (W/2 - x)2 . 
log10fd _ mx " 67 + 257 log10Y » 

where 

0a = 3.14 + O.5IY - (0.33 + 0.03Y)W 

+ [42.35 - (19.075 + 0.9225Y)W]Sc 

+ [69 - (27.35 + 1.15Y)W]SC ; 

ob = (3.611 + 0.039Y)Sc . 

For log fd, a single quadratic fit with distance is used. For 

0 , the constant term requires a quadratic variation with wind 
c 

shear (instead of being independent of wind shear, as was the 

case with higher wind velocities). 

D. SCREENING CALCULATION MODEL 

This section addresses an alternative question that may be 

asked from a fallout model—namely, the distance at which 

certain doses are calculated. (An alternative set of inverse 

functions is given by Mason—above, p. In.) These questions 

are of particular interest when it is desired to ascertain 
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over what areas a weapon may contribute significantly to the 

dose at a prescribed monitor point. A contour of constant 

dose may be imagined. The distances given below for this con¬ 

tour are the maximum downwind, upwind, and crosswind distances, 

as well as the downwind distance at which the maximum crosswind 

distance occurs. With these distances, the entire contour may 

be approximated by drawing an ellipse through these points. 

For the following strictly empirical equations, in the unlikely 

condition that the wind velocity is less than 2 mph, a minimum 

velocity of 2 mph is assumed. For doses less than 10 ERDs, the 

maximum downwind distance is determined by 

xd = W(x0) - 15 log10(|) + (0.55 + 0.75SC + 0.0075W) ^log10(^2 , 

where 1 60.85 - 36.59S + 13.14S„2 

- 14.8 log10(W), if Sc < 1.3929 ; 

21.56, if Sc > 1.3939 . 

For doses greater than 10 ERDs, the maximum downwind distance 

is given by 

= «OU - 10 1oSio(f) + (1 + °-75?c + °-°°75W)(l°g10(!))2 , 

with xp = I6.I + 26.2(Sc - 0.6)2 - 8.1 log10W; and Sc = 
max (Sc,0.6). The fit is second order in log10(D/Y) and is 

separated into two segments, so that this simple parabolic fit 

may give adequate accuracy. 

The maximum crosswind distance is given by 

yc = 160SC l°g10 (107)^2.204 - log10D - 1.18^4 - log1()D 

- log10 (ll))] 
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for doses under 100 £RDs; and by 

yc ^ 2-5So 1°g10Y[50 ■ ■ ^17-5 - 2-5 1oSio(tSõ) 

* ^0(4)] 
for doses above 100 ERDs. The downwind distance at which the 

maximum crosswind distance occurs is given by 

xc = W[(80 + 18.7 - 7.5 log10D - 7.5SC)(1 + 0.75 log10Y)] 

for doses under 100 ERDs and by 

0.5 log10<10Y)(l30 - 60 log10 

^500 - 250 loK10(100j LO®10(4)] 

for doses over 100 ERDs. 

Finally, the maximum upwind distance is given by 

xu = log10(10Y)(6.5 - log10D - 1.25 log10W) 

for doses under 100 ERDs; and by 

xu = 2 + log10(10Y) 

for doses over 100 ERDs. 
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Chapter II 

DOSüS FROM SEVERAL WEAPONS DETONATED TOGETHER 

A. SEVERAL LIMITING CASES 

If a number of weapons are detonated closely spaced In time 

and distance, then It may be desirable to construct approximate 

expressions for the fallout losses produced by the combined pat¬ 

tern to find overall pattern characteristics and simple means of 

computing the resulting fallout effects. This chapter describes 

several limiting cases in which simple analytical expressions 

are obtained. 

The dose for a single weapon can be written as 

D(x,y) = FKAfd(x)fc(y)R(x) 

using the terminology of the previous chapter. Suppose now that 

a density of fission production w(x,y) is introduced that is the 

limiting production of fission from a large number of weapons of 

finite yield with infinitesimal fission fraction determined so 

that the integral over the entire plane of u)(x,y) is equal to 

some specified value of total fission yield, F. Moreover, we 

assume that doses can be superposed, which is the case if the 

arrival time for the dose from all weapons is sufficiently 

close—i.e., so that (at a point £,n) the dose divided by the 

height factor A can be given by 

It would be advantageous to be able to express the total 

dose from several weapons as a product of two factors—one 

depending on downwind distance and a second depending on crosswind 

Preceding page blank 
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distance, as is done in the basic model for a single weapon. In 

other words, we shall be looking for expressions of the form 

DBU,n) = FRKFdU)Fc(n) , 

where is the total fission yield in some region of interest 

(e.g., a strip of constant weapon density in the crosswind 

direction) and Fd(Ç) and Fc(n) are downwind and crosswind shape 

factors. It will be assumed that Fc is still normalized so that 

its integral is unity. The normalization of F, will not be O 
a 

preserved, since in most uses Fd will be assumed to include the 

ratio of dose to H+l dose rate. 

1• Great Distances from the Explosions O 

Suppose that the center of the coordinate system is taken 

as the center of gravity of weapon ground-zeros weighted by the 

product of fission yield and height-of-burst factor. Suppose 

that all the explosions are of the same yield (or are simultan¬ 

eous) and occur within a distance R of the center of gravity. 

Then as the downwind distance becomes large enough that the 

ratio of R to pattern spread is much less than one (i.e., 

R/ac << 1), the crosswind pattern approaches that which would J 

be obtained from a single weapon detonated at the center with a 

fission yield equal to the sum of fission yields adjusted for 

height of burst. In fact, at any point, the fraction of cross- 

wind error is less than 1 - exp(-RV2o ). 
c 

In the downwind direction, the error in H+l dose rate 

(using a single weapon at the center of gravity) can also be 

readily estimated if the downwind distance is again appreciable. 

In this case, the error becomes small if R divided by the 

characteristic distance L is small; moreover, the fraction error 

is bounded by 1 - exp(-R/L). If, as an illustration, a typical 

value of L •= 150 miles is assumed, the fraction error is under 

10 percent for R < 16 miles. For most weapon distributions, 
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this error estimate is probably high; thus, considerably larger 

patterns would yield a comparable error level. 

2. Effect of Crosswind Weapon Distributions 

Suppose that all the weapons are detonated along a single 

line perpendicular to the crosswind axis—which makes the down¬ 

wind effects the same for each weapon. Suppose, moreover, that 

the weapon density to is taken only as a function of crosswind 

distance y. We assume the density is normalized, to make 

/00 

co “(y) dy = FR , 

where F is the total fission yield. 
R 

Now at any distance downwind, the crosswind effect from a 

single weapon is given by a Gaussian function fc of the form 

f = —T— exp(-y2/2a^) , 
c /2?a c c 

so that 

/00 

. f0(y) dy = 1 . 

If now the weapon density w is Gaussian of the form 

<4y) = exp(-y2/2ö2) , 
/2tto 

then the crosswind distribution from this pattern is exactly 
o o 

Gaussian with a standard deviation o = (a + ä ) . If a number 
V»* 

of weapons are clustered over an area target that has greatest 

density value in the center and drops off in value In Gaussian 

fashion, and if weapon density is proportional to value, then a 

Gaussian distribution of crosswind effects is obtained.1 

lrrhe two examples of crosswind distribution presented in this section have 
been chosen for analytical simplicity and because they are reasonably 
representative of weapon density distributions (continued on next page) 
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A second crosswind distribution that yields a simp]e solu¬ 

tion is that of a constant fission density over a length R on 

each side of the central axis—but zero elsewhere. The distri¬ 

bution of intensity is readily shown to be 

pc(y> 2R7cT cumnori^— + 
Va c h)' cumnor » 

where cumnor (') is the cumulative normal function. This dis¬ 

tribution is plotted in Figure 11 as a function of distance, 

y/ac, for several values of R/c^.1 The value of the dose given 

in Figure 11 can be interpreted as the average value of the 

Gaussian distribution function in a band of widtl 2R, centered 

at the value y. Then, clearly, as the band width R goes to 

zero, the function approaches a Gaussian distribution function. 

For values greater than 2, the cumulative normal curve is close 

to either 0 or 1. Thus, for large values of R/oc> the shape of 

the distribution is essentially constant as long as |y/ocl 

< R/oc - 2. This constant value is readily seen to be l/(2R/ac). 

For values of y/a somewhat greater than R/a, + 2, the value is 
c c 

essentially zero. Between the extreme values, the distribution 

curve decays in a shape approximated by half of the probability 

density curve with standard deviation 2a . As can be seen from 
c 

Figure 11, the constant plateau is not evident for values of R/oc 

less than 2. For values of R/oc between 0 and 2, the shape of 

the distribution may be crudely described as a Gaussian proba¬ 

bility density curve with standard deviation obtained by linearly 

interpolating as a function of R/oc between a value function 

equal to a at R/o = 0 and to 2a at R/o = 2. For larger 
c c c c 

values of R/o , the standard deviation associated with the decay 
c 

is constant at 2, but a level plateau is inserted at the origin. 

(cont'd) obtained from various blast-damage optimization methods. Of 
course, even for functions not tractable to analytical integration, numeri¬ 
cal integration methods could be used. 

'if a constant amount of radioactivity is spread uniformly over a width 2R 
(so the weapon density is inversely proportional to R), then for normali¬ 
zation of F the first term should be sinply 1/2R rather than l/(2R/ac). 
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Figure 11. CROSSWIND DISTRIBUTION OF DOSE FOR UNIFORM 
SOURCE DENSITY, FOR SEVERAL VALUES OF R/oc 

The assumption of weapon density allows for a simple 

analytical treatment but raises the question of the seriousness 

of the approximation of dropping discrete effects. To study 

this question, N weapons were evenly spaced over a line extending 

a distance D from each side of the center, and the relative 

dose from the discrete weapons was plotted as a function of 

crosswind distance in the same fashion as for Figure 11. To 

keep the total fission yield constant, the fission yield of 

each weapon was 1/N. 

Figure 12 shows the relative dose for a number of different 

values of weapons where D/ac = 4. The curve for 1,001 weapons 

should be almost identical to the curve in Figure 11, which in 

fact it is. For example, at y/a = 0 or 4, the error in 
_ ¿J C 

relative dose is 10 . For two and three weapons, the lumps 
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Figure 12. CROSSWIND DISTRIBUTION OF DOSE FOR SEVERAL 
NUMBERS OF WEAPONS EQUALLY SPACED ALONG A 
LINE OF LENGTH 2D, WITH R/a = 4 
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due to individual weapons dominate the curves. For four weapons, 

the oscillations due to individual weapons have dampened to about 

20 percent ; and for five weapons, to less than 5 percent. It 

thus appears reasonable to assume that, for four or more weapons, 

the oscillations are small. 

A similar situation is shown in Figure 13, where D/a = 2. 

Since the weapons are closer, one would expect the oscillations 

to dampen more rapidly—which is seen to be the case. For 

N = 3, the oscillations have decreased to about the value seen 

for N = 5 in Figure 12. 

Figure 13. CROSSWIND DISTRIBUTION OF DOSE FOR SEVERAL NUMBERS 
OF WEAPONS EQUALLY SPACED ALONG A LINE OF LENGTH 2D, 
WITH D/a = 2 c 
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Although the oscillations due to Individual weapons have 

apparently dampened, nevertheless the curves are somewhat dif¬ 

ferent In overall shape from the weapon density curve. This 

difference occurs because (for the small number of weapons with 

weapons extending to the end of the line) there is relatively 

more fission yield near the extremities of the line. In order 

to compensate for this effect, it appears reasonable to have the 

moment of inertia of the fission yield the same for the discrete 

weapons as for the weapon density—which can be accomplished by 

spacing weapons equally along a line of length d smaller than 

the length D of uniform density. For two weapons, d = D//J; for 

three weapons, d = D//2; and for four weapons, d = /3/5D. In 

Figure 14, with D/a , curves are presented for N = 2 and 

N = 1,001. For N = 3 and N = 4, the points are plotted at 0.5 

intervals; but the curves are too close to the curve for 

N = 1,001 to be plotted separately. Values of relative dose 

for several values of y/o are as follows: 

y/°c N = 2 N = 3 N = 4 N = 1,001 

0 
1 
2 
3 

0.2045 
0.2166 
0.1411 
0.0365 

0.2309 
0.2099 
0.1304 
0.0393 

0.2388 
0.2095 
0.1280 
0.0400 

0.2384 
0.2099 
0.1251 
0.0397 

As is clear for N = 3 or greater, the assumption of weapon den¬ 

sity does not seriously affect dose distribution, while even 

for N = 2 the error is generally within 10 percent. 

3. Effect of Downwind Weapon Distributions 

In this subsection, assume that weapons are detonated over 

a strip that extends over an Infinite width in both crosswind 

directions, so that the weapon density is a function of downwind 

direction only. The doses will be computed by assuming Fc = 1. 

Using the approximations for f^ of the previous chapter, a 

linear rise followed by an exponential decay allows rather 

simple closed-form expressions for H+l dose rate when the 
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Figure 14. CROSSWIND DISTRIBUTION OF DOSE FOR SEVERAL NUMBERS 
OF WEAPONS EQUALLY SPACED ALONG A LINE OF LENGTH D, 
WITH MATCHING MOMENTS OF INERTIA 

weapon density is constant. For any weapon density w(x), the 

H+l dose rate is given by 

/00 

„ u(x)fd(x-T) dr . 
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In particular, assume that a weapon density w is constant for 

A <_ X <_ B, so that 

u(B - A) 

The H+l dose rate at any point x 

= F . 

is given by 

fd(x-x) dt . 

Since normalization of f^ is not important here, assume for 

simplicity that f^ is given by the form described in the pre¬ 

vious chapter—i.e.. 

fdU) 

For further simplicity, let d = 0 

performing the integration gives 

if x < d ; 

if 0 < x < d ; 

if d < x . 

for a first calculation. Then 

0, 

dh+i(x) =|a)^1 “ exp^-K(x-A)^, 

O) exp(-Kx)(exp(KB) - exp(KA) 
)• 

if x < A ; 

if A £ x < B ; 

if B < x . 

Finally, suppose that K(B - A) << 1, as is the case for typical 

values of wind and of target extent. Then the middle term is 

of the form 

ü)K(x - A) . 

Now, recalling the definition of w, we obtain 

dh+1(x) 

K exp(-Kx)(exP(KB¿ : |XP(KA)), 

if x < A ; 

if A £ x < B ; 

if B < x. 

a 

» 

u 
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Thus the H+l dose rate is seen to have the form of a linear rise 

across the strip, followed by an exponential decay. As will be 

seen in Section B (below), this typical type of behavior occurs 

in less idealized cases as well. 

For d ^ 0 but when d < B - A, this basic behavior is not 

altered. The linear rise is preceded by a parabolic rise of 

length d, and the peak is not reached until slightly after 

X = B. With these exceptions, however, the same behavior is 

seen. 

Figure 15 displays exact calculations of normalized H+l 

dose rate f,, as a function of downwind distance from a 10-MT 

weapon with 20-mph wind with the crosswind dose factor Fc set 

equal to 1 (to eliminate spreading effects), along with this 

ratio multiplied by the ratio of dose to H+l dose rate. The 

logarithms of these values are shown in Figure 16. As is evi¬ 

dent from Figure 16, an exponential approximation to the decay 

of H+l dose rate fits very well for distances over 20 miles and 

approximates the dose variation reasonably well over appreciable 

distances. In this figure a straight line is shown as a fit to 

the calculated doses, which are indicated by the points. The 

error is within 20 percent from 20- to 400-mile distances. 

For future use, the integrals of normalized dose rates and 

normalized dose, as well as the ratio of the integrals, are 

shown in Figure 17. The differences in the curves are due to 

the drop-off in the ratio of dose to H+l dose rate. (No par¬ 

ticular significance should be placed in the final asymptotic 

values of these curves; in fact, it is accidental that the 

numerical values are so close.) 

Now for an infinitely wide strip with constant weapon den¬ 

sity, we can write 
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Figure 15. NORMALIZED H+l DOSE RATE AND DOSE AS FUNCTIONS 
OF DOWNWIND DISTANCE 
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Figure 16. LOGARITHM OF H+l DOSE RATE AND DOSE AS 
FUNCTIONS OF DOWNWIND DISTANCE 
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Figure 17. ACCUMULATED NORMALIZED H+l DOWNWIND DOSE RATE 
(ACCUMULATED DOWNWIND OF DOSE) AND RATIO OF 
DOSE TO H+l DOSE RATE, AS FUNCTIONS OF 
DOWNWIND DISTANCE 
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Fd(x) = 

O, 

B 
P /* ^ zr~x J H(x-T)fd(x-x) di, 

A 

p 
g-_ A y R(x-T)fd(x-T) dt * FRfd(x-e), 

if A < X ; 

if A < X < B ; 

if X < B , 

where fd(x-0) is defined by this equation and represents the 

dose rate at a distance equal to the distance from x to some 

point 6 in the strip. To a good approximation, 0 may be taken 

as the midpoint of the strip—as is shown in Figure 18, where 

the integral of f(£) = exp(-Ç)/Ç^*over a strip of width 2a 

is compared to the function value at the midpoint. 

The character of a linear build-up in dose followed by an 

exponential decay is again obtained. If a linear build-up in 

the strip is to be assumed, the degree of approximation in the 

build-up is represented in the departure of the accumulated dose 

curve from a straight line in Figure 17. That this approximation 

is applicable is readily apparent if we translate x coordinates 

to x' coordinates, where the origin is at the beginning of the 

strip. Then in the strip (i.e., for 0 < x"<_B - A), we have 

Fd(x') -/ 
•s n 

R ( T ) f d ( T ) dt 

As can be seen for strips up to 100 miles wide, the linear 

approximation is within 10 percent of the exact value. 

For the decay portion of Fd(x) where (x) > B, the value 0 

can be well approximated by the midpoint of the strip if the 

curvature of the intensity curve is small. In this case, once 

points are beyond the strip, the drop-off in dose can be 

approximated by a single weapon—or more precisely, by a single 

line of weapons in the center of a strip. For a group of wea¬ 

pons located in a finite target area, the use of a single 

weapon located at the center of gravity of the group of weapons 

is suggested. 
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For X > B, Fd(x) is of the form 

FdU) " xõ7TB2 • 

A polynomial approximation for Fd(x) is 

Fd(x) = 1/(0.69654 + 1.2355X - 1.3259X2 + 0.68552x3)4 . 

The fit is accurate to about 15 percent at x = 0.02 and to 

within about 8 percent over the range 0.04 < x <_ 1. For larger 

values of x, we have 

Fd(x) = 1/(0.85419 + 0.42100X - 0.0019286X2 + 0.00929x3)4 . 

In the range 0.6 <_ x £ 6, the error is less than 1 percent. 

In order to generalize the numerical results for a particular 

condition to different weapons and wind patterns, the simplified 

representations of fd and R of the previous chapter can be used. 

We have 

'0, 

fdR “ (wt1.382 eXp (-(wt)) 

\WT J 
2.71 
ÕTW 

if x < 0 ; 

if x > 0 . 

Then 

Fd^x^ = B - A 

Let S = wt • Then 

fQ WT exp(-(wí))/Jò 
71 

(S) 
0.382 dx . 

X 
■ WT 

p (?) - 1 f exp(-0 
FdUÍ " B - A t0.382 J0 ^0.THT' • 

The integral that was evaluated numerically is shown in 

Figure 19. In the more complete model, a minimum value of 
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Figure 19. INTEGRAL OF POLYNOMIAL AND POLYNOMTAL FIT 
TO INTEGRATED DOSE 
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x/W = 0.5 is allowed in computing the ratio of dose to H+l dose 

rate. The physical reason is that a finite time occurs before 

the first fallout is deposited. For a 10-MT weapon, this time 

corresponds to a value of Ç = 0.005. The difference between 

the actual integral and the values by forcing a minimum value 

of Ç = 0.05 is 0.11. This value was subtracted from the integral, 

and a second-order polynomial fit was made. The resulting 

expression for Fd(x) in the strip is 

Fd(x) = B~^~K ^:¾^6373 + 1-95ij9^ - 0-996352) . 

Values of this expression are also shown in Figure 19. Moreover, 

in Figure 17 the fit is compared to the numerically integrated 

dose. The approximation is quite close for distances in the 

strip up to I60 miles. Moreover, a straight line with slope 

0.012 drawn through the origin in Figure 17 fits quite well to 

distances of 60 to 70 miles. Again, an x' coordinate system has 

its origin at A. Then, within the uniform density strip, 

F^(x') becomes 

Fd(x^ 

1 4.72^x ' + 

^1.302 1 • 

Finally, using the simplified expression for T gives 

4.72 (x" + B- 9—) 
F.(x') = --—i-f VH?- • 
d W (7.5 + 1.66 log10Y)1'30¿(B - A) 

Suppose it is now assumed that over a strip of width C the 

weapon density is constant, that F is the total yield released 
O 

in that strip, and that this strip is surrounded by identical 

strips, so that no side effects occur. Then the dose within 

the strip can be calculated by assuming that Fc = 1/C. We have 

for dose 
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db = KFspd<x')P! 

KP 

“ ^Pd'x') 

For the linear form of Fd(x>)> 

DB = 
4.72KF X”* s 

CW(7.5 + 1.66 log-^Y)1*302 (B - A) 

B. WEAPONS DETONATED IN REGULAR PATTERNS 

In this section, fallout from groups of weapons detonating 

in several different hexagonal patterns will be compared. In 

the calculations all weapons will be 10 MT, with a 10-mph wind 

and 0.2-mph/kilofoot shear assumed. For each pattern the total 

fission yield will be 70 MT. If a scaled comparison is desired, 

each of these values would be divided by 70 to give dosage/MT 

of fission in the pattern. The pattern here could be typified 

by a sizable attack in a large urban area.1 

Figure 20 shows contours of constant dose for a single 

10-MT weapon with a fission fraction of 7. This pattern has a 

peak dose of 142,500 ERDs. This high value is obtained since a 

fission fraction of 7 is used—which is done to compare this 

pattern with other patterns where the weapons ar^ spread out. 

Figure 21 shows contours of constant dose for seven weapons in 

a hexagonal pattern with a 10-mile half-width. Since the fis¬ 

sion fraction of each weapon is 1, the total fission yield 

deposited is the same as in Figure 20, but the deposition is 

spread over the hexagon pattern. The peak dose is 64,000 ERDs; 

and, as is clear by inspection of the two figures, the entire 

pattern is more spread. 

1These high values of doses, of course, do not reflect many factors that tend 
to reduce the actual values. Rather than suggest values of these factors 
here, the limiting values are presented in the expectation that each reader 
will multiply then by his own degradation factor. 
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Figure 20. CONTOURS OF CONSTANT DOSE FOR ONE WEAPON WITH 
SAME FISSION YIELD AS HEXAGON WEAPONS 
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Figure 21. CONTOURS OF CONSTANT DOSE FOR SEVEN WEAPONS IN A 
ONE-RING HEXAGON WITH 10-MILE HALF-WIDTH 
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Figure 22 shows contours of constant dose spread over a 

20-mile half-width pattern with seven weapons in a single ring, 

and Figure 23 shows 19 weapons spread over the same half-width 

pattern in two rings. In Figure 24, seven weapons are spread 

over a 40-mile half-width pattern in one ring; in Figure 25, 19 

weapons are spread in two rings; and in Figure 26, 6l weapons are 

spread in four rings. The following table indicates both the 

maximum distance of any point in the pattern from a weapon and 

the minimum overpressure from surface bursts corresponding to 

these distances. 

Maximum Distance Minimum Pressure 
Figure Number From a Weapon _(psl) 

21, 23, 26 6-2/3 miles 4.0 
22, 25 13-1/3 miles 1.5 
24 26-2/3 miles 0.5 

As can be seen from inspection of Figures 21, 23, and 26, at 

the 10-mile distance between rings, the patterns coalesce into 

a single pattern. The 20-mile separation between rings in 

Figures 22 and 25 gives marginal coalescence, in the sense that 

at doses less than 5,000 ERDs a relatively smooth envelope is 

obtained, while at doses of 10,000 ERDs or above some sensi¬ 

tivity to specific weapon locations is seen. For the 40-mile 

separation between rings of Figure 24, the weapon patterns are 

almost independent in the crosswind direction until doses of 

about 1,000 R are reached. If an attack on a city is designed 

to cover the city with at least 4 psi (which is the case against 

many urban targets for various optimized targeting schemes and 

corresponds to the separations in the top line of the above 

table), then coalescence of the effects from individual weapons 

into a single overall pattern Is to be expected. Even with 

attacks against more widely separated targets, at the lower dose 

levels coalescence into a single pattern is obtained at appre¬ 

ciable distances from a target. 
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Figure 22. CONTOURS OF CONSTANT DOSE FOR SEVEN WEAPONS IN 
A ONE-RING HEXAGON WITH 20-MILE HALF-WIDTH 
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Figure 23 CONTOURS OF CONSTANT DOSE FOR 19 WEAPONS IN A 
TWO-RING HEXAGON WITH A 20-MILE HALF-WIDTH 
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CROSSWIND DISTANCE (miles) 
6-24-74.12 

Figure 24. CONTOURS OF CONSTANT DOSE FOR SEVEN WEAPONS IN 
A ONE-RING HEXAGON WITH 40 MILE HALF-WIDTH 

56 



Figure 25. CONTOURS OF CONSTANT DOSE FOR 19 WEAPONS IN A 
TWO-RING HEXAGON WITH 40-MILE HALF-WIDTH 

57 



Figure 26. CONTOURS OF CONSTANT DOSE FOR 61 WEAPONS IN 
A FOUR-RING HEXAGON WITH 40-MILE HALF-WIDTH 
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The scaling of this pattern with yield is difficult to 

follow directly, since the scaling of the fallout patterns does 

not follow the same simple rules as for blast. This difference 

occurs because near ground zero the initial cloud dimension 

governs the pattern spread, whereas farther downwind the cloud 

spread due to wind shear governs; and as was seen earlier, 

these effects have different yield dependence. In Figures 27 

and 28, the patterns of Figures 23 and 26 are repeated for 1-MT 

weapons, with the weapon spacing decreased by the cube root of 

the yield to maintain the same minimum overpressure. The fis¬ 

sion fraction is decreased by yield to the 2/3 power to maintain 

the same density of fission released in the center of the 

patterns. As can be seen, a coalescence of patterns is again 

achieved. 

The extent to which the patterns from individual weapons 

merge into a uniform pattern is further illustrated in Figures 

29-33» where dose as a function of crosswind distance is plotted 

for the various weapon patterns at downwind distances of 0, 20, 

50, 100, and 200 miles. In each figure, the dose is plotted for 

single-ring hexagon patterns with half-width distances of 0, 10, 

20, and 40 miles. In addition, for 0- and 50-mlle downwind 

distances, the dose is plotted for two-ring patterns with 20- 

and 40-mile half-widths and four-ring patterns with 40-mile 

half-widths. As is clear from these figures, the smallest 

spacings of the 10-mile half-width patterns and the 20-mile two- 

ring half-width pattern have everywhere a smooth decay in dose. 

For intermediate spacing, illustrated by the 20-mile single¬ 

ring and 40-mile double-ring patterns, oscillations of about 

half the mean values are seen at distances of 0 and 20 miles, 

where the particular pattern influence is strong. However, at 

50 miles downwind (which is 2-1/2 times the ring spacing), these 

particular oscillations have almost dropped out; and at 100 

miles, the crosswind pattern is essentially smooth. 
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Figure 27. CONTOURS OF CONSTANT DOSE FOR 19 ONE-MEGATON WEAPONS 
IN A TWO-RING HEXAGON WITH 9.28-MILE HALF-WIDTH 
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Maure 28. CONTOURS OF CONSTANT DOSE FOR SEVEN 
ONE-MEGATON WEAPONS IN A ONE-RING 
HEXAGON WITH 9.28 MILE HALF-WIDTH 
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Figure 29, DOSE AS A FUNCTION OF CROSSWIND DISTANCE AT 
0 MILES DOWNWIND, FOR HEXAGON PATTERNS 
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Figure 30. DOSE AS A FUNCTION OF CROSSWIND DISTANCE AT 
20 MILES DOWNWIND, FOR HEXAGCN PATTERNS 
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Figure 31. DOSE AS A FUNCTION OF CROSSWIND DISTANCE AT 
50 MILES DOWNWIND, FOR HEXAGON PATTERNS 

For the ^0-mile single-ring pattern at small downwind 

distances, the weapons are essentially independent. At 100 

miles downwind (again 2-1/2 times the ring spacing) , the oscil¬ 

lation is about the same as—possibly a little more than—the 

oscillation at the same relative distance downwind with the 

20-mile spacing. At 200 miles downwind, where the peak dose 

is down to 3,500 ERDs for the 40-mile spacing, a smooth drop¬ 

off is observed. In this case, a scaled downwind distance of 

about 4 is needed for the oscillation to be substantially 

smoothed out. 
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Figure 32. DOSE AS A FUNCTION OF CROSSWIND DISTANCE AT 
100 MILES DOWNWIND, FOR HEXAGON PATTERNS 

In Figures 34-37, the dose is presented as a function of 

downwind distances for several crosswind distances. The first 

three figures have the small weapon spacing, in which a coales¬ 

cence of patterns occurred for one-, two-, and four-ring hexagon 

patterns; here a near linear rise followed by an exponential¬ 

like decay is evident. In Figure 37, however, the intermediate 

weapon spacing is used—which gives peaks in the rising portion; 

but a linear rise might well be superimposed on this pattern. 

Figure 36 shows che dose that would be computed (by using the 
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Figure 33. DOSE AS A FUNCTION OF CROSSWIND DISTANCE AT 
200 MILES DOWNWIND, FOR HEXAGON PATTERNS 
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Figure 34. DOSE AS A FUNCTION OF DOWNWIND DISTANCE AT SEVERAL 
CROSSWIND DISTANCES FOR A SEVEN-WEAPON ONE-RING 
HEXAGON WITH 10-MILE HALF-WIDTH 
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Figure 35. DOSE AS A FUNCTION OF DOWNWIND DISTANCE AT SEVERAL 
CROSSWIND DISTANCES FOR A 19-WEAPON TWO-PING 
HEXAGON WITH 20-MILE HALF-WIDTH 
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Figure 36. DOSE AS A FUNCTION OF DOWNWIND DISTANCE AT SEVERAL 
CROSSWIND DISTANCES FOR A 61-WEAPON THREE-RING 
HEXAGON WITH 40-MILE HALF-WIDTH 
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Figure 37. DOSE AS A FUNCTION OF DOWNWIND DISTANCE AT SEVERAL 
CROSSWIND DISTANCES FOR A SEVEN-WEAPON ONE-RING 
HEXAGON WITH 20-MILE HALF-WIDTH 
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methods of Section A.3, above) for the center strip of the 

weapon pattern by using a constant weapon density—assuming a 

strip length of 104 miles (to give the proper downwind weapon 

spacing) and a strip width of 10 miles. As can be seen, the 

dose calculated for the strip is about 15 percent higher than 

the centerline dose of the pattern. This difference could be 

due to several effects (e.g., improper placement of the strip; 

leakage from th center strip to adjacent, less heavily exposed 

strips; and the jontinuous density assumption). An experimental 

correction of about 15 percent seems to be appropriate. 

C. WEAPONS IN A SAMPLE ATTACK PATTERN 

Figure 38 shows the ground zeros and the overpressure pat¬ 

terns for a blast—optimlzed attack on Detroit, Michigan——using 

15 five-MT weapons. In this attack, the median lethal over¬ 

pressure was assumed to be 6.5 psi; and the weapon reliability, 

0.75. There were 25-percent expected survivors from blast 

effects. In Figure 39, contours of constant dose are shown for 

this attack—assuming that each weapon arrived, the weapon fis¬ 

sion fraction was 0.5> a 20-mph wind was blowing due east, and 

the shear was 0.2 mph/kft. It will be noticed that the fallout 

contours do coalesce into a single pattern. Moreover (with the 

exception of a bump in ;he lower right-hand corner of Figure 39, 

which represents the weapon targetecf^n Pontiac, Michigan), a 

rather regular pattern is obtained. The peak dose of 50,000 

ERDs is obtained at the downwind edge of the weapon pattern, 

and the rise up to this value Is approximately linear. Thus 

many of the features seen in the hexagon patterns are duplicated 

in this sample attack pattern. 

D. AN APPROXIMATE CALCULATION METHOD 

In this section, a scheme that may be used to calculate 

dose from patterns of weapons is presented. To do this, the 
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Figure 38. OVERPRESSURE CONTOURS FOR OPTIMIZED 
15-WEAPON ATTACK ON DETROIT 
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Figure 39. CONTOURS OF CONSTANT DOSE FOR 15 FIVE-MEGATON 
WEAPONS BLAST OPTIMIZED ATTACK ON DETROIT 
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simplest possible representation that will resonably reproduce 

the hexagon patterns is chosen. In addition, the same basic 

formulation is desired to hold over all ranges. 

The dose D will again be written as a product of downwind 

and crosswind terms. Thus, 

D = KFYFd(x)Fc(y) . 

We assume that weapons are regularly dropped over a pat¬ 

tern represented by a half—width R and half-length L, centered 

at the origin of the coordinate system. Fd is simply represented 

by a linear rise over the pattern, followed by a decay—as if 

all the weapon yield were delivered at the origin. Thus, 

where T = 7.5 + 1.66 log^gY. 

If desired, the rational polynomial expression for the 

exponential divided by the power given earlier may be used for 

computational speed. Clearly, the alternative for Fd(x) pre¬ 

sented earlier (based on integrating over the strip) might also 

be used to yield some increase in accuracy. 

F (y) can be taken from the formula based on a uniform 

density of crosswind deposition. Then 

Fc = JR{cumnor(^_ + ■ cumrloríír - ÍH} • 
C 0 
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0c may be calculated by 

a = A + B 
c 

(x + L)Sc 

with A = 2 + 3 l°g10Y and B = 7-5 + 1.5 l°g10Y. 

In Figure 40, contours of constant dose are shown for this 

model for a 10-MT weapon with fission fraction of 7,1 W = 20 mph, 

Sc = 0.2, R = 20, an! L = 25. These values were chosen to 

approximate the 19-weapon, 20-mile half-width hexago. shown in 

Figure 23. The general features of that pattern are reproduced 

in Figure 40. 

One measure of the goodness of fit, the peak doses, is 

compared between the hexagon pattern and the simple model in the 

following table: 

Hexagon Pattern 
Peak Dose (ERDs) 

Model Peak 
Dose (ERDs) Pattern Half-Width 

142,500 
64,000 
36,500 
17,250 

172,787 
85,790 
ün nnn 

0 
10 
20 
40 

It can be seen that the simple model tends to overestimate peak 

dose for small pattern: and underestimate the peak dose for 

larger patterns. 

The calculation for oc meftsures distances from the upwind 

edge of the pattern. This choice is somewhat arbitrary; a case 

could be made for measuring oc from the center of the pattern. 

The present method was chosen simply to match peak doses better 

for smaller pattern sizes. In the other method of computing 

peak doses, oc values of 94,000 and 41,000 .SRDs are obtained for 

10- and 20-mile half-width patterns. 

1The weapon yield is selected as the average weapon yield in the cluster 
(here, 10 MT), and the "fission fraction" is then determined as the value 
that gives the same total fission yield as for the cluster being 
approximated. 
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An alternative method of computing F (y), which probably 
c 

would be more appropriate for large downwind distances, would 

be to compute Fc(y) by 

Fc(y) = exp(y2/2o^) , 

V2 2 
°c + aw ’ w^ere °w the second moment of the weapon 

density in the crosswind direction. If the total fission yield 

deposited at some crosswind distance y is g(y), then 

2 
°w = = y*" y2g(y> dy /y*“ g(y) dy . 

For the sake of simplicity in this application, the dis¬ 

tance used to compute oc should be taken as the centroid of the 

fission deposition. 

When R/a becomes small (say, less than 0.25), the first 

forra for Fc approaches the second, since when the difference in 

the cumulative normal functions becomes small the difference 

approaches the value of the derivative, which by definition Is 

simply the exponential. For downwind distances of over 100 

miles the second form is probably preferable, even when the 

crosswind fission deposition over the target area tends toward 

uniform density. When the targeting is more concentrated at 

the center of the target area, this second form is definitely 

to be preferred. 

In Figures 41-43 (at downwind distances of 50, 100, and 200 

miles, respectively), the logarithm of dose is presented as a 

function of crosswind distance squared for a single iO-MT weapon 

with a fission fraction of 7 and for hexagons with seven weapons 

and 10-mile half-width, 19 weapons and 20-mile half-width, and 

61 weapons and 40-mile half-width. In this form of presentation, 

the second form of F should give a straight line. The dose 
c 

that would be theoretically calculated with the second form of 
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Figure 41. LOGARITHM OF DOSE AS A FUNCTION OF CROSSWIND 
DISTANCE SQUARED, AT 50 MILES DOWNWIND, FOR 
SEVERAL CLOSELY SPACED HEXAGON PATTERNS 
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Figure 43. LOGARITHM OF DOSE AS A FUNCTION OF CROSSWIND 
DISTANCE SQUARED, AT 200 MILES DOWNWIND, FOR 
SEVERAL CLOSELY SPACED HEXAGON PATTERNS 
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using the actual second moments of fission deposition is 

shown on these figures by dashed lines, except when the theo¬ 

retical line is too close to the plotted hexagon values to be 

distinguished. Since the purpose is to compare methods of 

calculating Fc, the theoretical curves are all normalized to the 

value of Fd as it is obtained with a single weapon. The method 

shows considerable robustness. Even the 40-mlle pattern at 

50 miles downwind is approximated in general shape by this 

simple caleulational scheme. 

In the simulation used in Chapter V (below), the exponen¬ 

tial expression for Fd(x) Just given is used when x/WT < 0.6; 

the polynomial fit to Fd is used when 0.6 < x/WT < 8; and 0 is 

used for larger values of x/WT. When x is less than the cluster- 

length L, the exponential forra is used to compute the peak dose 

at x ® L, which is used to find the slope of the linear Increase 

in dose. When x < 5a , the cumulative normal form is used for 
W 

Fc; otherwise, the exponential of crosswind distances squared 

just described is used. 

Since the item fitted by the cluster model is the dose and 

not the H+l dose rate, normalization of Fd is not preserved. 

However, it still is possible to determine the integral (over 

distance) of the H+l dose rate. When Fd is represented by the 

exponential form, this integral is given by exp(-L/WT) (1 + L/WT). 

For L/WT = 0, this value is : ; for L/WT under 0.15, within one 

percent of 1; and for L/WT under 0.5, within 10 percent of 1. 

Thus this form slightly underestimates the total H+l dose rate 

from a cluster of weapons. For the form used in the simulation, 

the integral is 1.16 for L/WT less than 0.1, and it decreases 

approximately linearly to 0.92 for L/WT = 1. Since values of 

L/WT are usually less than 0.1 and almost always less than 1, 

the values of H+l dose rate for the cluster model are almost 

always within 15 percent of the normalized values. This nor¬ 

malization correction to the H+l dose rate could be Included if 



desired, but in the interest of conceptual simplicity it has 

not been here . 



Chapter III 

DISTRIBUTION OF WIND VARIABLES 

A. WIND STATISTICS 

The statistical description of wind speed and direction 

will be based partly upon data suggested by DCPA for use in 

fallout planning.1 These data are based upon observation of 

mean-wind speed and direction from altitudes of 0 to 80,000 

feet, taken from 1 March 1951 through 29 February 1956. For 

each of the four seasons, the mean vector wind speed and 

direction were computed; and a vector standard deviation was 

determined. These basic data, plus some observations in 

Alaska and Hawaii, are reproduced in Table 1. Moreover, maps 

from the DCPA report drawn from the tabular data are included as 

Figures 44-47- 

In accordance with frequent meteorological practice, the 

vector standard deviation will be assumed to represent a cir¬ 

cular normal distribution.2 By selecting a sample from such 

a circular normal distribution, constructing a vector from the 

center of the distribution to the point selected, and adding 

this vector to the mean vector wind a sample wind would be 

* User'8 Manual - Meteorological Data for Radiological Defense, Department 
of Defense, Office of Civil Defense, FG-E-5.6/1, July 1970; Government 
Printing Office 0-454-240, 1972. 

‘ For more complete sets of wind statistics (including zonal and meridional 
components, see Upper Wind. Statistics of the Northern Hemisphere, Harold 
L. Crutcher, NAVAER50-1C-535, U.S. Navy, Chief of Naval ^Operations; and 
Harold L. Crutcher, Meridional Cross-Sections - Upper Winds Over the 
Northern Hemisphere, Technical Paper 41, Weather Bureau, U.S. Dept, of 
Corrmerce, June 1961. 
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Table 1 CLIMATOLOGICAL MEAN-WIND DIRECTION (D) AND SPE.D 
IN KNOTS (IN THE LAYER FROM 80,000 FEET TO EARTH 
SURFACE AND VECTOR STANDARD DEVIATION (V) 

(S) 
S 

Location 

’ Albrook. 
Albuquerque. 
Anchorage. 
Annette. 
Big Spring. 
Bismark. 
Boise. 
Brownsville. 
Buffalo. 
Burrwood. 
Caribou. 
Charleston. 
Columbia. 
Dayton. 
Denver. 
Dodge City. 
Kdmonton_ 
Ely. 
Fairbanks. 
Fort Worth. 
Great Falls. 
Green Bay. 
Greensboro. 
Hempstead.. 
Internat'! Falla... 
Jacksonville.. 
Lake Charles_ 
Lihue_ 
Little Rock. 
Long Beach. 
Maniwakl. 
Medford. 
Miami. 
Montgomery.... 
Mt. Clemens_ 
Nnntucket.. 
NnshvOle. 
Nome. 
Norfolk. 
Oakland. 
Omaha.____ 
Pittsburgh. 
Runtoul......... 
Rome. 
Ran Juan........ 
Seattle.......... 
Snult Ste. Marie. 
St. Cloud. 
Tucson......... 
Washington. .... 
Whitehorse. 

Spring 

D 
27« 
082 
OM 
077 
078 
097 
096 
078 
096 
087 
089 
092 
087 
092 
090 
083 
099 
095 
067 
082 
095 
096 
092 
094 
099 
094 
083 
093 
085 
093 
097 
100 
097 
092 
089 
090 
088 
042 
095 
104 
089 
093 
092 
094 
105 
003 
098 
005 
081 
094 
060 

S 
02. 5 
24. 9 
05 8 
12. 9 
30 7 
17. 1 
16. 6 
24. 4 
25 3 
28 1 
19. 0 
29 8 
28. 2 
28 7 
20. 7 
25 7 
12 8 
17. 7 
06. 8 
31. 5 
18. 8 
21. 7 
30. 2 
29. 0 
16. 3 
27. 7 
29. 6 
15. 8 
31. 1 
20. 7 
20. 5 
18 8 
21. 8 
30. 7 
26. 2 
29. 3 
31. 2 
05 7 
31. 0 
19. 5 
24. 2 
29. 5 
28 2 
26 8 
10. 5 
16 8 
19. 9 
18 U 
28 7 
30. 5 
08 7 

V 
08 3 
19. 4 
19. 4 
22. 4 
18. 7 
20. 0 
20. 0 
15. 4 
23. 1 
18. 7 
22. 7 
22. 3 
22. 6 
23. 5 
20. 2 
20. 4 
17. 8 
20. 0 
18 2 
20. 4 
19. 4 
21. 5 
22. 8 
24. 4 
20. 2 
20. 8 
19.0 
15 0 
21. 8 
20. 4 
22. 7 
21. 2 
17. 2 
22. 5 
24. 0 
24. 3 
22 7 
18 8 
23. 0 
21. 5 
22 0 
23. 7 
23. 5 
24. 2 
12 7 
21. 8 
22 0 
21. 0 
20. 3 
24. 1 
19. 7 

Summer Fall 

D 
277 
035 
049 
098 
284 
085 
062 
275 
107 
261 
093 
229 
099 
115 
073 
072 
076 
052 
060 
282 
069 
105 
137 
104 
098 
253 
203 
289 
212 
029 
108 
064 
2(,7 
246 
109 
091 
146 
040 
124 
060 
089 
110 
110 
104 
276 
076 
110 
095 
349 
112 
071 

S 
14. 7 
03. 6 
03. 7 
05 0 
05. 3 
16. 8 
15 7 
12. 8 
16 6 
09. 5 
16. 4 
03. 6 
08 4 
11. 5 
10.0 
06. 7 
09. 5 
12 9 
04. 6 
03. 7 
16. 8 
17. 3 
05 0 
13.6 
17. 8 
06 5 
08. 2 
04. 5 
01. 9 
07. 6 
16 2 
12 0 
12 4 
05. 4 
16. 2 
14. 6 
03. 7 
03. 2 
06 8 
11. 2 
11. 8 
13. 1 
11. 9 
17.0 
13. 4 
11. 0 
17.7 
17. 7 
05. 1 
16 5 
02. 9 

V 
07. 3 
13. 2 
17. 0 
18. 9 
15 8 
15. 1 
14. 8 
10. 7 
16. 5 
11 8 
18. 7 
13. 6 
13. 4 
14. 9 
13. 5 
13. 1 
15 3 
13. 0 
14. 8 
15 2 
15 3 
16. 1 
14. 5 
16. 7 
16 5 
12 0 
12 1 
09. 8 
15 2 
13. 2 
17. 0 
16. 0 
10. 7 
13. 4 
16. 4 
17. 7 
15 3 
17. 0 
15 7 
15. 1 
13. 9 
15. 8 
14. 8 
18 1 
09. 0 
18 0 
17.0 
16 8 
14. 4 
16. 5 
15. 1 

D 
275 
095 
053 
076 
093 
087 
097 
088 
083 
088 
080 
079 
096 
089 
103 
096 
102 
092 
061 
095 
102 
097 
081 
081 
106 
083 
094 
123 
096 
082 
085 
092 
080 
087 
088 
077 
089 
066 
079 
093 
100 
083 
095 
081 
250 
001 
005 
103 
085 
080 
066 

S 
08. 8 
17. 1 
14. 3 
22. 0 
15. 5 
23. 9 
19. 4 
08 2 
28. 8 
14. 0 
29. 9 
19 0 
23. 8 
24. 9 
18. 6 
20. 8 
23. 0 
16. 9 
15. 3 
16. 5 
24. 1 
26. 2 
22. 3 
29. 0 
24.0 
16. 5 
15. 3 
0). 0 
19. 7 
12. 7 
27. 3 
17. 0 
06 5 
18 5 
26. 9 
30. 3 
22. 0 
il. I 
23. 9 
14. 0 
24. 2 
27. 3 
25. 3 
29. 2 
05. 7 
21. 4 
25 3 
25 2 
14. 4 
26. 7 
17. 8 

V 
07. 6 
19. 5 
20. 4 
21. 7 
20. 0 
20. 5 
20. 7 
17. 7 
22. 6 
19 4 
23 3 
21. 6 
21. 3 
20. 9 
19. 7 
20. 7 
18 5 
19. 0 
18 4 
20. 7 
20. 3 
22. 1 
21. 5 
24. 2 
21. 4 
20. 7 
19. 8 
12. 0 
20. 8 
17. 1 
23. 0 
22. 2 
18. 4 
21. 5 
22. 3 
23. 6 
21. 2 
19. 5 
22. 9 
20. 7 
21. 2 
22. 2 
21. 4 
23. 7 
13. 1 
21. 8 
22. 9 
21. 3 
18 6 
22. 9 
19. 5 

Winter 

D 
044 
092 
080 
090 
084 
109 
102 
077 
089 
083 
081 
088 
091 
090 
104 
093 
109 
102 
085 
085 
106 
098 
087 
089 
107 
088 
082 
IOC 
085 
101 
089 
099 
088 
086 
090 
085 
086 
081 
089 
105 
098 
089 
091 
088 
114 
097 
098 
103 
083 
089 
087 

3 
02 2 
28. 9 
17. 7 
24.0 
35.6 
27.8 
25 9 
29. 5 
37. 4 
37. 0 
29. 7 
42. 4 
38 5 
41. 5 
26.0 
32. 2 
27. 1 
24. 0 
18 7 
37. 8 
30. 0 
32. 4 
43. 4 
42.7 
27. 9 
39. 0 
38. 8 
15 1 
40. 5 
2 2. 2 
30. 8 
2* 3 
29. 5 
42. 2 
37. 0 
42. 6 
42. 7 
17. 4 
44. 9 
25 1 
32. 3 
43. 0 
39. 0 
37. 6 
11. 8 
25. 7 
30. 4 
29. 1 
27. 4 
44. 7 
21.3 

V 
09. 3 
22. 3 
28. 0 
23. 5 
21.2 
20. 5 
22.9 
16. 5 
23. 7 
17. 8 
24. 1 
19. 4 
25. 3 
26 0 
2210 
23. 2 
18. 2 
23. 0 
25. 5 
22 3 
21.8 

23.0 
21.2 

25 3 
21. 2 
16 2 
19 3 
16 8 
23. 2 
23. 3 
22. 2 
24. 3 
17. 2 
21. 4 
24. 7 
26 2 
22. 8 
25. 7 
22 3 
25 6 
22 9 
23. 6 
24. 9 
24. 4 
13. 6 
24. 0 
23. 5 
22 0 
22 7 
24. 2 
23. 9 

Annual 

Ü 
279 
087 
064 
084 
084 
095 
092 
075 
092 
086 
084 
089 
092 
092 
097 
090 
100 
089 
072 
087 
098 
099 
090 
090 
104 
090 
085 
100 
089 
098 
092 
092 
092 
091 
093 
085 
089 
066 
089 
096 
097 
092 
096 
000 
172 
092 
100 
101 
078 
089 
073 

I 

S 
6 

18 
10 
16 
19 
21 

19 
13 
27 
IS 
23 
22 
24 
26 
IS 
20 
17 
17 
11 

20 
22 
24 
25 
29 
21 
20 
19 
07 
22 
14 
23 
15 
11 
21 
20 
29 
24 
09 
20 
17 
23 
29 
27 
27 
02 
18 
21 
23 
16 
27 
12 

Mein Value 24.27 21.38 10.88 14.70 21.10 21.08 34.40 22.52 

84 
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Figure 44. FALL CLIMATOLOGICAL MEAN-WIND DIRECTION AND SPEED 
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60° 70° 80° 

Figure 45. WINTER CLIMATOLOGICAL MEAN-WIND DIRECTION AND SPEED 
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Figure 46. SPRING CLIMATOLOGICAL MEAN-WIND DIRECTION AND SPEED 
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Figure 47. SUMMER CLIMATOLOGICAL MEAN-WIND DIRECTION AND SPEED 
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obtained. A measure of the variability of wind speed is the 

value of the vector standard deviation; and, of wind direction 

is the ratio of mean wind speed (S) to standard deviation (V). 

Figures A8 and 49 show such ratios for summer and winter. Since 

the contours presented were drawn relatively smooth, some of the 

data points are inconsistent with the contours. Statistical 

fluctuation or local conditions could cause these inconsistencies 

to occur. The winter mean-wind speeds are a factor of 3 higher 

than summer—with the average value for winter being 35 knots 

(or 40 mph); for summer, 11 knots (or 12.5 mph). The mean- 

wind direction for winter is generally west to east, whereas 

the wind for summer in the southern part of the country shows 

a reversal in direction. The speeds in winter are less variable 

than in summer, particularly in the southern part of the country. 

Average values of V/S are 1.79 in summer and 0.68 in winter. 

The average values of V/S for summer indicate a high variability; 

the wind is quite likely to come from any direction. 

B. WIND SHEAR 

The above data yield no hints concerning wind shear. In 

fact, analysis of wind data in sufficient detail to determine 

shear values are not available on the same basis as wind veloc¬ 

ity data. An analysis (by R. B. Mason1) of northern hemisphere 

winds on 12 typical days (one for each month) provide shear data 

for use in the WSEG model. The data used here from his report 

apply to weapon yields of 1 MT or greater and for latitudes from 

30° to 50°. The number of joint occurrences of wind in each of 

three wind groups (0-10 knots, 10-30 knots, and over 30 knots) 

and each of four shear groups (0-15 knots/1,000 ft, 25-35 knots/ 

1,000 ft, and over 35 knots/1,000 ft) was recorded. A total 

'R. B. Mason, Wind Shear and the WSEG Fallout Model, Technical Memorandum 
TM 66-71. National Military Cormand System Support Center, Defense Communi¬ 
cations Agency, 10 June 1971. 
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of 6Q2 occurrences for each of 12 months was analyzed. An 

analysis-of-varlance calculation from these data showed a sig¬ 

nificant interaction in the number of occurrences jetween wind 

speed and wind shear. The probability that the shear will be in 

the lowest group decreases as the wind speed increases. However, 

this change is not large; the probability is 67 percent for the 

lowest, 65 percent for the intermediate, and 6l percent for the 

highest wind group. For the shear groups other t^an the lowest, 

no tendency to vary with wind speed is evident. Because of this 

small change, it appears justified (on the basis of these data 

and for the purposes of fallout calculations) to take the wind 

shear as independent of the wind speed. While some correlation 

effects are neglected, only a small «rror would be present in 

most applications.1 

The following table presents the probability of shear values 

being in each group for each season: 

Season 

Shear Group Range (mph/1,000 ft) 

Mean 
Shear 

Max. 
Sht-ar 

1 2 3 4 

0-.173 .173-288 .288-.403 . 403-00 

Fall 

Winter 

Spring 

Summer 

Overall 

69 

54 

57 

71 

63 

11 

13 

13 

12 

12 

16 

22 

23 
14 

19 

4 

11 

7 

3 

6 

0.143 

0.210 

0.184 

0.124 

O.I65 

8.25 

1.97 

1.86 

0.85 

1.97 

1 An excellent set of maps (prepared by the NMCSSC) of these wind data gives 
wind-velocity vectors and wind shear in a combined presentation. From 
these maps a correlation of wind shear with synoptic wind conditions can 
be readily ascertained. While these data indicate a strong correlation 
of wind shear with meteorological conditions, no analyses or methods 
are available to make such predictions. 
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The most pronounced seasonal tendency Is a shift from low values 

of shear in summer to higher values In winter. However, by 

taking a single yearly average, a maximum of 9-percent error Is 

made. 

The wind statistics from the Mason data are presented in 

the following table: 

Season 

Wind Group Range (mph) 

i 2 3 

0-11.5 11.5-34.5 34.5-“ 

Fall 

Winter 

Spring 

Summer 

Overall 

19 

3 

5 

19 

9 

54 

20 

28 

54 

34 

27 

77 

67 

27 

57 

It should be remembered that these data are averaged over 

the entire Northern Hemisphere between latitudes of 30° and 50°. 
The wind values are higher than those for the United States 

only (presented above). Thus, one might expect the wind-shear 

values over the United States only might also have somewhat 

different values. However, in the absence of oth'-'r data (and 

recalling the low correlation between wind speed and wind shear), 

this data is used as representative of the Unitea States. 

In Figure 50, a histogram of average wind shear is shown for 

the four wind-shear groups. In this histogram the maximum shear 

has arbitrarily been set at 1. The low value of probability 

density in the 0.7-0.24 range occurs for each season, as well as 
for the averaged data. While this biirijdal character appears to 

be a real phenomenon, the complexities of a bimodal-distribution 

function do not seem justified. Instead, a modified Gaur sian 

function of the form 
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0, if X < O ; 

was chosen. The mean of this distribution is (2//2!F)o. If the 

distribution mean is set equal to the wind-shear mean, a value 

of 0.2 is obtained for o. This distribution function is shown 

in Figure 50. It tends to preserve the high likelihood of very 

low shear values—which probably is the most important practical 

effect to preserve. It should be noticed that while the mean- 

shear value is the usual value of 0.2, the most probable shear 

value is 0—which in turn implies a fallout pattern that is long 

and thin. 

C. DISTRIBUTION FUNCTION FOR WIND VELOCITY 

The most significant, fluctuation due to wind variability 

is the changing wind direction. The resultant wind for a par¬ 

ticular wind sample is the vector sum of a mean wind S and a 

random wind component V, which is assumed to have a circular 

normal distribution with standard deviation a. The relation 

between the resultant wind (W) and the random wind (V) is shown 

in Figure 51. The angle from the mean downwind direction for 

the random wind is a; for the resultant wind, 0. Of interest is 

the distribution of 6, given the ratio of V/S. 

In order to determine the distribution of 0, it is sufficient 

to determine the distribution of tan 0.1 In other words, for a 

given value 0, we wish to find 

F( 0) = prob (tan 0 <_ tan F) . 

1 SJ nee -l80° ± l80° is the range of interest for the distribution, and 
tan 90° is care must be taken to insure that 0 is in the proper quadrant 
for a given value of tan 0. For simplicity, these problems will be 
bypassed in this discussion. 
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S = MEAN WIND 
6 -24-74-4 7 

Figure 51. RELATIONSHIP BETWEEN RANDOM WIND VECTOR 
AND RESULTANT WIND VECTOR 

The expression gives the probability that -l80° < 0 < 0. 

Since the distribution is symmetric, it is sufficient to deter¬ 

mine F(0) for -l80° £ 6 £ 0°, with F(0) - 0.5- Since, from 

Figure 51, 

V 

we have 

F(0) = prob < tan 0 (Vm + Vx)^ . 

Now V and V are both normally distributed, since V is 
y x 

assumed circular normal. Thus, 

F ( 0 ) = prob (vy < tan 0 (Vm + Vj | Vx) • Prob (vj 

or 

F(0) 
/* °° I /• tan 0 (Vm + Vv) , 0 0 , „ 

= jL \L a? dV 

■: 

i 
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The inner integral is the cumulative normal function, so 

that F(0) is of the form of the integral of the cumulative 

normal function weighted by the normal probability function. 

This function, evaluated numerically, is shown in Figure 52; 

the probability density function is shown in Figure 53. 

The values in Figure 52 have the appearance of a power-law 

function. The cumulative probabilities are presented as a 

logarithmic plot in Figure 5^* if the power law holds exactly, 

a series of straight lines should be obtained. For cumulative 

probabilities over 0.1, a reasonable approximation is obtained. 

The reciprocal values of the power-law form are quite close to 

hyperbolic in shape. Thus, F(0) is approximated by 

F(0) - 0.5^1 - ï^ô^l + ?or -18° 1 9 1 0 • 

The probability density is given by 

dF( 0 ) _ 0.5 /-, 6 \2/(a/S) „ 1ftfW n 
“dir-iBõ " lïïôy » for "18° i 6 i 0 • 

These sample forms appear to give an adequate expression for the 

distribution of wind angle. 

In order to obtain a complete description of wind statistics, 

the distribution of wind velocity should be calculated under the 

assumption that 0 has a fixed value. If 0 is given, we have 

Vy = tan 0 (S + Vx) . 

The value of wind velocity squared is for a given value 

of Vx: 

V2 = (s + V )2 + V2 
^ x; y 

(S + Vx)2 
-5— • 

COS 0 
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Figure 53. PROBABILITY DENSITY FUNCTION FOR WIND DIRECTION 
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Figure 54. LOGARITHM OF CUMULATIVE PROBAUILITY THAT 0 IS LESS 
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From this we have, for any V^, 

V X 
J cos 6=1+^- 

Now Vx/S is normally distributed with mean zero and standard 

deviation a. Thus, V/S cos 0 is normally distributed with mean 

1 and standard deviation a. Finally, V is normally distributed 

with mean S/cos 0 and standard deviation So/cos 0. We see, 

therefore, that the most probable value of V is S/cos 0 and that 

the standard deviation of V is directly proportional to the 

measure of wind variability o. 

O 
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Chapter IV 

FALLOUT-RISK STATISTICS IN IDEALIZED SITUATIONS 

This chapter discusses the fallout risks obtained when the 

model is combined with wind statistics in probabilistic 

calculations. The calculations here v.111 be based on a Monte 

Carlo simulation, since the analytic structure becomes too 

unwieldy to £ive useful closed-form results. Three simple 

situations will be considered here- a uniform pattern of wea¬ 

pons, a single-weapon pattern, and weapons in a hexagon pattern. 

(In the next chapter, more typical targeting situations are 

discussed.) 

A. DOSES FROM A UNIFORM PATTERN OF WEAPONS 

A limiting calculation that can be readily done is the 

case in which a constant weapon density on an infinite plane is 

assumed. As an example, consider a 6,000-MT attack with weapons 

having a fission fraction of ½ on the United States—assumed to 

have an area of 3 x 10^ miles. Then a weapon density of 

IKT/mile2 is obtained. If the fallout is assumed to be uniformly 

deposited, then che H+l dose rate is the k-factor (2,000 ERDs/hr/ 
p 

KT/mile ) times the density, times the fission fraction—or 

2,000 ERDs/hr. The dose cannot be as directly calculated, since 

the fallout from different points arrives at different times. 

The simplifications described in Chapter II (above) give down¬ 

wind dose fraction F. times ratio of dose R to H+l dose rate as 
d 

0 if x < 0 ; 

if x > 0 
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which may be integrated with respect to x. Then, using the 

simplified expression for T, we get the ratio of dose to H+l 

dose rate as 

R = 7.5 + ?og10Y * 

where Y is the yield in MT. With Y = 1, for example, we have 

R * 0.43; and with Y = 10, we have R = 0.53. For the hypotheti¬ 

cal attack, if the weapons are all 10 in yield, the dose is 

1,060 ERDs. 

B. DOSE STATISTICS FROM A SINGLE WEAPON 

The calculation of dose statistics from a single weapon 

uses the model described in Chapter II, along with the wind 

statistics described in Chapter III. One repetition of the 

calculation selects a wind at random from a circular normal dis¬ 

tribution, adds vectorially a mean wind, and determines the dose 

received by a monitor point. The input parameters are those 

needed to define the location of the monitor point relative to 

the weapon, the weapon characteristics needed to calculate the 

fallout patterns, and the parameters needed to calculate the 

wind statistics. The wind shear can be either taken as constant 

or selected randomly from a distribution. A computer program 

(LASH) repeats the calculation a specified number of times and 

displays the appropriate statistics. An input option allows 

either random sampling from the circular normal wind distribution 

or stratified sampling. With stratified sampling, the circular 

normal distribution is divided into 100 equal probability cells 

by defining 10 equal probability angular rings and 10 equal 

angle sectors. For each 100 timeo that the calculation is 

repeated, one sample is randomly drawn from each cell. With 

this option, the total number of trials must therefore be an 

even multiple of 100. 
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The Initial calculation described assumes a 20-mph vector 

mean wind (with a standard deviation of the random wind 0.3 times 

the mean wind)1 and a constant shear of 0.2 mph/kft with a 

sample size of 10,000. A 1-MT ground-burst weapon with a fission 

fraction of 1 was used. A monitor point 100 miles downwind along 

the mean-wind vector and zero miles crosswind would receive a 

dose of 518 ERDs from a wind with a velocity of 20 mph. In the 

simulation, the mean dose was 1^0 ERDs with a standard deviation 

of 185 ERDs. The maximum dose was 728 ERDs. The following 

table indicates the number of times doses were in the indicated 

range : 

Dose Range (ERDs) Number of T-Lmes in Range 

0-100 6,1^4 
100-200 935 
200-300 795 
300-400 732 
400-500 704 
500-600 485 
600-700 197 
700-800 8 

Of the values in the range 0-100, 4,191 are under 10 ERDs 

and 3,137 are under 1 ERD. Thus, in this case, for a consider¬ 

able fraction of the time only a low dose is obtained. 

For this monitor point, fc1'1 a 20 mph wind the value of c¡c 

is 8.78 miles. Dose as a function of wind speed is shown in 

Figure 55. There is a probability of about 0.9 that the wind 

speed is between 10 and 30 mph. If the dose as a function of 

wind speed were linear and the probability density constant in 

this range, then the increase in dose due to larger wind speed 

would be compensated for by decreases in dose at lower speeds 

and the average dose would be unaffected. The dose at 30 mph 

is only 660 ERDs, rather than the 800 ERDs that would be 

‘Compared to the wind statistics in the previous chapter, low values of 
wind variability are used. These values were selected as those that 
appeared best to exhibit the qualitative nature of the probabilistic results. 
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obtained from a linear extrapolation of the dose at a distance 

of from 10 to 20 mph—which would indicate that wind-speed 

fluctuations would decrease the average dose somewhat. On the 

other hand, the scalar wind speed (the mean is about ¿2 mph) has 

a higher value than the vector mean wind, which compensates in 

the opposite direction. 

One might expect that an appreciable portion of the varia¬ 

tion in dose is due to changes in wind direction rather than in 

wind speed. To determine the significance of wind-direction 

fluctuation, a calculation assuming that all fluctuations are 

due to wind-direction effects will be made; and trial results 

will be compared to this calculation. Suppose that (1) cross- 

wind distances from a monitor point are measured by a coordinate 

y and (2) yQ is the crosswind distance of a line along the mean- 

average-wind vector drawn through the weapon location. If an 

actual wind through the weapon has a distance y from the monitor 

point, the dose is given by 

I = Io exp(-y2/2a^) , 

when I0 is the centerline dose. 

Now, since over appreciable rarges the cumulative proba¬ 

bility is approximately a linear function of the tangent of the 

wind angle from the mean wind (and hence of y), the use of the 

logarithm of the dose is suggested. Hence, 

2 
log I = log I-. 

2oc 

Now, since log I as a function of y is an inverted parabola 

in shape, a given dose I can be obtained from two values of y: 

y y (farther from the monitor point than the mean wind) and yL 

(closer to the monitor point). Let P(y,yo) be the probability 

density function for a particular value of y with a wind offset 

yo. Then the probability density function P(log I) for a 
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particular value of log I is given by 

P'log I) = [p(yu) + r(yL)] . 

So 

Pdog I) = 21 [p(yu) + p(yL)] . 

In Figures 56 and 57» the sum of the two probabilities in 

the bracket is given for values of ratio of wind standard devia¬ 

tion to mean wind speed of 0.3 and 0.5. In these figures, the 

value of y is normalized by dividing by the downwind distance 

to the monitor point to obtain tan 0, with 0 being the offset 

angle. As is clear from these figures, for large enough offsets 

of the monitor point from the mean-wind line, the largest dose 

is not the most probable. 

Figures 58 and 5S present these probability density vaDues 

divided by y—which gives the shape of the probability density 

curve for log I as a function of distance from the monitor point. 

As can be seen from Figure 58, for o/S = 0.3, offsets of at 

least 0.6 are needed for any decrease in probability with 

increasing dose level. 

In Figure 60, a histogram of the number of times a dose was 

received in a constant interval of log I is presented for the 

calculation discussed (l.e., with the monitor point) on the 

mean-wind line 100 miles downwind, with 20-mph mean wind and 

a/S = 0.3. The interval ln log10 I is 1.58. Also presented as 

a function of dose in this figure are (1) the crosswind distances 

to give such a dose (assuming that the hot-line dose of 518 

ERDs—which would be obtained if a/S were 0—is used for Io), 

(2) the cumulative probability the wind is outside the angle 

needed to give the indicated dose, and (3) the computed number 

of events in an interval. The cumulative probability is deter¬ 

mined by finding the probability that the wind is greater than 
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the two angles determined by the crosswind distance associated 

with the indicated dose. The probability that this dose is in 

the interval is the difference in cumulative probabilities for 

these two ends of the interval. 

As can be seen from the figure, reasonably good agreement 

is obtained between the actual number of times that the doses 

lie in an interval and the number obtained from the calculated 

probability density—assuming that the variation is due to cross- 

wind fluctuations only. 

The same presentation is given in Figure 61 for a monitor 

point 40 miles downwind but 20 miles offset from the mean-wind 

line. Here the likelihood of a dose (up to doses of about 300 

ERDs) being in a logarithmic interval is almost constant—which 

corresponds roughly to the range in tan 9 (from 0.2 to 0.4) in 

Figure 58, where the probability density is about constant. 

Again, the wind-angle fluctuations alone are adequate to describe 

most of the values observed. j 

With equal dose intervals (rather than equal ratios) the 

presentation of results appears uifferent. Figure 62 shows the 

number of occurrences in equal intervals for several monitor 

points of the same basic case of 20-mph mean wind and o/S = 0.3. * 

The arrow near 0 points to the number of doses below the 10-ERD 

level. The values plotted for the first interval (0-200) are 

actually the number of occurrences in the 10-200 ERD level. The 

conditions are identical to those of the previous case; but, 

since a different set of random numbers was used, the actual 

values are slightly different. The simple analytical explanation 

for histograms with equal logarithmic intervals does not apply 

to equal arithmetic intervals. Moreover, doses at which various 

categories of biological effects occur (onset of symptoms, mild 

sickness, severe sickness, etc.) seem to be more in a constant 

ratio to each other rather than constant difference; thus an 

argument can be given to use the logarithm of the dose as the 

basic variable to describe radiation effects. 
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Figure 62. NUMBER OF OCCURRENCES OF DOSES IN EQUALLY 
SPACED INTERVALS FOR o/A = 0.3 
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As already mentioned, the values of a/S used for illustra¬ 

tion here are abnormally lowj the minimum value of o/S indicated 

for the Unites States is in winter, with a value of 0.^7. In 

Figure 63, numbers of occurrences are presented for the same 
situations as for Figure 62 except that o/S has a more typical 

value (of 1.0). As expected, the number of cases when the dose 

is low, is greater. Allowing for this difference, the shapes of 

the distribution curves for higher doses are quite similar— 

with, typically, a decrease from initially high values, followed 

by an increase to higher values near the maximum dose. The rate 

of this Increase depends upon the offset; at large offsets from 

the hot line, fewer (but more uniformly distributed) doses are 

greater than 10 ERDs, This cup-shaped distribution occurs with 

uniform distribution and is even more accentuated with logarith¬ 

mic distribution at increasing dose level. 

In a fashion analogous to the previous formulas for a 

logarithmic distribution, we can write for a uniform 

distribution 

p(D - (p(y,j) + P(yL))§i • 

so that 

P(I> = (plyu) + jAogV./i) ’ 

where I is the centerline dose. 
0 

This formula can be simplified if it is assumed that the 

probability density for P(y) is constant over the region of 

interest. We can then write 

= ^ 1 

P(I) 2ïïD I/log (l0/l) ’ 

where d is the downwind distance along the centerline; ac is 

the constant in the crosswind-dose decay; and A is a ratio of 
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the probability density of the wind, considered in the region of 

interest to that of a completely random wind (V/S = “>). 

In Figure 63, this probability density is multiplied by 200 

(the dose interval) times 10,000 (the number of samples), to 

give a predicted curve for 4P miles downwind with no offset. 

From Figure 53j A was taken as 2.4. As can be seen, this sample 

formula predicts the observed frequencies fairly well. For 

cases where the probability density cannot be assumed constant, 

letting A be a function of I may give desired results. 

In Table 2, some dose statistics are presented for seven 

monitor points under four wind conditions (the first three are 

values of V/S = 0.3» 1.0, and 1.5 for a constant shear of 0.2 

mph/kft, and the fourth wind is V/S = 1.0., with the shear a 

normally distributed random variable having both mean and stan¬ 

dard deviation = 0.2 mph/kft—negative values of shear are set 

equal to zero). The mean wind is 20 mph, and 10,000 points are 

in the sample. For each case, the left-hand entries are the mean 

value of dose, the standard deviation of dose, and the maximum 

dose. The right-hand numbers are the mean and standard deviation 

when all doses under 10 ERDs are deleted. The number of doses 

under 10 ERDs is the bottom right-hand en*ry. As can be seen from 

the table, the standard deviation is generally an appreciable 

value compared to the mean--even considering only the doses over 

10 ERDs—due to the bimodal tendency of these probability distri¬ 

butions. For points with zero offset, an increase in wind 

variability from 1.0 to 1.5 is not nearly as significant as an 

increase from 0.3 to 1.0. The values at 1.5 are ose to what 

would be obtained with compxetely random wind directions 

(V/S = «). For example, the monitor point 40 miles downwind 

would have about 8,800 doses below 10 ERDs for random winds— 

compared to the 8,325 doses observed. 

The values of mean dose for all the samples fluctuate 

grossly with wind variability. Since the distribution with 

V/S = 1 or more hr.s at least half the doses very low and the 
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rest more or less uniformly distributed, the mean value is a 

questionable descriptor of the sample, especially when it might 

be used to determine expected fatalities. A better description 

is given by the number of doses below some preassigned low 

value and by the mean of those doses above this value. As can 

be seen from the table, the mean of the higher doses is less 

affected by wind variability. For zero offset, this mean of 

high values decreases as wind variability increases near the 

burst but increases with wind variability far from the burst. 

The changes reflect changes in the shape of the distribution 

function. As can be seen from Figures 62 and 63, there is a 

large number of values that significantly affect the mean value 

between 10 and 200 ERDs. There this mean value is sensitive to 

the cutoff value chosen. 

Figure 64 presencs plots of cumulative probability of 

exceeding a certain fraction of the maximum dose. The curves 

in such a presentation can be taken as straight lines for some 

types of risk calculations. Here a simple predictive scheme 

might be utilized. The maximum dose is found (alcng the center- 

line) from the maximum of dose as a function of wind speed. On 

the basis of wind-direction statistics, the likelihood of the 

dose's being under some value such as 0.1 times the maximum 

dose is determined. A straight line connecting these points 

can estimate the cumulative probability. 

In the table, the dose statistics for a randomly chosen 

value of crosswind shear are close to those for constant shear. 

The variations due to changes in shear are apparently dominated 

by those due to the fluctuations in wind direction. 

C. DOSE STATISTICS FROM HEXAGON PATTERN 

In this section, calculations for one set of fallout wind 

statistics will be exhibited by use of three of the hexagon 

patterns considered in Chapter II. There are seven weapons in 
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a hexagon pattern with hexagon diameters of 0, 40, and 80 miles. 

In these calculations each weapon yield is 10 MT with a fission 

fraction of 1 (for the 0-mile hexagon, only a single 10-MT wea¬ 

pon with fission fraction of 7 is used); the mean wind is 20 mph, 

with the wind shear = 0.2 mph/kft; and the random wind has a 

standard deviation of 0.5 from the mean-wind value. 

The calculations use stratified sampling, with a sample 

size of 100. The distribution of doses was determined at the 

set of 91 monitor points shown in Figure 65 for each of the 

weapon patterns. From these monitor points, contours of dose 

level at various probability values were drawn. The lack of a 

finer grid and the statistical fluctuations from the Monte Carlo 

process introduce some error in the location of the contours. 

These errors in location may be estimated as generally less 

than 10 percent of the distance of the contour from the origin. 

Figures 66, 67, and 68 present contours of the dose that occur 

90-or-less percent of the time. The downwind and crosswind 

directions refer to the mean wind. In other words, in Figure 

66, a point 200 miles downwind and 75 miles crosswind had a 

dose of 4,000 ERDs or less 9/10 of the time and a dose of more 

than 4,000 ERDs 1/10 of the time. Contour values are shown for 

200, 1,000, 2,000, 4,000, 10,000, and 40,000 ERDs. In these 

figures, the hexagon weapon locations are indicated by x's. 

Figures 69, 70, and 71 show the same data at the 50-percent- 

probability level (i.e., at the median value). Figures 72, 73, 

and 74 present the data at the 10-percent-probability level 

(viz, in these figures the dose presented was exceeded 90 per¬ 

cent of the time and was less than the stated value 10 percent 

of the time). Figures 75, 76, and 77 present contours of mean 

dose for the same conditions. 

The 90-percent contours at appreciable distances are quite 

close for all hexagon diameters. Close to the hexagons the 

patterns are more spread for the larger hexagons, with the 
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effects from each weapon showing for appreciable distances in 

the downwind direction. Since the standard deviation of the 

random wind is 0.5 of the mean wind, the actual wind would be 

blowing in a direction more than 90 degrees from the mean-wind 

vector in less than 5 percent of the cases. Since the figures 

are at the 90-percent-probability level, occurrences happening 

less than 5 percent of the time would not show on the figures. 

Thus, upwind of the mean wind, the contours rapidly fade; and 

downwind, the contours show the regions of larger dose. 

A simple calculation helps illustrate the general nature 

of the curves generated. In Figure 66, the 40,000-ERD contour 

intersects the downwind axis at 50 miles for the 0-mile hexagon. 

At this distance downwind from a 10-MT burst with a weapon 

having fission fraction 7, the value of the dose is 47,770 ERDs, 

for a wind speed of the vector mean-wind value. The value of 

a here is 9-50 miles. Thus, any wind that places the hot line 
c 

within 5.5 miles of the downwind axis at 50 miles downwind will 

give a dose of 40,000 ERDs or greater. This distance requires 

an angle of the wind within 6-3° from the mean-wind direction— 

which in Figure 52 (above) is seen to occur only 10 percent of 

the time. Thus, the location of this particular contour near 

the mean-wind axis is well explained by variations of wind 

direction alone—as might be expected. For the larger hexagon 

patterns, similar sensitivity to wind direction could be 

expected; but the patterns are spread more to complicate the 

situation. Thus, doses between 10,000 and 40,000 ERDs in the 

region just downwind of the hexagon pattern might be expected 

10 percent of the time. As can be seen from the figures, a 

coalescing into a single pattern is fairly evident for the 40- 

mile pattern and even somewhat evident for the 80-mile pattern 

in the region far downwind. In the latter case, this pattern 

occurs (even though such coalescing does not occur for the 

single-wind patterns of Chapter III), since the weapons are 
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still close enough that at least 10 percent of the time the 

wind is in a direction that yields a dose at least in the 

indicated range. 

For the 50-percent-probability level, the patterns are 

much smaller and less coalescing occurs. The patterns are 

rather irregular within the hexagon patterns but, even so, in 

the downwind direction the irregularities smooth out. 

The 10-percent-level probability patterns are where the 

indicated dose is found at least 90 percent of the time—which 

for the 0-diameter hexagon occurs over quite small areas. For 

the 40-mile-diameter hexagon, at least 10,000 ERDs occur most 

of the time in the rear of the hexagon and just downwind. For 

the 80-mile hexagon, only lower levels of doses are seen to be 

this likely. 

J 

:» 
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Chapter V 

FALLOUT-RISK STATISTICS FOR HYPOTHETICAL ATTACKS 

This chapter presents fallout-risk statistics for several 

hypothetical attack situations. A descriptive (rather than 

analytic) treatment of this subject is used—due partly to the 

inherent complexity of the statistics (which more naturally 

leads to a case-by-case treatment) and partly because at this 

point it appears appropriate to combine dose statistics with 

fallout-shelter-distribution statistics to develop methods of 

making fatality calculations. The latter subject is better 

treated in a separate paper. 

This chapter first presents dose statistics on a "typical" 

target from an attack on the region surrounding the target, but 

avoiding the target itself. These calculations use the same 

simulation as in Chapter IV (above), with the many-weapon, 

single-target situation here representing a counterbalance to 

the single-weapon, many-target cases there. This case is used 

to study some of the statistical properties of the calculation. 

A simulation that uses clusters of weapons to produce doses is 

then described. The results from this simplified but more rapid 

simulation will be compared with a direct use of the WSE3 model. 

Finally, several sets of statistics for a nationwide attack will 

be illustrated. 

A. FALLOUT RISK FROM AN ATTACK SURROUNDING DETROIT, MICHIGAN 

A special attack was constructed to consider in a reasonably 

simple fashion a hypothetical attack for the region around 

Detroit, Michigan. The weapon laydown is illustrated in 
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Figure 78. Where more than one weapon is used on a single city, ^ 

the weapons are assumed to be colocated. A fission fraction of 

1 was assumed for these calculations, so the quoted doses should 

be multiplied by the weapon fission fraction ½ (e.g., if a 

fission fraction of ½ is assumed). The mean wind is assumed to ^ 

be from due west to east in all calculations. 

The distribution of doses on the population centroid of the 

Detroit urbanized area from 1,000 trials with wind statistics 

for autumn is shown in Figure 79 for logarithmic intervals and • 

in Figure 80 for constant 200-ERD intervals. In Figure 80, a 

constant value is used over 10,000 ERDs, since the dose statis¬ 

tics were computed only for broader intervals. This value will 

represent the average value that would be obtained for 200-ERD ") 

intervals. Beyond the range of the figure, values of 2.3 were 

obtained for 15,000 to 20,000 ERDs; 2.4, for 20,000 to 23,000 

ERDs; and 0, for larger doses. The distribution for doses over 

200 ERDs is seen to be slowly decreasing in likelihood with 

increasing dose level. The logarithmic distribution shows a 

peak at about 3>000 ERDs. Up to this level, the shape is not 

too dissimilar from some single-weapon examples. However, this 

distribution at higher dose levels shows a significant tail that 

is absc.it in the single-weapon cases. This tail appears to 

derive from those cases when the wind is blowing to bring fall¬ 

out from a few other particularly serious target areas over 

Detroit. 

The maximum dose on Detroit from the 1-MT weapon on Ann Arbor 

for the worst wind conditions is about 2,000 ERDs, the highest 

dose from the 20-MT weapon on Toledo is about 9,700 ERDs, and 

the highest dose from the eight 20-MT weapons on Chicago is 

about 19,000 ERDs. The peak dose was 23,091 ERDs, which appears 

to have occurred where a high wind was blowing from Chicago; 

and contributions from other targets along the route were also 

received. 
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Figure 80. HISTOGRAM OF DOSE DISTRIBUTION FOR 
DETROIT, WITH EQUAL INTERVALS 

Dose statistics for various seasons are shown in Table 3* 

For each season the table shows the magnitude of the mean- 

velocity vector and the standard deviation of the random vector 

divided by mean velocity. Wind shear is either constant at 0.2 

or randomly selected from a normal distribution with mean value 

0.2 and standard deviation 1.5 (negative values are set to 

zero). 

Using random shear rather than constant shear does not 

greatly affect the statistics, but apparently does so more than 

for a single weapon. The worst difference is in winter, when 

an 8-percent decrease in the mean dose occurs with random shear. 

The season does not yield major differences in mean dose level; 
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Table 3. SEASONAL DOSE STATISTICS FOR DETROIT 

Season 

Spring 

(V = 29.94 mph; 
Vo = 0.89) 

Summer 

(V 
Vo 

17.25 mph; 
1.07) 

Autumn 

(V * 32.2 mph; 
Vo = 0.82) 

Winter 

(V = 47.2 mph; 
Vo = 0.66) 

Autumn 

(V = 32.2 mph; 
Vo = 0.1) 

Shear 
Value 

Constant 
Random 

Constant 
Random 

Constant 
Random 

Constant 
Random 

Constant 

Mean 
Dose 

4,001 
3,979 

3,931 
3,872 

3,827 
3,935 

4,050 
3,726 

8,815 

Standard 
Deviation 

4,732 
4,899 

4,233 
4,051 

4,704 
4,825 

5,018 
4,674 

5,380 

Maximum 
Dose 

22,908 
23,119 

22,790 
21,155 

23,091 
23,137 

23,067 
23,334 

23,878 

Number of Times 

< 10 ERDs < 200 ERDs 

116 
123 

180 
70 

123 
131 

120 
146 

218 
234 

159 
154 

240 
225 

221 
243 

however, it must be recalled that in this location the ratio of 

standard deviation to mean wind does not vary too greatly. The 

summer g:'ves the greatest variation in low numbers of doses— 

which is probably due more to the change in mean wind-speed than 

in the increase in the ratio of random to mean wind-speed. To 

illustrate a case with considerably different statistics, the 

bottom entry is for a case where the wind variability is very 

low. Here significant effects are seen. There are no doses 

under 200 ERDs; in fact, the minimum dose was between 2,200 and 

2,400 ERDs. As shown in Figure 78, a significant number of 

target areas to the west of Detroit necessitate an appreciable 

change in wind direction to yield low dose levels. The 0.1 

variability simply makes such changes quite improbable. The 

effects of wind variability will change with different target 
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areas—due to the nature of the attack surrounding these target 

areas. Thus, the nature of the results for this target area 

and this attack will not be the same for all others (as is 

illustrated later in this chapter). 

This attack was used as a test for the statistical vari¬ 

ability of the Monte Carlo calculations. Twelve runs with sample 

size 100 and stratified samples were made, along with 11 runs 

with the same sample size but with nonstratified sampling. The 

attack was the same with autumn winds and constant shear. A 

summary of the sample statistics is given in Table Using all 

doses gives a mean value of 3,820 ERDs for the stratified sample 

and 3,961 ERDs for the nonstratified sample. The standard devia¬ 

tion of the distribution of mean values for the set of sample 

runs are 273 ERDs for the stratified sample and ^14 ERDs for 

the nonstratified sample. The ratio of 1.5 is a measure of the 

improvement in estimating the mean to be expected from the 

stratified sampling. The difference between the two averages 

of mean values is 141 ERDs, which is well within the differences 

that might be expected from chance occurrence. In fact, Table 3 

shows a mean of 3,827 ERDs for a nonstratified run of 1,000 

trials. Thus, no evidence of bias in the mean value due to the 

stratified sampling is seen from these few calculations. 

If the basic distribution is normal, the distribution of 

sample means has a Student-t distribution. For the number of 

samples used here, this distribution is approximately normal, 

with standard deviation s//n (where s is the sample standard 

deviation and n is the sample size). For the nonstratified 

sample, this value is 4,847 ERDs//ÏÔG (or 485 ERDs). Though 

the underlying distribution is far from normal, this predicted 

standard deviation is close to the observed value (or 414 ERDs). 

Excluding doses under 10 ERDs gives similar statistics, although 

the improvement from stratified sampling is not as dramatic. 

The variability of the number of samples under 10 ERDs is 

reduced—but by about the same ratios as before. 



Table 4. STATISTICAL VARIABILITY TEST FOR DETROIT 

« 

All Doses 

Mean dose 
Standard deviation of mean 

dose 
Average standard deviation 

of distribution 
Range of mean 3 

Doses Over 10 ERDs 

Mean number under 10 ERDs 
Standard deviation of mean 

number 

Mean dose 
Standard deviation of mean 

dose 
Average standard deviation 

of distribution 
Range of mean 3 

Stratified 
Sample 

3,820 

273 

4,570 
,428 - 4,344 

12.25 

2.5 

4,359 

375 

4,639 
,505 - 4,778 

Nonstratified 
Sample 

3,961 

414 

4,847 
3,808 - 5,234 

11.27 

3.2 

4,470 

463 

4,925 
3,978 - 5,308 

Two distributions with high and low values of mean (4,778 

ERDs and 3,674 ERDs) were arbitrarily selected and are shown in 

Figure 8l, which gives the number of occurrences in 1,000-ERD 

intervals. These runs are identical except for the random 

fluctuations due t' the Monte Carlo process. The difference in 

the means can be explained by the doses over 15,000 ERDs. The 

high mean sample had 10 occurrences over this level, while the 

low mean sample had 2 occurrences; and this lifference alone is 

sufficient to explain the differences in means (i.e., in the 

high case there occurred a larger number of relatively improb¬ 

able situations where the wind was such as to carry high amounts 

of radiation from some important target area to the monitor 

point than occurred in the low case—which suggests the desir¬ 

ability of comparing ail doses in the high range for the two 

cases). For stratified samples from a value of 15,848 ERDs to 

the maximum dose, the mean number of occurrences is 4.33, with 

standard deviations of number of occurrences = 1.55; for 

J 
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Figure 81. HISTOGRAM OF TWO DISTRIBUTIONS OF NONSTRATIFI ED 
SAMPLES (FOR DETROIT) 

nonstratifled samples the mean Is 5> with standard deviation 

2.^9. The ratio of standard deviations is 1.6—suggesting higher 

variability in this range of doses than at lower dose levels. 

B. DESCRIPTION OF SIMULATION FOR FALLOUT-RISK CALCULATIONS 
FROM WEAPON CLUSTERS 

If large attacks are to be evaluated against many monitor 

points in nationwide evaluations, a direct application of the 

previous type of simulation (i.e., using each weapon individ¬ 

ually) could lead to excessive computer running times for the 
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calculations. This time can be lessened by use of the weapon— 

cluster-prediction scheme described in Chapter II—for two 

reasons: (1) fewer evaluations of radiation dose due to the 

clustering need be considered, and (2) each evaluation is more 

rapid, because of the simpler form of the calculation scheme. 

A computer program called "RUBATO" is based on use of weapon 

clusters. Data defining the weapon clusters are input. The 

east-west half-length of the weapon cluster is taken as two 

times the east-west standard deviation of the weapon yields in 

the cluster plus 5 miles. The north-south half-length of the 

cluster is taken as /2 times the north-south standard deviation 

of the weapon yields plus 5 miles. A set of monitor points is 

sequentially read and processed; in the current implementation, 

the monitor points are the centers of gravity of the rural popu¬ 

lation in each of the 3,13^ counties in the United States. 

Summary statistics for each state and for the entire nation are 

collected, and a fallout-fatality calculation ignoring blast 

and using the same protection factor for each monitor point is 

currently implemented. 

The simulation of wind statistics is the same as described 

earlier, except that the values of mean wind-direction, vector 

wind-speed, and vector standard deviation are taken to be those 

of the nearest to a set of monitoring wind stations—which allows 

representation to nationwide variations of wind statistics. 

Eitl-r stratified or nonstratifled sampling of the winds can be 

selected. The results presented here will be for stratified 

sampling with a sample size of 100. 

In order to save computational time, a rapid method of 

screening out weapon clusters contributing only negligible 

amounts of radiation is needed. In the present Implementation, 

as each monitor point is processed, north-south and east-west 

distances from each weapon are computed. Then a sample wind is 

selected. A crosswind screening distance is calculated (which 



is 250 miles for winds under 10 mph or for shear over 0.3 mph/ 

kft; otherwise, it is 175 miles). For a cluster fission yield 

of 10 MT, this screening limit turns out to be about 2 ERDs. 

For the attack to be described later, the average cluster fission 

yield is about 2 MT, and the maximum fission yield is 200 MT.1 

Direction cosines for the wind sample are calculated to allow 

ready transformation to crosswind-downwind directions. As each 

weapon cluster is searched, the crosswind-distance check can be 

made by two multiplications and two additions in such a way that, 

with a minimum of computational effort, many clusters can be 

ignored. If the crosswind screening check is passed, an upwind 

screening is performed. A cluster is accepted if it is less 

than a minimum of 80 or of 2 times the east-west standard devia¬ 

tion of cluster plus 5 miles upwind. No downwind screening is 

used. If these tests are passed, the cluster fallout model is 

used except for wind of less than 5 mph where the approximation 

to the WSEG Model (see Chapter I, above) is used. Calculations 

have been made on the Control Data 36OO for 3>13^ monitor points, 

with a nationwide attack combined into ^50 clusters and a sample 

size of 100. Computing time was 8.5 hours. 

^ Because of the nature of the screening processes used, the 

winds at the weapons were assumed to be the same as those at the 

targets. At the expense of some increase in computing time due 

to a somewhat more complex screening process, curved wind pat- 

ft terns could be introduced. A related question is the correlation 

in wind patterns to be used between adjacent monitor points. 

The present implementation allows for either no correlation in 

winds between monitor points (except for that inherent in the 

stratified sampling procedure) or correlation by using the same 

‘With this attack, these screening limits seem to be larger than necessary; 
probably about one-half the screening distances could be used. Care must 
be used in selecting such screening distances, since too small a distance 
would result in a downward bias in dose statistics and too large a distance 
unnecessarily increases computing time. 
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string of random numbers at each monitor point to select the 

sample winds. The latter option has been used for the calcu¬ 

lations exhibited here. Although, in fact, the winds at nearby 

monitor points are usually rather highly correlated on individual 

days, it seems that such correlations are not important for the 

types of results presented here (i.e., mean values and percen¬ 

tile values, which by their natures do not present these 

correlations).1 Moreover, outside of presenting fallout patterns 

for each of a number of specific winds (which might be the best 

procedure), no good method of presenting a massive amount of 

properly correlated results is immediately apparent. 

C. COMPARISON OF RESULTS, CLUSTERED AND UNCLUSTERED MODELS 

Calculations were performed to see how well statistical 

results from the weapon-cluster simulations compared with the 

direct WSEG-10 Model. St. Louis was used as a monitor point, 

with spring wind statistics giving a mean wind-speed of 31 mph, 

a mean wind-direction of 271° clockwise from the North, and a 

vector standard deviation of 0.I8I of the mean wind-speed. A 

shear of 0.2 mph/kft is used. The attack is assumed to be 

75 MT of fission yield on the 150 Minuteman silos at Whiteman 

AFB in western Missouri, which could come from a 1-MT weapon upon 

each launching silo. The attack is assumed to be either concen¬ 

trated at one point or spread into 15 points—each of the points 

corresponding roughly to the population centers of the counties 

over which the Minuteman silos are spread. The locations of 

these points are shown in Figure 82. The results of the calcu¬ 

lations are given in Table 5- The LASH program does the calcu¬ 

lations with the regular WSEG model; the RUBATO program, with 

the weapon-cluster model. The attacks with a single aim point 

consist of one weapon at the center of gravity of the cluster, 

*In some types of fallout-protection measures, the activities carried out at 
one monitor point would depend upon the doses received at all monitoring 
points in the neighborhood. 
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with 15 of the attack aim points having a weapon at each of the 

points shown. The fission fractions are determined so that the 

total fission yield is always 75 MT. The other parameters are 

the same except that a constant shear of 0.2 mph/kft is used 

with the LASH model, and a normally distributed shear with mean 

0.2 mph/kft and standard deviation 0.04 mph/kft is used in the 

RUBATO model. For the LASH model, the best representation of the 

actual situation appears in line 2, where 2-MT weapons (each with 

a fission fraction of 10) are spread over 15 aim points. Each 

weapon is intended to represent a group of 20 2-MT weapons, 

each with a fission fraction of 0.5> exploded in promixity to 

each other. The standard use of the RUBATO model would have a 

single cluster with a standard deviation of 20 miles (as shown 

in line 4). (The actual standard deviation of the cluster and 

the area on the ground assumed occupied by the cluster are shown 

in Figure 82.) A comparison of lines 2 and 4 gives the agree¬ 

ment of the two models. As can be seen, the RUBATO model gives 

a smaller mean dose and a smaller 90-percentile dose. On the 

other hand, the LASH model has a higher number of doses under 

10 ERDs. 

The other lines indicate variations from the basic case. 

Line 1 shows all weapons clustered at a point. Here the mean 

dose is not significantly affected, but the shape of the distri¬ 

bution is; for example, the 90th-percentile dose is halved. 

Lines 3 and 6 compare the models for 20-MT weapon yields. Line 

5 shows the results of setting the standard deviation of the 

cluster to zero, and lines 7 and 8 show the results with the 

assumption of a cluster centered on each of the counties. 

Finally, for comparison, line 9 shows results from the 

nationwide attack; line 10, results for this attack minus the 

St. Louis weapon cluster; and line 11, this attack minus the 

St. Louis and Whiteman weapon clusters. As is evident from the 

table, the St. Louis weapon cluster itself is a major contribu¬ 

tor to the dose. On line 10, it is seen that just removing the 
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St. Louis Cluster yields only about 25-percent higher mean value 

than from the Whiteman-only attack. Removing the Whiteman 

cluster as well indicates the general background from other 

attack sources (i.e., a more uniform distribution). 

D. SELECTED RESULTS FROM A NATIONWIDE ATTACK 

The hypothesized attack used in the sample calculations in 

this study is an unclassified attack developed by the Defense 

Civil Preparedness Agency for a study of evacuation requirements. 

The attack consisted of some 1,660 weapons with yields ranging 

from 1 to 20 MT. The total attack yield was 6,600 MT. This 

attack included a mixture of counterforce and countervalue 

objectives. It was developed so that each of the urbanized 

areas of the United States was attacked with at least one weapon. 

The attack upon missile sites was simplified by assuming that 

one 20-MT weapon was used against a group of about 15 missile 

silos, instead of a weapon targeted against each silo. All the 

Minuteman and Titan II missile silos were targeted. For the 

purposes of these calculations, a weapon reliability of 1, a 

fission fraction of ^ and a zero height of burst were assumed 

for all weapons. Spring wind statistics are used for this cal¬ 

culation, with the wind shear taken as a normal distribution, 

mean shear = 0.2 mph/kft, and standard deviation = 0.04 mph/kft. 

The areas covered by 2 psi or more from each weapon were 

determined (assuming for the blast-wave calculation that the 

weapons were air-burst at a height to maximize the ground 

covered by overpressures of at least 10 psi). Weapons close 

enough so that the 2-p-i contours touched were grouped into 

clusters. Where a cluster covered more than one urbanized area 

or both military and urbanized-area targets, the clusters were 

divided into subclusters. A total of about 450 clusters was 

obtained, of which 247 were over urbanized areas. A map showing 

the areas covered by 2 psi or more is shown in Figure 83- This 
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map represents a slightly different attack, where the locations 

of some 10 to 20 weapons are changed. 

In Figure 84, the weapon clusters in and near the State of 

Michigan are shown. As can be seen, this attack is similar to 

the hypothetical attack near Detroit (discussed earlier in this 

chapter). Two calculations of 1,000 trials were performed both 

with and without the Detroit weapon cluster in the attack. The 

Detroit weapon cluster is located 2.8 miles south and 2.4 miles 

west of the center of population for Wayne County, Michigan, 

which was usea as the Detroit monitor point. The following 

table presents a summary of the dose statistics: 

Attack Type 

With Detroit 
Cluster 

Without Detroit 
Cluster 

Mean 
Dose 
(ERDs) 

Standard Maximum 
Deviation Dose 
(ERDs) (ERDs) 

Number of Times 

< 10 < 200 
ERDs ERDs 

11,933 17,776 243,351 0 0 

2,754 1,903 13,749 1 20 

Though this calculation without the Detroit cluster gives 

somewhat lower mean values than the previous calculation, it has 

fewer occurrences with small doses. With the Detroit cluster, 

the dose from the cluster dominates the new dose values. The 

distribution of doses is shown on a logarithmic scale in Figure 

85 and on a linear scale In Figure 86. Compared to the earlier 

distribution, the nonclustered distribution shows a smaller 

number of low doses and a double peak. Repeating the nonclustered 

calculation with 100 and 10,000 trials enabled estimation of 

the fluctuation (in the histogram) due to random effects. The 

mean deviation of a sample from the true mean was estimated as 

0.12(number of trials)*5. For the 1,000 trials used here, this 

value is 3.8. Thus, the structure in the histogram between 

4,000 and 7,000 ERDs, for example, could be explained by random 

fluctuations; in the 10,000-trial histogram this section is, 

in fact, almost flat (at a value of about 26). The addition of 

the Detroit wer ^xuster separates the distributions almost 
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completely. The spread in distribution with the cluster is due 

more to changes in wind speed (since the monitor point is near 

the cluster center) than in wind direction, as has been usually 

encountered. It should be clear that the values obtained are 

strongly dependent upon the location of the monitor point within 

the cluster, since the dose from the cluster weapons rises more 

or less linearly from zero at the upwind edge to a maximum at 

the uownwind edge of the cluster. A more detailed representation 

than a single monitor point is thus needed for each area that 

contains a weapon cluster as a prerequisite for a reasonably 

accurate application of fallout- and blast-fatality calculation 

models. 1 

In order to depict the distribution of dose over an area. 

the doses were separated into a set of classes as follows: 

Class Name Dose Range (ERDs) Adjusted Dose Range (ERDs) 

A 0 - 1,000 
B 1,000 - 2,000 
C . 2,000 - 4,000 
D 4,000 - 10,000 
E 10,000 - 30,000 
F 30,000 - » 

0 - 250 
250 - 500 
500 - 1,000 

1,000 - 2,500 
2.500 - 7,500 
7.500 - » 

Various factors that have not been considered in this study 

would tend to degrade the actual doses received, even if an 

enemy attempted to surface-burst weapons.2 Such factors would 

include terrain shielding, weathering of fallout particles, 

influence of trees and buildings to give small (but not zero) 

heights of burst, and various factors to make moderate shelter 

better than nominal values. The influence of all such factors 

a 

* 

j 

‘Such calculations on an urbanized area should be combined with blast- 
fatality calculations. To the author's knowledge, a combined model that 
is both reasonably fast and reasonably accurate remains to be developed. 

2It should be clear that an enemy might choose to detonate weapons at an 
altitude high enough to give no significant fallout; in fact, such an 
altitude would maximize the area covered by moderate blast-wave pressure. 
When fallout effects are estimated, all weapons so used should be elimi¬ 
nated from the assumed attack. 
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is extremely difficult to assess; but, if an estimate is 

necessary, a factor of 4 might be used to adjust doses to 

account for such effects. Moreover, a rough categorization of 

biological effects might be as follows: less than 50 ERDs 

causes no clinical effects; 200 ERDs gives a 50-percent sickness 

level; ^50 ERDs gives a 50-percent fatality level. The same 

six classes with adjusted dose ranges might be interpreted as 

follows : 

A - sublethal doses (but without shelter), extended periods 
of sickness possible at upper end; 

B - home fallout-shelter protection necessary to avoid 
sickness; 

C - home fallout shelter necessary to avoid fatalities, 
basement shelter to avoid sickness; 

D — basement shelter or National Fallout Shelter Survey 
PF-40 (or better) shelter desirable; 

g _ PF-40 (or better) spaces necessary to prevent sickness; 

F - PF-40 (or better) spaces required. 

The reader may, of course, wish to place his own qualitative 

interpretation on these ranges. 

Figure 87 shows the distribution of fallout risk throughout 

southeastern Michigan. The center of population of each county 

is used as a monitor point. For each monitor point, a small 

bar chart showing the fraction of times doses were within each 

of the specified ranges is given. For example, darkening the 

B—level dose up 1.5 squares shows that 30 percent of the time 

the dose was calculated in level B (i.e., between 1,000 and 

2,000 ERDs). In the northern portion of the region, for a 

higher portion of the time, there is little risk; and risk-level 

C or greater is infrequent. Near Detroit, on the other hand, 

little or no chance of low fallout level- is found--wlth a 

significant chance of relatively high levels. 

As can be readily seen in Figure 83, a region of intense 

weapon usage runs from Washington, D.C., up to Boston. The 
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dose depositions for three coastal states that have relatively 

few counties are shown in Figures 88 (Connecticut), 89 (Delaware), 

and 90 (New Jersey). Many of the monitor points for these states 

are near (or covered by) a weapon cluster, so that the dose 

levels are varying considerably in proximity to the monitor 

point, and the dose statistics shown could change appreciably 

within a few miles. Nevertheless, the overall high-risk level 

from the large number of weapons nearby is evident. In 

southern New Jersey and in Delaware, the chance of level F is 

small if not nil; but, elsewhere, a significant chance of such 

dose levels is evident. In contrast to the previous situation, 

fallout risks for Arizona and Nevada are shown in Figures 91 and 

92, where a few monitor points are in or near clusters and where 

they are frequent at these relatively high dose levels. Else¬ 

where, most of the time the dose level is low. The concentrations 

of weapons around Los Angeles and San Francisco can contribute 

large doses over long distances, yielding some chance of higher 

dose levels in the states shown when the wind happens to be 

such that a monitor point is downwind from these large clusters. 

The fallout risk on a sample set of counties in the north¬ 

eastern United States is presented in Figure 93* Each bar chart 

is centered over a county chosen as a monitor point. In order 

to illustrate the general risk-level in the area, most of the 

monitor points were chosen so as to be away from weapon clusters. 

A comparison of these figures with Figure 83 (above) indicates 

the general weapon-cluster density in the area. The variability 

of the shapes of the distributions exhibited in this figure 

illustrates the need for some quantity other than average dose 

as a measure of risk. An alternative more commensurate with 

these varying distribution shapes Is either the dose at one of 

several percentile safety-levels (e.g., there is a 90-percent 

chance of the dose being less than x ERDs) or the chance of 

exceeding one of several dose levels (e.g., the chance of the 

dose being over 2,000 ERDs Is y percent). 



F
A

L
L

O
U

T
 

R
IS

K
 

IN
 

C
O

N
N

E
C

T
IC

U
T
 

A
S
 

A 
R

E
S

U
LT
 

O
F 

N
A

T
IO

N
W

ID
E
 

A
T

T
A

C
K

 



Figure 89. FALLOUT RISK IN DELAWARE AS A 
RESULT OF NATIONWIDE ATTACK 
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Figure 91. FALLOUT RISK IN ARIZONA AS A 
RESULT OF NATIONWIDE ATTACK 
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Figure 92. FALLOUT RISK IN NEVADA AS A RESULT 
OF NATIONWIDE ATTACK 
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The State of Colorado was used to Illustrate an area with 

several isolated weapon clusters. The total yield in each of 

the weapon clusters in Colorado is illustrated in Figure 9^. 

Bar charts for each of the counties in Colorado are presented 

in Figure 95- For most of the counties in western Colorado, 

there is a very good chance of their being at level A. The 

tails on these distributions show some chance of the wind 

carrying fallout either from small nearby clusters or from larger 

weapon clusters further upwind. Over the State, the mean wind- 

direction is almost due west-to-east; and the mean wind-velocity 

and vector standard deviation are both about 25 mph. Over all 

of the State, some chance of level-C-or-above fallout is possible; 

but, as can be seen, there is often less than a 10-percent chance 

of such fallout levels. The influence of the weapons near the 

center of the State (and from the missile fields in the north¬ 

eastern corner) can be readily seen from the statistics. 

In Figure 96, the likelihood of a less-than-200-ERD dose 

is shown for each county monitor point in Colorado. As is clear 

from this figure (although there is a very high chance of doses 

being less than 1,000 ERDs), the 200-ERD level is small enough 

that the maximum chance of being less than this level is 60 

percent. As the areas outlined by dashes indicate, only in the 

western part of the State is there more than a ^0-percent chance 

of such dose levels. This percentage occurs because at a dose 

level of 200 ERDs there is a fairly significant chance of the 

dose being exceeded—due to some fairly remote weapon cluster. 

Some insight into the ratio rate for the results can be 

gained through a more detailed analysis of the source of the 

doses. The dose statistics for Chaffee County, Colorado, were 

collected in detail. This county is slightly southwest of the 

center oí the State. The mean dose was 563 ERDs, the median was 

338 ERDs, and there were seven times when total doses were over 

1,000 ERDs. Table 6 shows the source of the major contributions 
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to these seven doses. The three largest doses were when the 

wind blew from the northwest and carried fallout from these 

missile fields in this direction over the monitor point. The 

Tuscon missile field contributed significant doses, as did Salt 

Lake City and Los Angeles. Though San Francisco contributed 

doses of 600-700 ERDs, other clusters do not add to the fallout 

when the wind comes from this direction. The number of samples 

is not sufficient to evaluate directly from the single run the 

U number of times a particular source might contribute to a monitor 

point (the methods of the previous chapter, given the likelihood 

that the wind is in a certain range, could be used here). 

However, a glance at the map in Figure 83 (above) does show that 

Ü most of those spots appearing qualitatively as potential contri¬ 

butors of large doses are found in the statistics (presented in 

Table 6). It is also interesting to observe that Denver is not 

a significant contributor to the distribution observed—which 

occurs, even though a dose of 1,^56 ERDs is obtained from Denver, 

since the dose from Warren AFB also is present with wind from 

this direction and overwhelms the Denver values. 

For this county, no simple generalizations are apparent for 

doses near the median value. Some are from large clusters 

where the wind missed by enough to give smaller doses; some are 

from nearby clusters with the appropriate wind; some are from one 

source or (possibly) two large sources; and some are from more 

(typically up to six or seven) sources or more nearly equal 

value. The minimum dose experienced was 8 ERDs, from a wind 

flowing through a corridor between the Tucson and Albuquerque 

clusters. Whether another set of random numbers could yield a 

still lower value was not tested. 

Table 7 presents dose sources for individual samples for 

Sussex County, New Jersey. This county had a mean dose of 

7,078 ERDs, a median dose of 4,647 ERDs, and a maximum dose of 

53,772 ERDs. Forty-nine doses were in the interval from 4,000 

to 10,000 ERDs. 

175 



T
ab

le
 

7
. 

D
O

SE
 

C
O

N
T

R
IB

U
T

IO
N

S 
TO
 

IN
D

IV
ID

U
A

L
 

SA
M

PL
ES
 

FO
R 

SU
SS

E
X
 

C
O

.,
 

NE
W
 

JE
R

SE
Y

 

r 

-o 
12 '—' 

•r- (/) 
X <u 
in i— 
i/i •*— 
O E 
1. 

(_) 

C -r- 

I- 

k 
<U T3 

</> <D I— 
3 •>- 5T 

i— >- ^ 

<u 
E <o 

s- <u 

o 

i- 01 
4J 0) t/l </l 

CJ 

I/I a 
Q£ 

-g u-g. 
•i- O E 

’ai'” 

I 
I 

T3 É 
C O 

•r- S- 

Q) (/) 
U) Q 

OC S 

in in cm cm 
m r>. cm 

o> r— en 
co in m 

i— cm m CM 
CO CO CM 
co 

• c • 
>- • o >, 

• O O 
z • •>- 

Z « CJ 
• c 

-* • 0J u 
i. C > *r- 
O O 10 
>- X C 

C 10 
X 0i X — (U {_ 0> 
z ►- z < 

o m 

CO S 

ro CnJ 

co 

r- O O VO 
VO r— r— in 

CNJ 
in 

00 
in 

to 

>- >> 

o 
u 

L. O «*-> 
>- c 

(O 

O) -M 
z c 

vo o 
vo 

CNJ •— 

CD 
ro 

to 

(/) 

ro 
r-* 
r^. 

•* 
ro 
in 

CNJ 
ro 

to 

«çroïOocoocNjcocD 
ro CNJ r— CNJ r— 

rooMor^CNjvovoooo 
oo vo o vo ro co 

r- I— CNJ CNJ r— 

CNjrocNjrvroinoorocNj 
r- ro r— r— 
ro r— 

(O 
a. 

fl5 
•r— 
JZ 
a. 

.5 g <o 
CL n? .2 

r> <o 
C~ i i 0k 

O 0) C « (O 
•■MLX'O « 1- 

a/uccnooc^i— 
TJOOCE-*-*©!— O 

<0>--l->T--r- C e o CL 
c e u ai JS u- « 

•r-xajl— Ui-T 
f- /|i i •— in — — r\ c- 

O.ZI— 200<ZZ<: 

co ai in ai vo in 
f— CO CM CO 

cm ao >— m ai m 
m cm ^ co i— 
I— r— ^ r— 

co in co cm 
r- m r— CM 
r- CO 

omoooin«r>.co 
CPicooiinincMOr-vOO 
oinor-«cocococM.— 

0k 0k 0k 0k 

fs* VO CNI r— 

to 

00 

to 

vo 

0k 

CT» 
ro 

rN. 

« 
o> 

o 
• • • • iO 

T5 Q (O >• *0- 
z a. • <o 

•> z > « 
•> e » cm 

<u o c « «t. 
s- +j i a> 3 
O CM O i- I— XI 
E c -M O ■— l/l 

•f— *r— C >- ‘f" ‘r~~ 

+> jc a> >4. 
r- IM r- J C S- 
(O <CJ r— CI I <0 
m 3 < z a X 

o o 
in co in m o 
cm r— in CM i— 

0k « 
ro CNJ 

CNJ o> 

to 

O) 

to 

o 
CO 
r** 

176 

(c
on

ti
nu

ed
 

on
 

ne
xt
 

pa
ge

) 



T
ab

le
 

7 
(c

o
n

ti
n

u
e
d

) 

H 

D
is

ta
nc

e 

C
ro

ss
w

in
d 

(m
il

es
) 

«*■«>.— coooaico*oroc\jcooOCT>m 
<— CNJ CVI r- Lf> CTl 1— VO 

co vo <Ti r^- 
«a- 

in co o co 
C\J OJ r— CNJ ^ r— 

D
ow

nw
in

d 
(m

il
es

) 

comvnovovor^vor^cvjvooopoio 
voinr^oovom«—cri cri vo csj 
co vo -o coco^-voif)m«y'oocNj 

•t 

r*. O 
vo vo vo 

CO 'iT 

co <— o o r» «a- ov 
oo co vo vo co co 
vsi «a- o oo 

0k 

C
lu

st
er

 
Y

ie
ld

 
(H

T)
 vncoo^-c-jojincor-vor^^-oco 

GO VSi VO CSI I—CMOVCviO •— VO 
1— 

co co vo co 
(M 00 ov 

co co co vo co o» c- 
VO f— CSJ CM CM 00 

co co 

C
lu

st
er
 

N
am

e 
1 

C
le

v
el

an
d
, 

O
hi

o 
S

cr
an

to
n
, 

P
a.

 
C

hi
ca

go
, 

Il
l.

 
L

o
ra

in
-E

ly
ri

a,
 

O
hi

o 
W

il
k

es
-B

ar
re

, 
P

a.
 

Y
ou

ng
st

ow
n,
 

O
hi

o 
A

kr
on

, 
O

hi
o 

D
et

ro
it

, 
M

ic
h.

 
Jo

li
e
t,
 
Il

l.
 

W
ar

re
n 

A
FB

, 
W

yo
. 

S
ou

th
 

B
en

d,
 

In
d.

 
T

ol
ed

o,
 

O
hi

o 
R

oc
k 

Is
la

n
d
, 

11
1.

 
P

it
ts

b
u
rg

h
, 

P
a.

 

S
cr

an
to

n
, 

P
a.

 
W

il
k

es
-B

ar
re

, 
P

a.
 

C
le

ve
la

nd
, 

O
hi

o 
D

et
ro

it
, 

M
ic

h.
 

P
it

ts
b

u
rg

h
, 

P
a.

 
Ne

w 
Y

or
k,
 

N
.Y

. 
S

cr
an

to
n
, 

P
a.

 
C

ol
um

bu
s,
 

O
hi

o 
W

il
k
es

-B
ar

re
, 

P
a.

 
W

hi
te

m
an
 A

FB
, 

M
o.

 
S

t.
 

L
ou

is
, 

M
o.

 

C
lu

st
er

 
D

os
e 

(E
R

D
s)

 

cjcoovcMOOGOr-O'd-oocnvovoco 
oovcsjr—«—coor^vor^csjoo 
r'.CMcom^-csjcsjcMf—>— co 

m » • 
r— iTi 

II 

E 
3 

CO 

4,
11

7 
56

2 94
 

64
 

Su
m
 =
 

4,
83

7 r^LDf^VOVOtOCNJCNJ 
in^fCMCMr- f— »—o 

m 0k 0k 
i— r— «t 

11 

CO 

W
in

d 
V

el
o
ci

ty
 

(m
ph

) 

CT> 
LO 

CO VO 
CO 

W
in

d 
Fr

om
--

 

3 3 
to 

D
os

e 
(E

R
D

s)
 

6,
03

7 

! 

4,
97

9 

4,
64

5 

177 

MÜJU ÉUm k m 
i 

(c
on

cl
ud

ed
 

on
 

ne
xt
 

pa
ge

) 



T
ab

le
 

7 
(c

o
n
c
lu

d
e
d
) 

t- (/) 
2 O) (/) *— 
(/) t- 

o 

T3 — 
C (/) 

•r- (1) 

C f- 

t» 
<u -O 

»— >. ^ o 

«Ti C\J 00 (Ti 
ro CVJ r— LT) 

CVICMOf—i— 
I CM CM (SJ CM 

r- r- m 

CO O CM r— I 
<— r— CM n 

fo co oo 
•— cm m 

cn no r- ^ wo LD 
I— CM *— 

L. 
at —» 

4-> at </> M l/t o 
Q£ = S! 

• (/) Oí 
(O to X 
(/) IÜ 

>: : 
Z >- *-0 0 

• -O I— 
« z r- at -X 

at -r- o 
i. «•.-«»_ o 
o >»<«- a>4-> >- e </» e </> (O 4-> -r- O 
» JO -*-> s_ o 
0) I-r- Q. 1. 
Z < Q. bO < 

VO «£> 
CM 

oo in m rv r- Ot r- m 
•— oo f— 

* 
oo oo 

oo 

at • * u z 
at c 
E at * 
o L. at oc i l/l 
i <a o 

n> —i u u ie 
•r- • V. +J 4J >, =3 00 00 

«■ >— r>* 
oo to 
CM 

CM 
o 
oo 

oo 

03 JC 
coo. 

•>- O E 

'at 

CM 
oo CTl 

oo 

I 
I 

03 e 
C O 

•*- i. 

at to 
to a 
â2 

CVJ 

UD 
ro 

CVJ 
o 
ro 

178 

éMMAHUIÉ 



In Table 7» the samples are selected to show a variety of 

cases, including the meximum dose, the minimum dose, and doses 

from representative wind directions. The New York weapon clus- 

’er often has a dominating effect upon the doses received. As 

represented in the model, this county is at the northeast edge 

of the New York weapon cluster. The nearest weapon in the 

New York cluster is 3*7 miles from the monitor point for Sussex 

County. As can be seen, the maximum dose is achieved when a low 

wind velocity blows the fallout from the New York cluster back 

over Sussex County. 

Also close to Sussex County is the Scranton weapon cluster, 

in a direction generally upwind from the mean wind. The sample 

with a total dose of ^,979 ERDs illustrates a case chosen to 

maximize the effects of the fallout of this cluster. 

The doses listed generally comprise the large majority of 

the contribution to the total dose received. The cutoff-dose 

levels for the samples with total doses of 39,446, 3,672, and 

302 ERDs include all significant contributions. For the sample 

with total dose of 6,037 ERDs, the cutoff dose was carried to 

20 ERDs, which excludes 2.5 percent of the total dose received. 

In this case, there remained 22 samples with doses over 1 ERD 

and 52 samples with doses in the range 0.001 to 1 ERD. 

One surprising feature of this table is the large distances 

from which some contributions come. For example, for the 

sample with total dose of 6,037 ERDs where the wind passes near 

Cleveland, a dose of 829 ERDs is contributed from Chicago, even 

though the distance away is 675 miles. In fact, even Warren 

AFB contributes 100 ERDs though it is 1,500 miles away. In a 

nationwide attack for some monitor points, a large yield from 

relatively distant sources can significantly modify the dose 

statistics when for a large fraction of the samples the wind 

direction is such that radioactivity from at least one of these 

large sources is carried to the monitor point. The actual 
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significance of such sources is ultimately based upon the basic 

assumption of this paper, namely, the physical validity of the 

WSEG-10 Fallout Model. It thus becomes of interest to deter¬ 

mine, on a physical basis, whether these fallout-model predic¬ 

tions for long distances and under typical wind conditions 

appear reasonable. 
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