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ABSTRACT

In this paper we discuss techniques of exploiting the obvious relationship between program
structure and data structure for program generation. We develop methods of program
specification that are derived from a representation of recursive data structures in the
Logic for Computable Functions (LCF). As a step towards a formal problem specification
language we define definitional extensions of LCF.  These include a calculus for
(computable) homogeneous sets and restricted quantification. Concepts that are obtained by
interpreting data types as algebras are used to derive function definition schemes from an LCF
term representing a data Structure they also lead to techniques for the simplification of
expressions in the extended language The specification methods are illustrated with a

detailed example.
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Introduction

Introduction

In this paper we are concerned with the use of data structures in generating correct programs from
formal problem statements.

Present experimental systems for automatic program synthesis (see [BuL), (MaW] for recent work)
are based on a rather large amount of knowledge in the form of individual axioms and problem
solving methods. At each step in the synthesis process the system has to search for an applicable
piece of knowledge in the data base. One of the main problems is the automatic construction of
iterative loops or recursive calls. However, it can be observed that the structure of the data is
reflected more or less in the structure of any program operating on them, both in the analysis of
subcases and (iterative or recursive) loops. In fact, if a recursion or iteration is possible (and
reasonable) at all it is because of a corresponding data structure. So it is safe to say that the
generation of a program is always guided by an underlying domain structure. 7 hus, by
“strengthening” the guide lines we can avoid the system having to "retrieve” anew the underlying
structure each time it is synthesizing a program. Organizing the knowledge about the data domain
and representing it in such a way that it directly assists a system in constructing a program can
possibly eliminate some complicated problem solving processes.

In the case of recursive data types the relationship between program structure and data structure is
particularly obvious. For this kind of data types the Logic for Computable Functions (LCF) [Mil,
Mi2, WM] provides a natural basis for reasoning about program generation, since both the problem
and the prospective structure can be expressed in the same formal system. Obviously, the crucial
point is to find an appropriate r-gresentation of the data structure. A large portion of this paper 1s
devoted to this problem; it attempts to develop a sufficient mathematical framework for dealing with
abstract data types within LCF. Based on this theory methods of function specificaticn are
investigated that are directly derivable from the data structure representation and do not require
general problem solving methods They include extensions of the term language of LCF, in
particular a calculus for (a restricted kind of) sets and restricted quantification, and certain
"definition schemes”, both kinds are based on concepts obtained by interpreting data types as
algebras.

The definition techniques are meant to be a step towards a "problem specification language” that
allows easy and concise definition of furctions on a level of abstraction that is close to the intuitive
conception of the user. This approach fio program specification bears a resemblance with what has
been called "very high level” or "nca/brocedural” programming languages. Indeed, programming
language fe.*ures similar to some of /the consiructions to be discussed here have been proposed
elsewhere (e.g. [Ea)]) and are available in SETL. However, we are not dealing with a programming
language, but a formal system that pe/fmits formal reasoning. Emphasis is given to interpreting the
added constructions in terms of LCF|in order to make feasible meaning preserving transformations
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of expresssions. Only the fact that every LCF term also has an interpretation as a computation rule
for the function denoted by it. allows us to regard it as a kind of program.

The following section provides the logical and mathematical framework as needed in the subsequent
sections. It gives a short overview of the type free version of LCF and the mathematical theory of
subdomains. Section 3 discusses the axiomatization of abstract data types, their representation in
LCF. and the interpretation of types as heterogeneous algebras. Secticn 4 is devoted to introducing
elements of a specification language, which include (computable) sets, set operations and bounded
quantification. The algebraic concepts of section 3 lead to methods for defining and simplifying
functions over data types. In section 5, the definition methods are demonstrated in an example that
is based on the data types of LCF terms and is taken from a LCF implementation. Finally, possible
directions of future work are indicated in the concluding section.

The paper is intended to be essentially self-contained. The letters "T.P." that can often be found
instead of a proof are meant to ind cate that a prove has been generated by means of the interactive
theorem prover for LCF. The amount of user interaction required to generate a proof is not
indicated; in general, the proofs for simple lemmas can be generated fully automatically. The
automatic theorem prover component of the system employed for proof generation will be described
in detail in a forthcoming paper [Hel

P e ——————————




The type-free Logic for Computable Functions

2. The type-free Logic for Computable Functions

The Logic for Computable Functions (LCF) was invented by D. Scott (unpublished) and, in a
modifed form, mechanized by R. Milner [Mil, Mi2]. Using this interactive proving system the logic
has subsequently been applied to various problems in the Mathematical Theory of Computation:
schematology, formalization of syntax and semantics of programming languages, proving properties
of programs and the correctness of interpreters and compilers (cf. [AAW, N2] for more recent work
on PASCAL and LISP and comprehensive references). In these experiments LCF proved very
useful for formalizing and proving problems involving (possibly partial) recursive functions.

In the following the reader is assumed to be familiar at least with the basics of LCF. For the sake of
self-containment a syntax of the language is given in appendix A.l.1.

2.1 Type-free LCF

In this subsection the type free version of LCF (or tfLCF for short) is described briefly as needed
for the further development. This version of the logic was developed by D. Scott, R. Milner and
R. Weyhrauch [unpublished notes). Most-of the material and the ideas presented here is essentially
due to them; part of it can also be found in [Sc2}

Essentially, tfLCF axiomatizes one of Scott's models for the A-calculus [Scl). the domain 1 which is

constructed over the 4-element lattice T of truth values:

The main characteristic of the domain I is that it is isomorphic to its domain of continuous
functions; thus, each element of I can also be regarded as a function from I to 1.

The language of the logic itself is essentially the same as for the typed version (see appendix A.i.l),

with two exceptions:

(a) the restrictions for building expressions that result from the types are abolished;

(b) besides the 4 truth values, the language includes constants I for the "universe”, i.e. the domain
of the model, and T for the domain of truth values.

The main problem in extending the semantics of expressions to the type free case is .efining the
meaning of the conditional p 2 q,r for any term p. This is done by mapping the eleiments of I onto
the truth values (this will be made clearer in the following subsection). The meaning of T 2 x,y is
not further specified except that T 2 xx = x. However, it turns out that it can be taken as the join
of x and y (see below).
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For details about axioms and inference rules of the logic, see appendix A.1.2

The element 4 is called undefined, and the element T is called overdefined; all other elements are
called defined. A predicate 3 can be defined in [ such that

o) 1 & iff "xis defined’ 1) s L, ATIET

ie., o yields the distinction between defined and non-defined elements in 1. & is definable in the logic
by a mapping onto the 3-element lattice {4, &, T}. The definition depends on the fact that the truth
values are isolated elements in the lattice 1. For details see appendix A.2.1.

A function f is calied strict if it returns 1 or T whenever the argument is L or T resp., that is if the

following wff is true of )
Vv x (dlx) 2 3(f(x)), &) = o(tx))

t is called L-strict if f(L)sd, and T-strict if #(T)sT . fis called total if it never returns L or T
for a defined argument, ie, if

A(x) = Af(x)) s #
holds. Thus, if a function f is strict and total then d(x) = 3(t(x)) .
Any function t can be made into a strict one by first applying  to the argument: For
£ 1o [Ax. 3(x) 2 tx), 4]
we obviously have
T if xsT
f'(x) = i if xsd
f(x) otherwise

In the next section a functional str will be defined that turns ary function into a strict one.

In the following we define some standard operators on 1 that will be used throughout the paper.

o s [Axyz x(y@@))] : function composition

pair ts [Axyz.23 xy) ordered pair

n e [Axox(R)) proection onto first component
n; e [ x x(f)] projection onto second component
x i [Axy 2 peirix(z &), ylz #)) cartesian product

T ST, e — R “»ﬁ RS i
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38 [\ &b x nryx) 2 pair(tt, a(n; x)), pair(f, birz x))] disjoint union

Id s [Axx] identity function
o [Axy. T 2 xy] Join

ta [Axy. (Ox} u d(y)) > x 2y, #] logical and
i [Axy. Ox)udly))axot,y logical or
sw [Ax. x o ff,ft] ‘ negation

For pair(x,y) we also use the notation <x,y> .
The standard properties of these functions are easily derivable; for example,
Vxy. ni(Knyd) a x Yxy. ra{<x,y>) a y

Milner and Weyhrauch have shown that u has all the properties of the join operation in a lattice,
also with respect to the partial order defined by <. In particular, fuffaT and xuTaT for all x<I.

A strict conditional > , ie. T:oxy a T for all x and y . is definanle in terms of the normal
conditional o :

D mXzxy.22(2>xT), (2> T,y)

Since the normal conditional will not be used in this paper except in the join operation, we will
henceforth use the character > to denote the strict conditional.

The propositional connectives are strict in all arguments; they extend the standard functions (for
two-valued logic) to four truth values in such a way that the standard relationships like
X Vys=(-xA-~y) still hold.

22 Retracts, Domains, Types

The typefree logic essentially axiomatizes th.2 "universal® domain 1. However, one would like to talk
also about domains other than I, like "lists” or "integers.” It turns out that they can be "embedded"
into the universal domain; there are subdomains of I that correspond to those particular domains in
a sense to be made precise in the following section. As Scott [Sc?] has shown, 1 is so rich in
subdomains that one can find a coriesponding subdomain for all those domains or "data types"
computer scientists are normally interested in.

The standard way of defining a subdomain is by using retracts. A retract is an idempotent function,
ie,an f€l with fofsf, The idempotency property implies that all elements in the range of a
retract f remain unchanged, ie. the range of f is exactly its set of fixed points. subdomain Dy of I
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(tt e range of f). This domain Dy can be shown to be a complete lattice. In the remainder of this
paper, the term “domain” always means "subdomain of | as defined by a retract.” Very often the
domain and the function (the retract) defining it wall be confused by using the same notation for
both; however, from the context it will be clear what exactly is meant. For emphasis, we will say
retraction if we mean the function in particular.

The category of retracts
It may be helpful to look at retracts from a categorical point of view. The retracts of I form a
category R in the following way:

- The ob jects of R are the retractions in !.

- A functions f €1 is a morphism from the retraction r to the retraction s iff f o r = 5.

- Composition of morphisms in R is just composition of functions in 1.

Obviously, R is a category. Note that two functions f and g in | will te identical morphisrs in R if
they agree on their source domain ("source retract”), i.e. if for = gor. An identity on a retract r is a
function F with For s r. We write 1d, for the identity on r.

Let r, s be retracts. D, is called subdomain of Ds iff sor = r, ie. iff the fixed points of r are also
fixed points of s. D, is called retract of D, iff sor s r and ros a r .

A particular retract is the truth value domain T. Trivially, the universal domain 1 is also a retract.
However, the property of being a retract cannot be proved; the corresponding retractions

Te[Ax xot, ff]
and
18 {ed Tu (=)

are rather part of the axiomatization of tfLCF. Obviously, "retract” and "retract of I" mean the
same thing.

It should be noted that R is not the category of those subdomains of | that are defined by retracts;
different retractions can define the same domain but will be different ob jects in R. For example, the
retractions T and istrue (see appendix) both define the domain {4,4,%,7}) but are completely different
functions. However, T and istrue are isomorphic in the category R. Incidentally, if two domains are
isomorphic one of them need not be a retract of the other: for instance, it is

T o istrue a istrue and istrue o Ta T

i.e. T and istrue are subdomains of each other, but

L1

istrue o 7' # istrue and Toistrue 3 T

==
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Thus neither of T and istrue is a retract of the other. This discussion shows how retractions that
define the same domain are related in the category R:

Corollary 2.1: For retractions r and s, if D, s D, then r and s are isomorphic, that is, from a
structural point of view, they cannot be distiguished.

The category R has many useful closure properties we are going to exploit.

Lemma 2.2: R is closed under +, x and =, i.e. if a and b are retracts, then so are asb, axb, and a=b.

Proof: by T.P.
Lemma 2.3: R is cartesian-closed.

Proof: We have to prove that [r = [s »1]] and [rxs = 1] are isomorphic in R for any retracts
r, s and t. Let F, G be defined by

Fo[Xfx f(n; x)nyx)]
Ge[X\grs gi<re)]

The T.P. proofs for
GoF » ldp.s.p))

and
FoG = ldps.p

are almost straightforward.

Lemma 2.3 is the basis for what is commonly called “currying”. It allows to restrict attention to
monadic functions.

Let the functioi str be defined by
str :o [Af x. 8(x) @ f(x), 4]

By T.P. we can show that str turns any function into one that is strict (with respect to the first
argument) and that it is a retract. This shows that the set of strict functions is a proper subdomain
of I i

A domain is called flat if it contains, besides 4 and T, oﬁly pairwise incomparable elements. For flat
domains there is a computable equality relation "s" with:

Mx)m tt, oly) s i, xsmy | xsy s &
xsy s # | xwy, ax)nt, dy)st
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In many cases it is very convenient to use the (computable) equality instead of the equivalence =
since it may appear inside a term and thus gives greater expressive power.

Lemma 2.4: If F s [af. [Xc. tfc))]] and G = [xc. [ecg. U(g)]] , where t is any term, then F s G.

Proof: T.P.

Essentially, the lemma means that constant parameters can be bound “globally”, i.e. they need not be
passed on with every call. The lemma will be used quite often in the remainder of the paper
without being referred to explicitly.
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Abstract Data Types in the Type Free Logic

In this section we introduce data types and discuss the representation of data structures in tfLCF.
We investigate properties of data types by looking at them fiom a more algebralc point of view,
which allows us to derive various function definition schemes. The basic function definition method
is illustrated in an example dealing with the translation of arithmetical expressions from infix to
postfix form.

What is intuitively meant by the notion abstract data type? There is a common understarding that,
in programming, a data type is not just a set, but also comprises information zbout the structure of
the elements and how to construct them and to operate on them. This can be done in an abstrac:
way, ie. the only informatlon available is the set of primitive operations (constructors, selectors,
recognizers) and relationships between them; it does not matter what the elements of the type look
like and how the primitive operations are implemented. In the context of a formal calculus the
relationships between the primitive operations are expressed by axioms.

The presentation concentrates on generic recursive types; however, in subsection 3.4 extensions to
non-free types are discussed.

3.1 Data Type Definitions

We start with discussing free data types. The type system will be extended later to comprise a wider
class of types. A type definition is made by listing alternative subtypes. A subtype is either a constant
or a composed type. Composed data types are defined best by their abstract syntax [Mc), using
constructors, selectors and recognizers to describe the structure of the type. In a more formal BNF-
like notation (using “constr” for constructor, "sel" for selector, and "dt" for data type):

<type_def>  « <type_name> := <subtype> { | <subtype> }»
<subtype> « <constant> | <comptype>

<comptype>  « <constr> ( <sel;>:<dt;>,..<selp>:<dty> )
<constant>  « <identifier>

with the restriction that the names of all censtructors in a type definition and all selectors in one
composed type have to be distinct. A data type definition may be recursive, that is, any of the dt; in
a subtype may be the name of the type to be defined. Also mutually recursive data type definiticiis
are permitted.

For example, the data type "sequence (linear list) of atoms" can be defined using this formalism by

Seq i+ emptyseq | mkuq(hd:atom, {1:Seq).

Strictly speaking, this data type definition is a type scﬁeme. that s,
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seq = emplyseq | mkseq(hd:dtype, ti:seq)

defines a type "sequence of elements of type diype” for any data type diype. This will be made more
precise in the following subsection. Beside seq we will use other standard data types (type schemes)
like binary trees, natural numbers, and pairs, defined by

bintree :s mkbt(sub:diype) | comp(fir:biniree, secibintree)
nnum e zero | suc{nninnum)
dpair :s mkpair(fir:dtype,, sec:dtype;)

3.2 Representing Data Structures in tfLCF
In section 2 it was explained that retracts can be regarded as the "types” in the type-free logic. The
data types are now to be represented in LCF in such a way that the resulting terms are retractions.

What exactly is implied by a c.ata type definition? Intuitively, a data type should have the following

properties:

a) A data type is the disjoint union of subtypes. A subtype is either a constant or a composed
subtype. For each subtype there is a predicate (characteristic function) which will be named
"is_const” or "is_<constr>" resp. These recognizers permit to decide membership in one of the
subtypes relative to the whole data type.

b) Each constructor is a one-to-one function; in particular, the corresponding selector functions allow
to "retrieve” the respective arguments of a constructor.

¢) A subtype has to be embedded explicitly into the type by a constructor function. For example,
"atoms” are not lists unless they are “converted” into lists. This helps us to keep all data types
dis joint.

These statements can be expressed more precisely in terms of LCF axioms.

Definition 3.1 (Axioms for ;:v.vic data types):
The data type definition

type := constant, | ... | constant, | comptype; | ... | comptype,
with
comptype, = comp,(sely;idlyy, .. seluidl)  for kel,.,n

is considered to correspond to the fixed point equation

(1) type = [e¢ F.[A x. is_constant;(x) @ x, .. is_constant,(x) 2 x,
is_comp,(x) 2 Comp|(d‘| |(S.|“(X»p . .d‘”l(i.h“(X)». )
is_compp(x) @ comp,(dt,,(sely (x)), . . iy (selyn(x)),

1]

where di'sF if di,stype and dt'gsdty otherwise, and for ijjsl,.m; Kisi,.n




(6)

Abstract Data Types in the Type Free Logic

dlconstant;)
is_constant,(constant;)

dcompy (dty;(xy), . . ,Atilx)))

9 o comp;

Vx. is_comp,(x) => is_comp(x)
Yx. is_const(x) = is_const;(x)
Vx. is_consti(x') ®> is_comp,(x)

d o is_comp,
d o is_const;
d o is_const;

s
s ft

] a(dtu‘q)) ALLA é(dtm(x,k))

# is_comp, © comp;

2 ff
2
s ff

5 d o is_comp,
® d o is_const;
# 3 o is_comp,

d{comp,(x;,..,.xp)) => sel; {comp;(x},.,xn)) & x,

for kgl
for ifj

for rsl,.,n,

Axiom (1) is a mere transcription of the type definition. It contains the basic information about the
type structure; therefore, it will be called the characterizing function of the type. The goal is to prove
that it is a retract. However, this cannot be done without further specifying the primitives occurring
in (1) by adding axioms expressing the statements a)-c). They make sure that the recognizers for the
subtypes are complementary (axiom 4) and thiat they are defined exactly for the elements of the type
(axiom 5). Axioms no. 6 state the generic nature of the type (This is equivalent to saying that
constructor and selector functions are essentially tupling and projections). All constructors are
assumed to be strict in each argument and total for arguments of correct types (axioms 3).

Example: The data type definiticn for (homogeneous) sequences

Seq i= emplyseq | mkseq(hd:Atom, tl:Seq)

will generate the axioms

(s1)

(s2)
(S3)
(S4)
(S5)
(S6)
(S7)
(s8)

seq * [oa¢S. [Ax. is_emplyseq(x) > emplyseq,
is.mksegq(x) > mkseg(atom(hd(x)), S(tI(x))),

1]]

where atom is the characterizing function for the data type Atom,

d{emptyseq) s #
is_emptyseqlemplyseq) = #

Vx y. d(mksag(stom(x), seqly))) = d(atom(x)) A d(seqly))

d o mkseq ® is_mkseq o mkseq
is.omplyseq 8 =~ o is_mkseq

Vx y. d(mkseq(x,y)) s> hd(mkseq(x,y)) s x
Vx y. d{mkseq(x,y}) => t(mkseq(x,y)) 5 y

Any type t; that occurs in the definition of another type t; is considered a base type for t, The notion
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"base type" does not imply "basic" or "simpler"; on the contrary, since mutual dependence of data
typer is permitted, 1, itself may be a base type for t, (hence the relation “is-base-type-of" is only a
quasi-order). If data types are mutually dependent the corresponding characterizing functions forn
2 system of mutually recursive functions. Those base types that do not depend on the type to be
defined are called generating types (in fact, they generate the type in an algebraic sence; see the
following sub-section).

At this point it has to be clarified what it means for a characteristic function to be a retraction. The
logical type of type is (type-stype). In order to make it a function in I the primitives (constants,
constructors and selectors etc.) have to be specified as elements of 1. This amounts to defining a mode!
of (the axioms descriving) the data type in 1. However, the retraction property can be proved just
from the axioms; more precisely, what can be provec is that type is an "abstract retraction”, meaning
that every model is a retraction. All the models will be isomorphic retractions (in the categorical
sense). Thus the abstract retraction represents an zquivalence class of ob jects in R.

It should be noted that the standard representation of data types in a LCF-like language is by
"domain equations” {involving + and x ; see [Sc2]). For example, the data type Seq of sequences of
atoms is completely specified by the least fixed point of the equation

(i) Seq = emptyseq :* (Atom :x Seq)

(where :+ and :x are strict versions of + and x) given a representation of the type Atom and the
constant emptyseq. However, we do not follow this line. The syntax of data type definitions, as given
in the preceding section, involves constructors and selectors; they are the primitives for defining
functions operating on the data type. But they do not appear in (i), in fact, (i) is an implementation
of the data type Seq (by funct'ions in 1) rather than an abstract definition; the primitives are hidden
in the construction of sum and product. In order to keep the previous higher level of abstraction
the primitives have to be axiomatized, as has been done for special tvpes in [Nell Although an
axiomatization as in definition 3.1 is by far less elegant than a definition like (i) it is more
appropriate for the purpose of program specification.

Incidentally, this discussion shows that every (generic) data type has the following standard model:
The data type definition
type := constant; | ... | constant, | comptype, | .. .| comptype,
with '
comptype, i= compy(sely;dly;, ... selidl,)  for kel,.,n
is simply tianslated into
type :a ff 2o, . 3¢ 8t 20 comp; i+ ... 1+ comp,
with
comp :m (dty; sx .. ix diy)  for kel,.,n

It is easy to figure out what the primitives look like, and the proof that the axioms of definition 3.1
hold 1s straightforward.
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Lemma 3.2: type is strict.

Proof: Simple consequence of the fact that all functions involved are strict (by definition).
T heorem 3.3: type ‘s a retract if all base types of type are retracts.

Proof: See appendix A.3.

From the characterizing funct.on of a type we are going to derive a variety of function definition
schemes and functions. In particular, a type predicate (characteristic function) is_type can be derived
which yields &t exactly for the defined elements of the type, i.e. which satisfies:

Vx. is_type(x) => type(x) = x
Vx. is_type(x) = d(x) » &
and
type(x) s x, dix) m tt |- is_type(x)s t

This predicate will be discussed in greater detail in the following subsection.

For a recursive data type we can derive the standard structural induction rule from the
characterizing function (the retraction).

Theorem 3.4 (Structural Induction):
For a recursive data type type defined by

type := constant; | .. .| constant,, | comptype, | .. .| comptype,

with
comptype, :s comp,(sely;idly;, .. selidly)  for kel,.,n

there is an induction rule that allows to cbnclude
Q |- Vx. is_type(x) s> Pix)

(where the conclusion is meant to be a wff involving x each of whose awff's is prefixed by
Vx. is_type(x) . . ) from the following antecedents:

(a) For each constant constant;, (isl,.,m)

Q |- Plconstant)

e s S T
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(b) For each composed subtype complypey (ks 1,..,n)

Q Plykjph - - » Slcompy(..)) etk |- Plcomp,(..))

with an antecedent Plyyp) for each recursi~n arguments, ie. for those arguments of comp, with

dt,; s type .

Proof: see appendix A.3.
For example, the induction rule corresponding to the characterizing function seq is

P(emptyseq) Ply), S(mkseq(x,y))stt |= P{mkseqix,y))

Vx. is_seq(x) »> P(x)

Note that the constructor arguments in the induction step need not be restricted by type predicates
(the restriction is implied by the definedness predicate). A discussion of other forms of the induction
rule that involve the retraction can be found in appendix A.3.

As mentionad zbove, the t/pe definition for seq is a type scheme, defining a data type for any type
dtype. This means that in the corresponding retraction seq the retract atom can be replaced by any
other retract. We therefore can defne the functional

seqof :s [X type. [«S. [Ax. is_emplyseq(x) > emptyseq,
is_mkseq(x) ® mkseq(type(hd(x)), S(tix))),

1]

By theorem 3.3 seqof(type) is a retract for any retract type. In other word, seqof maps retracts on
retracts. Obviously, any generic type construction yields such a mapping on retracts. Properties of
these functionals will be studied in the following subsection.

3.3  Algebraic Interpretation of Data Types

Interpreting data types in terms of universal algebra helps to clarify certain concepts and properties.
As a data type may involve several subtypes and functions of heterogeneous type the appropriate
notion is that of "heterogeneous algebra” (Birkho ana Lipsom [BI]; see also Higgins [Hi]).

Definition 3.5 (Heterogeneous algebra)
A heterogeneous algebra A consists of
- a family (Ap;y of (non-empty) sets; the A, are called phyla.
a family (f)ex of operations; for each f, there is an associated tupel

index, = (ikl' . vjknlﬁ iknkol) of elements of J.
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The index of the operation f, indicates the phyla from which the arguments of f, are taken (1.e. the
argument types) and the target phylum. nk is the arity of i (possibly 0). In the present framework,
the index is simply the type of the operatior.

The triple (J,K, (indexidyex) 15 called the signature of the algebra; it characterizes the basic structure.
Algebras are called similar if they have the same signature. As the structure of similar algebras is
comparable, it is possible to define structure-preserving mappings between them.

Definition 3.6 (Homomorphism)
Let A= ((A)e) (k) and B = ((B)e (g )k Dbe similar algebras. A homomorphism h from

A to B is a family of mappings (h)), such that h; maps A; into B, and for each keK
hjnk.|(fk(a|. o ,im)) L Eu(h,l(M). . .hmk(ank))

where index, = (jjy - - vink$ joke1) -

As mentioned in the previous section, a data type (or: its domain) forms a complcte lattice. So, the
appropriate algebraic structure is that of a heterogeneous lattice-algebra. Although the lattice
structure of the domains considersd here is not very interesting - apart from the elements L and T
the domains are flat - we have to take it into account by requiring that all functions preserve the
lattice structure. However, because of the simple structure it is sufficient to require that all functions
involved i the algebraic structure, ie the operations, are strict and total. Similarly, all the
mappings h, constituting a homomorphism have to be strict (it is, however, not necessary to assume
totality). Hencefor'k, these assumption will be made throughout the remainder of the paper.

Example. The data type Seq, regarded as a heterogeneous algebra, consists of the two phyla atom and
seq and operations

emptyseq: 0 = seq (nullary)
mkseq: atomxseq = seq.

The axioms in the previous section indicate that a data type corresponds to an absolutely free {or

_ "generic") algebra which is generated by the constants, the base types and the constructor functions

as operations. As it is well-known in algebra, an absolutely free algebra has characterizing universal

properties:

(1) There is (upto isomorphisms) only one absolutely free algebra for given generating base types and
operations.

(2)  Any homomorphism from an absolutely free algebra F into another algebra A of the same type (in
the algebraic sense) is determined uniquely by functions mapping the generating sets into A.
Properties (1) and (2) can be proved in LCF for each (free) data type without relying on an
algebraic interpretation. It is these properties we are going to exploit.
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In order to define a homomorphism it is sufficient to map the base types into target sets and the
constructors onto operations on the target structure. Then, by property (2) there is a unique function
that homomorphically extends the base function(s). Due to the fact that in LCF homomorphisms can
be "pushed through" conditionals, homomorphic extension is representable by a simple modification
of the function characterizing the data type: we have only to replace the base type retracts by the
base functions and the constructors by the operations on the target algebra.

To continue our example based on the data type seq, we notice that a homomorphism from seq into
an appropriate algebra is determined completely by

a) a constant that is the image of emplyseq,

b) a function that maps the base type stom into the corresponding set, and

¢) a binary operation on the target algebra.

In LCF, this is written as the functional

Sfun :s [\ f const op. [e¢ S. [Ax. is_emptyseq(x) = const,
it.?;]soq(x) 2 op(f(hdix)), S(ti(x))),
4 .

Assume R ir the target structure with phyla R; and Ry, ¢ an element of Ry, op : RjxRz < R, a binary
operation .nd fun a function from stom to R, Then property (2) above yields the following
theorem:

T heorem 3.7: F t» Sfun(fun,c,0p) is the unique homomorphic extension of fun with respect to ¢ and op,
ie, it is the only homomorphism from seq to R with F(emplyseq) s ¢ and
F o mkseq = [Ax y.op(fun(x),F(y)].

The proof is straightforward; it crucially depends on the “freeness” of the type definition (i.e. axioms
(S7), (S8)) which is necessary to establith the homomorphism property of F.

A simple example is the type predicate (characteristic function) for seq: The function is_seq: seq>T
with
is_seq(x)stt iff seq(x)sx and d(x)stt

is definable simply by extending the type predicate is_atom of the generating base type to a

homomorphism into T:
is_seq & Sfun(is_atom,it,A)

A further property of the homomorphic extension functional Sfun is that it carries over a structural
induction rule from the source domain. E.g for sequences:

P{c) Ply), olopix,y))stt |- Plopix,y))

Y z.is_seq(z) = P(F(z))

s

T R R L T ] e




Abstract Data Types in the Type Free Logic 3.9

thus permitting induction on (target) domains originally not structured appropriately.

The mathematical content of the discussion on interpreting data types as absolutely fiee algebras
and the homomorphic extension functionals amounts to a well-established fact known from category
theory: the correspondence between fiee constructions (free ob jects) and representable functors. The
pair (Sdom,Sfun) defines a functor from R into a subcategory of R of “suitably structured” rerracts.
The point is that this correspondence can be established within the framework of LCF. Due to the
fact that everything is represented as LCF terms, ob jects and morphisms as well as functors, it allows
to carry out mechanically assisted proofs rather easily. For the time being, theorems like the one
mentioned above have to be proved in LCF for each data type separately, although the structure of
the proof is always the same. Hov'ever, there is some hope that formal proofs of general statements
about, e.g., all generic data types v1ll be feasible using a metatheory of LCF being developed on the
basis of representing the LCF notions as data types (see section 6 for part of the data type
definition).

The usefulness of homomorphisms as a structuring principle has Leen observed elsewhere, in
particular in the context of program translation [Mo, MiW]} However, though homomorphic
extension is a rather powerful schen for function definition it is by far not powerful enough. It
turns out that properties similar to those proved for homomorphic extension can be shown for a
more general class of definition schemes; this will be discussed in section 5.

3.4 Non-generic Data Types

Although the class of generic data types covers many of the structures needed in programming it is
not comprehensive enough. Relaxing the restriction to generic structures is tantamount to, in
algebraic terms, allowing to add i. rther relations to a type definition. In a way, the generic data types
can be regarded as the “context free types," and adding relations as “introducing context." In the
context of this paper it is sensible to consider only relations that are expressible as recursive
predicates. '

The general method will be discussed by means of an example. Let norep(x) be a predicate on
sequences which is true iff x does not contain repetitions of elements (the explicite definition is
straightforward). Then the data type norepseq of "sequences without repetitions” is just the
restriction of seq by norep. The new type can be represented in the following way: Whenever an
element is added to a sequence it is checked first if it already occurs in it, in which case nothing is
done. That is, if the constructor mkseq is modified to

mknorepseq :s [Ax y. norep(mkseq(x,y)) > mkseq(x,y), y)

then all sequences constructed by mknorepseq have the “no-repetition” property, i.e. they satisfy the
predicate norep. This is just another application of the homomorphic extension functional: The
range of the function
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norepseq i Sfun(dtype, emplyseq, mknorepseq)

is exactly the desired subset of sejuences without repetitions (it is obvious that only elements of seq
are constructed). In other words, norepseq represents ordered sets of elements of type diype.
Obviously, norepseq is a refract of seq; Since norepseq defines a subdomain of seq it is also a retract
of 1, which means that norepseq makes sense (in the present context) as a data type. This
construction for new retracts Works at least In the case where a new type is defined by a restrictive
predicate. The full extend of the method, however, needs to be explored further. Itis con jected that
any data type (given a reasonable definition in terms of computability) is representable as a retract of
a generic type; this would parallel the fact that, in formal language theory, any recursively
enumerable set is the image of context free zes under suitable mappings.

3.5 An Example: Infix to Post-fix Trauslation

As an example we show how to generate a function that translates arithmetical expressions from
infix to postfix notation (the example was suggested by JAllen). The abstract syntax of the
structures is defined by

exp :s mklexp(te:term) | mksexp(su:exp, supiterm)
term :m mkfterm(tf:fact) | mkpterm(pr,:term, praifact)
fact 1a mkviact(fviver) | mkefect(feiexp)

and
post = mhvpost(pvivar) | mksum(s :post, s:post) | mkprod(p,:post, paipost)

which may be thought of as abstraction from the "concrete” infix grammar

Coxp> = Cexp) 's term> | <term>
Qerm> i= Ctermd 'x (fact> | <fact
act) m <vard | '( <oxpd ")

and the nostfix grammar
(posty = (vard | <posh <post> '+ | <post> <post> 'x

Now, the problem is find 2 funciion that translates variables into variables and infix-sums and
infix-products into postfix-sums and postfix-products resp. This is a simple example of a
homomorphism between heterogeneous algebras. The algebra Exp includes the 4 phyla exp, term, fact
and var, the algebra Post the phyla post and var. The homomorphism maps exp, term and fact into
the phylum post and var onto var, that is, the homomorphism consists of 4 mappings

ids var = var
Texp: exp - post
Tterm: term = post
Ttact: fact = post
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These mappings have to respect the corresponding algebraic operations

mksexp:  expxterm = exp <=> mksum : postxpost = post
mkpterm: termxfact = term <=> mkprod: postxpost = post
mkvfact:  var = fact <=> mkvpost: var = post

i.e, they must satisfy equivalences
Texp(mksexp(x,y)) s mksum(Texp(x), Tterm(y))

etc. Since the distinction between exp, term and fact disappears in Post, the “operations”
corresponding to mktexp, mkfterm and mkefact are just identities on post. Having established all the
algebraic corresj ondences, homomorphic extension immediately yields the desired functions (slightly
simplified):

Texp & [«E. [Xx. is_texp{x) > Tterm{te(x)),
is_sexp(x) @ mksum(E(su; (x}), Tterm(su,(x))),

1]}

Tterm s [o«F. [Ax. is_ftarm(x) o Tfact(ti(x)),
is_pterm{x) > mkprod(F (pr,(x)), Tfact(pr,(x))),

1]]

Tfact = [Ax. is_vfact{x) > mkvpost{var(fv(x))},
is_efact{x) @ Texp(fe(x)),
4]
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4.  Elements of a Problem Specification Language

This section 1s devoted to discussing a rudimentary “problem specification language." The language
consists of the terms of typed LCF, augmented by certain constructions that are considered natural
or helpful for concise specification of problems or, more precisely, functions over data types. The
main extension is a first-order like calculus that enables to talk about sets and quantification in a way
consistent with the computational logic. s an extension of the LCF terms in their typed form. Using
.he definition techniques developed in the preceding section, the added constructions are interpreted
a¢ LCF terms which gives them the intended meaning as computation rules or "programs.”

4.1  Sets, Set Operatinons and Quantification

Syntax

Types. The language is tyned, i.e. a type is associated with each term. There is a predefined type:
T, the domain of truth values. New types can be defined explicitly as data types (see below). For
each type t we have a type setof(t) denoting the powerset type "sets of elements of type t". More
formally:

Definition 4.1 (Types):
(1) Tisa type
(2) Data types are types.
(3) If t; and t; are types, then (t21)) is 2 type (the type of functions from t; to t)).
(4) If tis atype then setof(t) is a type.
(5) These are all the types.

Types built by (4) are called set types. No data type is a set type. Although types are not sets, we use
the type name also to denote the set of individuals of that type. There are no equalities between
types; different type expressions, in particular different type names, denote different types.

Note the distinction between "types" and "data types". Types are the sorts in the logic, whereas the
notion data type is used more in the sense of data types in programming languages which involves
certain assumptions about the (internal) structure of the typed objects. By (2) in definition 4.1 data
types are assumed to coincide with certain logical types.

Terins. We use the notation s:t to denote a term s of type t. If t is a set type then e:t is called set
term. All LCF terms (1 - 6) are terms of our language (cf. (Mil] and appendix A.l.1). Beside the
LCF terms the language includes terms for expressions involving sets and bounded quantification

(7-9)

Definition 4.2 (Terms):
(1) The constants 4, &, ff, T are terms of type T.
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. (2) Any identifier is a term.
(3) If st =1, and x:t; are terms then s(x)itz is a term.
(4) M x:t; 1s an identifier and s:ty Is a term then Das(x)]: ty=t; is a term.
(%) If p:T, q,rst are terms then {poq,r)it is a term.

' (6) If x:t is an identifier and s:t a term then [«x.8)it is a term.
(7) § x:t is an identifier and S:setof(t) a set term then (x€S):T is a term.
(8) If x:t is an identfer, S:setf(t) a set term and P:t=T a predicate term then (Vx¢S. P(x)): T
and (3x€S. P(x)): T are truth value terms.

(9) These are all the terms

As usuzl parentheses and brackets can be omitied as long as parsing is unambiguous. The notions
awff and wf are used as in typed LCF (see appendix AL

Note that the use of the sign V for quantification in (8) cannot be confused with the use of V in
abbreviations for Axtzixs. The former always requires a restricting set whereas the wft-V is never
restricted.

Semantics

1 . The aim is to interpret the extended typed language in the .ype free calculus. This is done by
showing that every type corresponds to a retract in tfLCF. Since the representation of data types as
retracts has already been discussed, 1t remains to show how sets are to be represented. Based on the
set representation we then have to find interpretations for the set operations and quantifications.

The rnost common way of introducing sets into an environment of structures is by representing them
as sequences (linear lists) of non-repeating elements. As we are not interested in axiomatizing set
theory but rather look for convenient definition of function meanings we rely on such a
representation in LCF (cf. [Nell. It will turn out later that sets are needed mainly as a conceptual
{ intermediate step which can be eliminated in actual "programs”. Besides, representing sets by X
sequences fits nicely into the algebraic framework. Actually, what is to be represented is a rather
restricted kind of sets: we are only dealing with homogeneous and computable (mainly even finite)
sets. However, the required homogeneity is not really restrictive as one can always define the "sum

| type.”

The first step is to define a membership predicate x¢S for sequsnces, yielding t if x occurs in S and ff
| otherwise (if it is defined). It is definable as a homomorphism from Seq into T by homomorphically
extending equality on atoms:

i ¢ :5 [Ax. Sfun([Ay.xsy], f, v))

Note that ¢ is defined for appropriate types only; if x does not have the same type as the elements of
S, = 1s undefined, thus also x€S.

e e e Tt
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Using the predicate € a function U; on atom x seq is definable by
U, = [Ax S. x¢§ 3 S, mkseq(x,5)]

U, guarantees that elements already occurring in a sequence will not be added; sequences built up
using U, are those directly representing sets. if Seq is the a.ta type of sequences of elements of type
t, the type setof(t) is the image of Seq under the homomorphism

set :3 Sfun{id, emptyseq, V).

Moreover, set is a retract on seq; it defines the same subdomain of seq as the function no apseq
discussed in subsection 3.4. setoi(t) corresponds to the subset of sequences without repetitions of
elements. (However, it is not = subalgebra of seq) From this it tcllows that functions defined on Seq
are equally defined on setof(1). Furthermore, the (generic) structure of Seq can be used for defining
functions on setof(t). Mere specifically, we have the embedding Iset: setof(t) = seq with

sot o isel 8 idyy -

Thus, any function f:seq =+ D can be restricted to set by composing with iset. In this way, the
predicate ¢ defined above becomes the set-theoretic element relation. Similarly, we obtain an
interpretation of quantified terms by applying homomorphic extension to any predicate P. Let
operators all and exist be defined by

all s [AP.Sfun(P, ff, A)

exist := [AP.Sfun(P, ff, v)
Then

Vx€S. P(x) := ali(P,S)
and

Ix€S. P(x) 3 exist(P,S).

Note that this form of quantification is well-defined if S and P are defined; since L or T is never an
element of a set, it will not appear in quantifications (and cause a non-defined truth value).
Furthermore, a quantified term denotes a computable function if the predicate P and the term
denoting the restricting set S are computable, which is guaranteed by the way terms can be built up.

Using these constructs set inclusion is easily expressed by
§;cS; 3 VxeS; x¢§,
and similarly set equality by the "extensionality” property
Si® S, 1z (VX€S; x¢S)) A (VxeS) x€S;)

Note again that these relations will be undefined for sets over different types. The empty set is the
image under set of the empty sequence; we will identify the former with the latter.

= T - Pttt f P B R e o
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The function U;, taken as a function from txsetof(t) to setof(*), inserts a single element into a set;

extending this function homomorphically in the first argument yields ordinary set union U. As a
short hand notation we will use U, for n-ary union (n-1-fold composition of U).

Similarly, set intersection and set difference are defirible by means of the function
remove: 1 xsetof(tl) = setof{tl) that removes an element froi - set. remove is defined by

remove s [Ax s. xés @ rem(x,s), s)

where rem is the endomorphic extension of

rem; i [Axy. xsy 3 {}, {y}).

If {x|x¢S} isused as an equivalent notation for S, the term language can be extended to include
sets that are characterized by predicates. However, one has to be careful: a set {x|P{x)} need
not be constructive even for computable P, if no domain is indicated. Therefore, predicates for set
formation have to be restricted to those based on set expressions, i.e. elementary predicates »¢S. All
other predicates have to be restrictive in the sense that they restrict a set to a subset (“filter
predicates”).

Definition 4.3 (admissibl. ot pred.cates):
T he set of admissible set predicates is defined by
(1) The elementary predicates x¢S are admissible set predicates.
(2) If P is an admissible set predicate and Q any predicate, then PAQ is an admissible set
predicate.
(3) If P and Q are admissible set predicates, then PvQ and P\Q are admissible set predicates.

Lemma 4.4:
If P and Q are admissible set predicates, then

{x|PIVQX)} & {x|PxX)}V{x]Qx)}
{xIPOAQX)} & {x|PX)}N{x]|Qx)}

and

It can be shown that the operations defined here have most of the standard properties. However, the
well-known problems caused by only partial recursive predicates still remain. For example,
~ {Vx€S.P(x)) s 3x¢€S.=~P(x)

is true only if P is total on the domain under consideration.

It is obvious that the representation of sets and set operations provide a model for a theory of (finite)
sets. In particular, a first-order like calculus based on the restricted quantifiers is available for
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proving properties of functions. Note that this calculus is constructive in the sense that all
expressions denote computable functions (cf. {Co)).

As the type system does not include basic set types, sets have to be generated from ob jects that are
not sets. There is a canonical way of deriving set-valued functions from types. Recall that a type t,
is a base type for a data type t, if it occurs in its definition. For each type t; that is a base type for t,

a function
sot_of _t: t; = setot(t)

is obtained by homomorphically extending the mapping base-type - singleton-set. More precisely, in
the homomorphic extension constructors are replaced by set union (with appropriate arity); those
parts of a structure that do not involve elements of type t are mapped onto the empty set. An

example can be found in section 5.

4.2  Schemes for Function Definition

In section 3 we introduced a method called "homomorphic extension” for defining new functions
over a data type. A particularly simple special case of this method is the endomor phic extension of a
function. An endomorphism is a homomorphism from an algebra into itself. Since all the algebraic
operations remain unchanged, the orly parameters of endomorphic extension are the functions on
the base types to be extended. A typical example is substitution of terms for variables. Recall the
data type definition for binary trees over atoms from section 3:

bintree := mkbt(sub:atom) | ccmp(fir:bintree, secibintres)

where atom is the generating base type. The corresponding endomorphic extension functional is

BTend :z [Af. [«E. [Ax. is_mkbt(x) > f(atom(sub(x))),
is_comp(x) = comp(E(fir(x)), E(saclx))),

11]]

Now, if we want to solve the problem
“Find a function varsubst: bintree = bintree such that varsubst replaces all atoms in a binary

tree by their values under the function varsub: atom = bintree,"

then a solution is simply
varsubst # JTend(varsub),

and this solution is even unique, as it was shown in section 3.

So far, we have been looking at homomorphisms only. Unfortunately, many interesting functions
can not be represented as homomorphisms. But we can apply a similar definition technique to a
larger class of functions simply by explicitly stating the non-homomorphic part of the function and
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using the extension functional for the homomorphic rest. This situation occurs often with data types
which include several composed subtypes; an example can be found in the next section.

The functionals derived from a data type definition (for homomorphic, endomorphic extension etc.)
not only permit definition of new funct:ons in a concise way, they also facilitate proving properties.
In fact, certain properties of those functions derive from properties of the functionals, like the
induction proof rule already mentioned above.

Lemma 4.5:
If the argument functions of an extension functional are strict/total then the resulting function is
strict'total.

Note that totality entails that any program derived {rom a function by “meaning-preserving"”
transformations terminates on defined inputs.

There are other definition schemes that hitherto have defied a natural algebraic interpretation.
Consider, for example, the following form of function iteration. Let the expression

[Vx¢S ¢ f(x,2)]

be interpreted as "For each x in S apply [Ay.f(xy)] to 2" This can be made more precise by a
recursion on the sequence representing S:

[AS z. [Vx€S @ f{x,2)]] & [«F. [AS = is_emplyseq(S) 2 2, F(tI(S), f(hd(S), 2))])

However, this interpretation causes some problems. In order to be a conservative extension of t..e
specification language as defined so far the given interpretation has to be consistent with the notions
introduced previously. In particular, if two sets S and S’ are equal one would expect

Vx € S: f(x,2) = Vx €8' f(x,2)

This implies that the applications of the f(x,.) must be independent of the particular representation
of S, ie. the "hidden order” on S ; or, at least, it must be guaranteed that the sequence of
applications of f can be executed in any order. This virtually restricts applicability of the
construction; in many cases it may nct be easy or even possible to verify this kind of commutativity.
Although operators like function iteration are necessary to make the specification language powerful
enough, they will not be discussed further in this paper.

4.3  Trausformation of Function Definitions into Programs
So far we have been discussing methods for defining functions over structured data and their
interpretation in LCF. Now, every LCF term also has an interpretation as a computation rule for
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the function denoted by it. Given such an interpreter for LCF this allows to compute all the
functions definable in the language. However, the resulting computations would be quite inefficient,
in particular because of nestings of unnecessary recursions resulting from direct interpretation of the
constructs. Consider, for example, the expression

Fly) = VxeS(y). P(x)

where the type of y is the data type list as defined above and S the standard set-valued function
set_of_atom. Since list is a recursive type, one recursion is required to compute S{y) and another ore
to compute the quantified expression; but we can do much better by utilizing the underlying
algebraic structure. Note that the value of F is determined by the values of P(x); moreover, we have

P t F o mkbt

which means that F is a homomorphic extension of P. Because of the uniqueness property it follows
that

F = BThom(P, A)

where BThom is the homomorphic extension functional for bintres. This means that F can be
replaced by an equivalent function that involves only one recursion. Apart from that, the explicit

representation of the set S(y) is eliminated.

This is an example of how the algebraic concepts can be used to simplify function definitions
considerably. It shows that the interpretation of the specification language is not a case of simple
macro expansion, but a possibly non-deterministic process of simplifying expressions in a suitable
way, which is similar to, e.g, theorem proving. More heuristic methods for recursion removal have
been studied by R. Burstall and J. Darlington [*.D].

The reguiar expression structure that results frcm defining functions by means of definition schemes
is of advantage at all levels of program development. Apart from the techniques for proving
properties about them (see above) it permits uniform application of optimizing transformations, like
replacing recursion by iteration. Even at the implementation level it can be advantageous. For
example, functions defined by endomorphic extension can be implemented in such a way that no
additional storage (fcr data) is required (cf. selective updating in [Ho)). If it has been proved that
the transformation and implementation techniques preserve meanings, then the “"correctness” of
resulting programs can be guaranteed. Meaning preserving transformations will be :tudied in
greater detail in a subsequent paper.
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An Example: Substitution with «-Conversion

5.1  The Data Types
In the example now to be discussed we have four data types, defined by

term

bvar
const

is mketerm(constof:const) |
mkvierm(varofivar) |
mkapr ly(funeof:term, argeofiterm) |
mklambda(bvarof:bvar, termofiterm) |
mkmu(bvarof:bvar, termof:term) |
mkeond(condof:term, trueeof:term, falseeofiierm)

s mkbvar(varof:var)

oy | tt

ff | oo

var is taken as basic and not further specified.

The reader will notice that these data types represent the abstract syntax of LCF terms. In algebraic
terms the types form a heterogeneous algebra with the four phyla term, bvar, var, and const and

operations

(opl)
(op2)
(0p3)
(op4)
(op5)
(op6)
(op7)

mketerm:
mkvterm:
mkapply:
mklambda:
mkmus
mkeond:
mkbvar:

const = term

var = term

termxterm = term
bvarxterm = term
bvarxterm = term
termxtermxterm = term
var = bvar

The generating phyla (data types) are const and var. Obviously the phyla var and bvar are
isomorphic; the reason for introducing the data type bvar is that it is more convenient to separate the
binding occurrences of variables from the other ones.

From the data type definitions the following characterizing functions are generated:

term i= [eF. [Ax.is_const(x) > mketerm(const{constof(x;,

is_mkvierm(x) > mkvterm(var(varof(x)),

is_mkapply(x) > mkapply(F(funeof(x), F(argeof(x))),
is_mklambda(x) > mklambda(bvar (bvarof(x)), F(termof(x))),
is_mkmu(x) > mkmu(bvar(bvarof(x)), F{termof(x))),

is_r]n]kcond(x) > mkeond(F (condof(x)), F(trueof(x)), F(falseot(x))),
1

bvar := [Ax. mkbvar(var(varof(x)))]

In order to define a homomorphism we have to supply 7 operations of appropriate types. 6 of them
correspond to the constructors occurring in the characteristic function term; the last one is to replace
mkbvar. By substituting the characteristic func.ion for bvar in term we obtain an expression that
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includes all operations and completely defines homomorphic extension. For endomorphic extension
only the operations on the generating subtypes (ie. opl, op2 and op7) are required. Let

termhom :5 [\ opl op2 .. op7. [«F. . ]] 4
and
termend := [\ opl op2 op7. [«F. . ]]

be the functionals for homomorphic and endomaorphic extension. 3

5.2 The Problem

We want to formalize the following (cf.{A W]).
Replace any free occurence of the variable v in the expression (term) o by the term t after
renaming bound variables in e :uitably (i.e. so that no free variable in t will become bound in )
(a common notation is e[t/v]).

What is described above is the basic conversion rule of the A-calculus as it is incorporated in the
LCF system. It may be desirable to have a system that is smart enough to understand this
description of substitution and to translate it frem English into © progiamming language. At
present, such a system is not available. It would require knowledge about what exactly is meant by
"free occurrence”, "replace”, “renaming” etc. For the time being we have to be satisfied with specifying
those notions in some kind of formal language and having a less ambituous system transform the
specification statements into executable code. In any case, we need a formal definition in order to be
able to prove anything about the funct.on.

We construct a function subst: varxtermxterm = term by stepwise specifying the informal notion in
our language. Let subst be defined by

subst :s [Av t . substfree(v, t, renamebvar(e,t))] i
where

substfree(v,t,e) := "replace all free occurences of v in e by t"

renamebvar(e,t) ;= "rename bound variables in e that occur free in t appropriately”

a) bound variables in term. The function boundvarsin: term - setof(var) returns a set of variables for
which there is a binding occurrence in the term. This is just the standard set function set-of-bvar
composed with the isomorphism variso from bvar to var, extended to sets. Here we can see how the
separation of the type bvar from var facilitates definition of set-valued functions. set-of-bvar is the
homomorphism defined by the operations ,

b, :s by iz [Ax. {}] (empty set)

b3 iz bd 8 b5 ta U

be = U3

by :a [Ax. {x}] (singleton map)
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ie, set-of=bvar = termhom(b,, . . .b;).
Then
boundvarsin :s variso o set=of=bvar

b) free variables in term. The standard function set-of=vars returns ail occuring variables regardless
of whether they are free or not. So we have to update that function appropriately to get a function
that returns only free variables. If we had separated the A- and a-terms from the type term we could
use a standard set-of-dtype function for defining freevarsin. Instead, we define it directly as as a
homomorphism

freevarsin: term = selof(var).
Using the set-valued functions

f 00 D )]
fp 25 f7 13 [Ax. {x}]

fa s U

fqim f5 im [Axy. y\x) (set difference)
fe 2 Uy

the function is definable by

freevarsin :s termhom(f,, . . ,f;)

¢) Renaming bound variables. We need a function newvar that “invents" new variables (which do not
occur in either e or 1). Strictly speaking the existence of newvar depends on a function that
enumerates all variables and returns the first element with a certain property. In any practical
implementation we "know" ail the variable names available to the user, so a function that generates
new names is available. In the abstract context it is sufficient to assume the existence of a strict and
total function newvar that returns a variable with the property

= newvar(v,e,t) € varsin(e) U varsin(t) U {v}.
Using this function we can specify renaming of bound variables:
renamsvar(e,) :s "rename in e each variable that occurs free in \ and bound in "

formally:

renamevar e [Ae 1. [Vx € freevarsin(t) N bvarsin(e) : rename(i,x,e)]]
rename 13 [AL [Ax o. termend(mkeiorm, replacevar, mkbvaroreplacevar)]]

where replacevar denotes the term [Az. zsx @ newvar(x,e,1), z). Note that the use of the iteration
construction is justified by the fact that renaming of bound variables can be done in any order; all
resulting terms are equivalent.
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d) substfree. "Free occurrence” means “not bound”, i.e. "not in the range of a A or « binding that
variable." So, in order to find occurrences of a variable v we have to search (recur in) the tree
representing the term e. Whenever we come across a A or e (that is, a mklambda or mkmu) that binds
v, we stop and return. Then any remaining occurrence of v is a free one and is to be replaced by t.
In the formal language this is expressed by a construction using a modified functional for
endomorphic extension:

substfree 8 [«S. [Av t. [Ae. is_mkvtarm(e) o varof(e)sv o {6,
(is_lambda(e)vis_mu(e)) A bvarof(e)ev > o,
1arm0(S{v,1),0)1]).

Here term0 ie the operator on F that defines term, i.e. terin & [oF. [Ax. tormO(F,x)]] .

This finishes the formal speciication of the substitution function. The collection of all the function
definitions

subst :z [Av 1 e. substirea(v,t,renamevar(e,t))]

substfree tu [S. [Av 1. [Ne. is_mkvierm(e) o varof(e)sv 2 te,
(is_lambda(e)vis_mu(e)) A bvarof(e)=v > a,
term0(S(v,t),e)]1]

renamevar :x [xe t. [Vx € freevarsin(t) N bversin(e) : rename(i,x,e)]]

rename iz [\l [Ax @. termend(mkcterm, replacevar, mkbvaroreplacevar)]]

replacevar t5 [, 2zsx 2 newvar(x,e,t),2]

bvarsin 18 variso o set-of-bvar

set-of=bvar in termhom([Ax.{}], [Ax.{}], U, VU, VU, Ug, [Ax.{x}])

freevarsin o termhom([Ax.{}], [Ax.{x}], U, \, \, V3, [Ax.{x}])

is somewhat longer than the informal description in English, yet it is complete in the sense that a
sufficiently smart system can transform it into a reasonably efficient program, using transformations
of the sort indicated in the preceding section.
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6. Concluding Remarks

In this paper, the representation of abstract data types in LCF and the algebraic interpretation of
structures were discussed. This led to constructions that permit to specify functions operating on data
structures in a concise way and close to what may be considered "natural” The methods were
demonstrated in an example taken from the actual LCF system.

The construction methods considered here constitute only a first step towards an elaborated language
that will allow easy and concise definition of complex functions as they are needed in, e.g,, structure
manipulating systems. There are many directions in which the work presented here has to be
extended. Some have already been mentioned in the preceding sections: systematic extension ‘of the
system of data type; more general function definition schemes; general methods for transforming and
optimizing function definitions, in particular for remnval of redundant recursions, the translation of
logical expressions into a "real-life" programming language. In the paper, orly methods Jor explicit
function definition have been discussed. However, it appears that techniques for solving equations
that define functions implicitly can similarly be derived from the explicit representation of the data
structure by a retract. The retract could serve for guiding the search for solutions and for
structuring the resulting program. The development of such problem solving methods in the
framework of LCF has to be left to future stucies.

How much of the methods discussed here can be automated? It is obvious that the generation of the

appropriate set of axioms, of function definition schemes and rules for structural induction from the
data type definitions is straightforward and can be completely automated. Furthermore, many checks
for simplifications and transformations can be done on a purely syntactic level accessible to
automation. So it should be easy to incorporated all these features and special knowledge about the
restricted set calculus into an interactive system foi developing programs and proving theorems
about them.
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A. Appendices

A.l Logic for Computable Functions

A.1l Syntax of Typed LCF
The following is an extract taken from [Mil).

Types At bottom tr and ind are types. Further if 81 ana 42 are types then (481-482) is a type.
With each term of the logic there is an unamhiguously associated type. For a term t we write t:48 to
mean that the type associated with t is 8.

Terins (metavariables stsitl,.) The following are terms:

identifiers (metavariables x,y) - sequences of upper or lower letters and digits. We assume that
the type of each identifier is uniquely determined in some manner.

Applications - s(t) : 82, where s:81=42 and t:41.
Conditionals - (s=t1,t2) : 8, where sitr and t1,t2:4.
A-expressions - [Ax.] 3 A1-42, where x:81 and s:42.
«-expressions - [ecxs) : 8, where x,8:8.

The intended interpretation of the o-expression [ect.s] is tor minimal fixed-point of the function or
functional denotod by [Afs]. For exampie:

[oct.[Ax.(p(x)=4(alx)),b(x))]]
denotes the function defined recursively as follows:
f(x) <= it pix) then {(a(x)) else b(x).

Constants The identifiers &, ff denote truthvalues true and false. L denotes the totally undefined
obiect of any type: in particular, the undefined truthvalue.

Atomic well-formed forinulae (awffs) The following is an awff:
sct

where s and t are of the same type. The intended interpretation of set is, roughly, that t is at least as
well defined as, and consistent with, s.

Well-formed formulae (wifs) (metavariables PQP1,Ql..) Wifs are sets of zero or more awtfs,
written as lists with separating commas. They are interpreted as conjunctions. We use

wie
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sst

to abbreviate sct, tes.

Sentences Sentences are implications between wits, written
PIl-Q

or, it P is empty, just = Q

Proofs A proof is a sequence of sentences, each being derived from zero or more preceding

sentences by a rule of inference.

The strict syntax for terms and awff's is relaxed in the machine implementation to allow a scving of
parentheses and brackets. In addition, we use the abbraviation

f(x,y) for tx)(y)
Vx.tes for Ax.t = Axs
puqsr for p2qd spard

Functizns are used in infix notation where it is obvious what is meant.

A.1.2 Type free LCF

The type free version of LCF ditfers from the typed one essentially in the handling of truth values and
conditional expressions. Apart from that it also specifies the structure of the domain, Besides the truth
values there are constants T for the trutn values retract and I for the universal domain. In the

following the additional axioms and rules of inference are listed.
MAX = scT

COND |- T —*ssts

rstsT(r) st

T{s){t) s T(s)

TeToT

le[ed TUWU=]

The CASES-rule is changed to

P |- Qa/x} P I-Qit/x P - Qlf/xj P I-Q{T/x}
CASES =-esmmeeessssemsmmescescee —emeeee

P l= Q{T/x}
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Other defined standard terms:

> im [Myz.x:x:y,T,z]

- [y Azyxzxx]
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A.2 Special Functions in tfLCF

A.2.1 Definedness predicate
We want a predicate 8 such that

[» o(x)stt, xad, xsT

Define 3 by
d = upt U down

where
down s [A x. 22 4,1]

and
upt 5 [ P.[Ax (x2 tt,4t) U Px(T)H]] (s [Ax. uptf(x) = #,1])

down maps everything to . except T which goes to T :
down(x)sT |= T(x)eT |- xsT

upt maps everything to # except 4 which is mapped to 4. The desired properties of & are then
obvious.

A.2.4 istrue
Our aim is to give a function that

- maps everything on a truth value and

- gives the values & and #f exactly for the arguments # and # resp.
This function will enable us to test effectively variables for "well defined” truth values. In the type-
free logic, the simple conditional does not provide this function as it is defined “relative to the truth
values retract T ". However, we can define istrue using a limit construction. That such a definition is
possible at all is due to the fact that the truth values are isolated points in the lattice 1.

Definition: istrue = (o S. [A x. x:2 & U Slx T), ff U Six T)]]

It is easy to show by cases that

(n T c istrue

Since V x. T(x) € x we also have

(2) T o istrue < istrue

From the definition follows immediately

(3a) istrue(x)stt |- istrue(x(T)) < istrue(x)
(3b) istrue(x)sfi |- istrue(x(T)) e istrue(x)
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also

(4) T(x)sTV |- istrue(x)sTV for TVed,T

Next we show by induction on istrue

(&) Vx. istrue(x) € T(istrue(x))

[. L{x) e .. ok

II. Assume Vx. S(x) € T(istrue(x)). We have to show
x 1= fUS(x T), f US(xT) © T(istruae(x)).

By cases T(x):

T{x)z L 3 trivial
T(x)=T : implies istrue(x)= T, trivial.

Tix)att :
lhe s ## U S{x T) € &t U T(istruelx T) by Ind.Hyp.
s T(t U istrue(x T)) by L54 Mi-We
a Tl(istrue(x)).

T(x)sff : analog

With (2) we have shown

(6) istrue 3 T o istrue.

which means that the range of istrue is a set of truth-values.
On the other hand we already mentioned that

(6a) istrue(tv) a tv

holds for each truth value tv. Thus, in a short notation

(7) istrue o Ta T

i e. istrue is an identity on T. From (6) and (7) we deduce the retract property for istrue:

istrue o istrue s istrue o (T o istrue)
s (istrue © T) o istrue
(8) ‘ 2 T oistrue
= istrue
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The ultimate goal is to show

(%) istrue(x) = t |- x = &t
istrue(x) s #f |- x s #

i.e. istrue i
to do so we introduce another truth-valued function:

Definition: uptf & [« P. [ x. Tx) U Px(T)]]
By definition we have

(ut) T < uptt

We prove the following facts about uptf:
(U2) x € uptf

(9) istrue < uptf

(10) istrue(x) = tt |= uptf(x) c istrue(x)
(9) and (10) together show

(1t) istrue(x)stt {= upti(x)sit

With (U2) it follows that

(12) xect

on the other hand, since t s T(x) € x we have

(13) istrue(x) s & |- x s t.

The proof for the corresponding statement for #f follows the same line.

A.3 Structural induction

s a truth-valued function that gives the values tt or f exactly for ¢ and # resp. In order

The basic idea of how to do structural induction in LCF is that it can actually be simulated if a
recursive function "describing” the structure is available. For the kin of structures we are interested
in in this paper the retraction constructed from the type definition serves this purpose. So, structural
induction becomes a mere application of computational induction. The derivation of the induction

rul

e as in theorem 3.x is done in two steps: 1) first derive a rule involving the retraction; 2) modify

the rule in 1) by using the type-predicate. Since proving the rule in full generality would be rather
tedious, it is demonstrate by means of the example seq.
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Recall that seq is defined by the retraction

seq & [«S. [Ax. is_omptyseq(x) > emplycaq,
is_mkseq(x) > mkseg{atom(hd(x)), S(ti(x))),
4]]

First, we prove the rule

(a;) P(1) (az) P(T) (ag) Plemptyseq)  (ag) Vx.Ply) |- Vx.P(mkseq(x,y))

P(seq(x))

where x and y do not occur in F. By computational induction, we can deduce

¥x. P(seq(x))
from
Vx. P(L x) and Vx. P(S x) |= Vx. P(tau(S)(x)).

Since
P(i x) ¢ P(L)

the base case is proved by premise (b;).

Now assume
Vx. P(S x)

In order to prove
Vx. P(tau(S)x))

we expand tau(S) to

tau(S)(x) = is_emptyseq(x) > emptyseq,
is_mkseq(x) © mkseq(atom(hdix)), S(ti(x))),
4

and split into cases which then can be deduced from appropriate premises:
is_exptyseqix) = 43 tau(S)(x) = 4 by premise (a;)

s i = emptyseq by (a3)

5T s T by (az)

s ff s case split for is.mkseq(x) : only tt is interesting:

s mkseg(atom(y),S(x)) by (a4)

Now, the rule

{(b;) Plemptyseq) (by) Ply) |- P(mkseqix,y))

Vx.is_seq(x) => P(x)

follows from (R1) by virtue of the facts that the relativizing type predicate eliminates the cases L
and T.
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