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FOREWORD 

This volume contains the papers presented at the Sixth Annual Precise Time and 
Time Interval (PTTI) Planning Meeting.  The meeting was sponsored jointly by 
NASA/Goddard Space Flight Center, the U.S. Naval Observatory, and the U.S. 
Naval Electronic Systems Command.  The meeting was held December 3-5,1974 
at the Naval Research Laboratory. 

The purposes of this meeting were to: 

a. Disseminate, coordinate, and exchange practical information associated 
with precise time and frequency; 

b. Review present and future requirements for PTTI; and 

c. Acquaint systems engineers, technicians, and managers with precise 
time and frequency technology and its problems. 

More than 300 people participated in the conference. Attendees came from vari- 
ous U.S. Government agencies, from private industry, and from several foreign 
countries and international laboratories.  Thirty-one papers were presented at 
the meeting, covering areas of navigation, communications, applications of in- 
terferometry, frequency and time standards and synchronization, and radio wave 
propagation. 

It was readily apparent that the close communication and cooperation that was 
established between various Government agencies, private Industry, and inter- 
national laboratories at previous meetings has been maintained. 

Many contributed to the success of the Meeting.  On behalf of the Executive Com- 
mittee of the Sixth PTTI Planning Meeting, I wish to acknowledge the Session 
Chairmen, speakers and authors, the members of the Technical Program Com- 
mittee and Editorial Committee and the many others who gave freely of their 
time. 

Copies of the 1972, 1973, and 1974 Proceedings may be obtained for a charge of 
$5.00 by sending a request to: 

S. C. Wardrip 
Code 814 
Goddard Space Flight Center 
Greenbelt, Md.  20771 
or Telephone 301/982-6587 

James A. Cauffman 
General Chairman 
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CALL TO SESSION 

James A. Cauffman 
Naval Electronic Systems Command 

MR. CAUFFMAN: I am Jim Cauffman from the Naval Electronic Systems Com 
mand, and it is my pleasure to call to session the Sixth Annual PTTI Planning 
Meeting.  I won't say too much about our program since it is pretty well laid 
out.   It is tutorial in nature, and hopefully it will be of benefit to many people. 

I believe that the Technical Program Committee, under Dr. Stover, did an ex- 
cellent job in selecting the papers on the program.   However, if anyone feels 
that certain topics are not adequately covered or that ary other changes would be 
beneficial, please leave your suggestions at the reservation booth so that they 
can be considered for next year's meeting. 

One of the most important benefits of this meeting is the gathering together of 
many knowledgeable and interested parties.   Because of this, I urge all attendees 
to participate in the discussion period.   To facilitate an accurate recording of 
the discussion period, we have a 5x7 card which you can use to write down your 
questions. 

What we would like is the author's name, your name, and the title of the paper, 
and then the question.   This will alleviate the problem we had last year of taking 
questions off the tape recorder and some people saying, "Gee, that is not really 
what I said." 

These forms will be available at the microphones and should be turned in at the 
registration desk. 

It is also important, I think to take note of the increased participation of repre- 
sentatives of foreign laboratories in this meeting.   PTTI is one of those unique 
fields which not only brings together scientists and engineers of different fields, 
but also of different countries.   Last year, six foreign countries were repre- 
sented; this year, there are thirteen — Argentina, Australia, Brazil, Canada, 
Chile, France, Japan, Poland, South Africa, Switzerland, Taiwan, Thailand, 
and the United Kingdom. 

I am sure this broadened international participation will be of great benefit. 

It is now with great pleasure that I call upon Dr. Alan Berman, Director of Re- 
search of the Naval Research Laboratory for our welcoming address. 
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WELCOME ADDRESS 

Dr. Alan Berman, Director of Research 
Naval Research Laboratory 

DR. BERMAN: Good murning.   As Director of Research In this laboratory, It 
Is my pleasure to welcome you.   I had the privilege of delivering a similar wel- 
coming address approximately three years ago, the last time this group met here 
at the laboratory. 

When one gives a welcoming address, it is usually one's habit to give some anec- 
dotal material to sort of set the tone.   And I recall at that time, I recounted the 
tale of an encounter I had with an Israeli General.   He was, for those of you who 
weren't here, a very pragmatic, hard-headed person as are most Israeli Re- 
search Directors.   In particular, he got to the point where he was teasing me 
about work in precision time and frequency.  And he made some sort of remark 
because he was much taken at that time with the interest in tests of general 
relativity. 

If I recall, about three years ago, people were flying cesium clocks around the 
world in different directions to try to test some of the twin paradox. 

And he went on and on and berated me.   And I tried to indicate the relevance and 
importance of precise time and frequency.   And he kind of grudgingly conceded 
that it was worth doing, but in Israel, they don't measure the age of twins. 

I met this gentleman some years later after the Arab-Israeli War, and he was 
very much sobered up.   He actually apologized to me and said "Well, we still 
don't measure the age of twins, but we feel that the work in precise time, time 
standards, played an immense part in our military applications.   We used it for 
TDOA, coding, navigation, cryptology, and one thing or another."  He had fi- 
nally seen the light and the value of much of the work. 

It was sort of amusing to look at it, but I think that one doesn't need a war, and 
one doesn't need military applications to see the relevance of the sort of work 
you are doing. 

Going through the program here and reviewing the work in the field over the past 
few years, I am Indeed impressed by two things: 

First, the broad, international participation in this meeting; 

And second, the scope of your applications and interests. 
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Precise time, and time interval measurements have played a real role in the 
coming truly of age in the area of communications.   Improvements in synchro- 
nization and time distribution technique I think are allowing a wide variety of ap- 
plications, both military and civilian. 

We here at NRL are particularly proud and interested in the work of the Naviga- 
tion Technology Satellite One.   And it is very reassuring to us to think we have 
reached a point where you actually have rubidium clocks functioning in satellites 
and that we have programs, as you will hear, looking forward into the future to 
successively install cesium clocks and eventually a hydrogen maser before the 
end of this decade. 

This will open up new frontiers, new abilities to determine time, transfer time, 
and achieve all the other things one can do. 

Aside from the military aspects of what one can achieve with improved navigation, 
synchronization, cryptology, what have you, I am still enough of a scientist and 
have enough of a scientific background to be intrigued by the ability to tell the age of 
twins — namely, one is intrigued fay the possibilities that are opened with the 
availability of precise standards to test many aspects of the theory of relativity. 

I am also extremely interested in the applications which I see you will be dis- 
cussing in your program that are applied to geophysics and astronomy.   You have 
the possibility now of observing crustal movements, possibly even using very 
long baseline interferometry to determine the possibility of earthquakes, severe 
tensions building up in continental margins or in continental crust. 

I think the possible benefits of your work are only just beginning to become vis- 
ible, and I look forward to seeing many more in the future. 

Thank you, have a good meeting. 

MR. CAUFFMAN: At this time, I would like to introduce the representative of 
our co-sponsor, NASA, Mr. Tecwyn Roberts, Director of the Networks Direc- 
torate, Goddard Space Flight Center. 
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OPENING COMMENTS 

Tecwyn Roberts, Director of Networks Directorate 
Goddard Space Flight Center 

MR. ROBERTS:  Good morning, ladies and gentlemen.   On behalf of the Goddard 
Space Flight Center, it is my pleasure to welcome you to the Sixth Annual Pre- 
cise Time and Time Interval Planning Meeting.  Goddard has been a co-sponsor 
of the PTTI meetings since 1972.   It was our pleasure to host the '72 ani the '73 
meetings. 

I am pleased that NHL is this year's host because it gives me the chance to visit 
this great facility which is known to us all.   At Goddard, we have so many people 
who were at one time with NRL that I am not sure for whom they are still 
working. 

The Goddard Space Flight Center is probably best known for its space programs 
in the fields of science and application.   This was highlighted in this past year by 
the Atmospheric Explorer Satellite and the Applications Technology Satellite. The 
latter is playing a most exciting role in the area of communicauons testing and 
educational television on a global scale. 

This, then, brings me to the part in which I am involved — the NASA Worldwide 
Tracking Satellite Network for which Goddard has the engineering and operational 
responsibility.   In this area, we are indeed indebted to our friends at the Naval 
Observatory and the Naval Research Laboratory for many cooperative efforts. 
These run the gambit from cooperation in procurement of our new cesium stand- 
ards for the NASA Network and visits to our tracking stations by Observatory 
personnel on their portable clock trips. 

The network supports many spacecraft, civilian and DOD as well as foreign. 
These spacecraft have various missions, as I said, in support of scientific proj- 
ects.   Some of these projects impose stringent time and frequency requirements. 
Our present worldwide clock synchronization requirement is about 25 microseconds. 

Upcoming projects will demand much better than this.   The Geodetic Earth-Or- 
biting Satellite (GEOS) project will require about one microsecond at selected 
sites and frequency synchronization to a few parts in 10>2. 

The Earth and Ocean Physics Applications Program (EOPAP), the major goals 
of which are earthquake hazard assessment and global surveying and mapping, 
some of the things that Dr. Berman touched on, hopes to ultimately detect crustal 
motion to within one centimeter a year.   To do this requires a station-to-station 
clock synchronization of better than one microsecond. 
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Our very long baseline interferometer program is multidisciplinazy, providing 
continental drift, polar motion, and UT1 data to the geophysical community. Ob- 
servations of the properties of quasars, pulsars and radio galaxies demand fre- 
quency stabilities approaching parts in 10ls.   This effort has drawn heavily on 
our in-house hydrogen maser development program. 

I might add that we hope to track the NRL-developed TIMATION III spacecraft 
(NTS-1) with our laser tracking network for geodetic work.   This is a stepping 
stone to the Goddard Laser Geodetic Orbiting Satellite Program, perhaps better 
known as LAGEOS. 

We are continually evaluating new techniques to meet our time and frequency re- 
quirements.   As I mentioned, we have an ongoing hydrogen maser development 
program.   We are also investigating ways to improve our network timing for 
Loran-C, Omega, and Satellite Time Transfer. 

Much of the PTTI work done at Goddard will be summarized in papers presented 
here during the next three days.   So as you can see, Goddard is very much in- 
volved in the area of PTTI.   It is through meetings such as this with the mutual 
exchange of information that enables Goddard to remain in the forefront of this 
very interesting and challenging field. 

We look forward to continued cooperation with each of you in furthering PTTI ca- 
pabilities.   I thank you for the opportunity to greet you this morning, and I par- 
ticularly thank Dr. Berman for permitting the PTTI meeting to be held here.   I 
wish you a very successful three days. 

MR. CAUFFMAN:   Now, it is with great pleasure that I introduce my boss who 
will give us the opening address, Rear Admiral Raymond J. Schneider, Com- 
mander of the Naval Electronic Systems Command. 
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OPENING ADDRESS 

Rear Adm. Raymond J. Schneider, Commander 
Naval Electronic Systems Command 

REAR ADM. SCHNEIDER:  Good morning, ladies and gentlemen.   I have a few 
prepared remarks. I intend to slightly embellish them with some unprepared 
ones. 

I particularly, as I look at the assembly, am somewhat envious of you in your 
scientific work.   Deep in my heart, I always wanted to be a scientist.   And I man- 
aged to approximate that by becoming an engineer, but it seems that in the mil- 
itary role, it is not very long after you become an engineer that you are a man- 
ager.   And from then on, you spend all your time working in fields somewhat less 
rewarding than scientific or engineering personal performance. 

Built on that little thought, I want to drive the community into a little bit of a 
challenge so that here today on behalf of my command which by its very nature 
is one of the more, I call it, exotic commands of the Navy, we have the strange 
capability of dealing with many complicated things that almost none of my peers 
understand.   There is somewhat a tendency, rue the thought, of scorning me if 
I show some ability to understand.   It seems to be unmilitary to know which end 
of a vacuum tube has the prongs on it. 

I have always felt that way since I had my nose rubbed in this business.   But I 
steel myself to believe that you can't hurt yourself by knowing what is going on. 
And so I insisted on understanding the business in my younger days.   And it led 
to this fate I now pursue. 

Let me welcome you then on behalf of the Navy's Electronic Command and the 
U.S. Navy itself to this Sixth Annual Meeting. 

I want to also extend the welcome of the United States to the foreign visitors. We 
are very proud that you would take the time to come, some from Europe and 
South America and the Orient.   We feel we have a mutual scientific interest here. 

And I also note that no one else has remembered to notice that this grand labo- 
ratory has a Commanding Officer in the person of my good friend Captain John 
Geary.   I want to thank him, along with Dr. Berman, for hosting our splendid 
meeting.   He and his staff have made these facilities available. 

I take particular pleasure in joining you who are somewhat experts in precise 
measurement of time in this scientific environment. These scientists here at 
NRL — and they are the laboratory, not the facilities — have put many new 
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scientific theories into operation, tested them, and evolved them into hardware. 
And remember hardware.  Their fields of past renown have included radar com- 
munication, navigation, chromatic control, and some secret work that we still 
don't entirely talk about, and innumerable other disciplines. 

The primary purpose of these precision time meetings is to exchange information, 
preferably scientific, although the social events may be interesting. In confer- 
ences such as this, the interchange and exchange of the technical information is 
probably immensely enhanced by the opportunity to have a face-to-face, eyeball 
encounter. I think this is most significant as we push against the frontiers here. 
I heard someone talking 10IS. Heck, I am just as willing to talk 1024. Why set 
your goals low ? 

I had some of my physics acquaintances bumbling with the thought — and most 
physicists bumble quite a bit and stumble into results as much as they get them 
by deep scientific research.   I wanted to know whether since everything else that 
seemed in our life in the ultimate appeared to have a quantum, there was a piece 
of below which you could get no smaller, I wanted to find out what the quantum of 
time was.   Because it would seem to me that it would make some sense that since 
everything else has a quantum, why not time. You would finally get down towhei e 
there isn't a half of the one you got. 

I was informed that, as usual, I didn't know what I was talking about.   I haven't 
given up the thought.   Man seems to be put together rather digitally if you really 
look into it seriously.   And it is no wonder the Lord could walk through a wall, 
see.   If you get your digits all lined up, there is one magic microsecond at which 
you could, indeed, synchronize and get through the wall.   And you better do it 
fast. 

And I hope that isn't blasphemous.   It is just applying good scientific theory to 
the problem.   You would be stuck forever if you blew it. 

Anyway, our little meeting here is really about time — I am emphasizing the word 
"about." My speech writer is getting better.   We realize that of the three fun- 
damental quanities, and I think it is about time we took this very seriously, mass, 
length and time, the one most significant in the electronic scientific world has to 
be time. 

Then being about right or about accurate is always very relative to what you are 
doing.   Someone talks here that we can get around in milliseconds.   Someone said 
a few microseconds.   Well, you couldn't measure a loop mile with a radar, you 
realize, until you could measure something in the order of 12 microseconds more 
or less repeatedly, more or less all the time in any temperature condition.   And 
we want to do a lot better than a loop mile. 
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But there are so many other places I want to do a lot better.  As the state of the 
art in our electronics has advanced, the digital situation is simply overwhelm- 
ing us.   It is going to predominate.   There is just no sense having analog voice 
radio, for example.   It is passe.   People look at me like I am crazy and still 
want to push the key. 

But you can get so much more done digitally and still maintain voice recognition 
with a little effort that it is silly to consume the expensive rare band width with 
the beauties of an analog transmission.   Now, once we get to that digital trans- 
mission and want to do it in all the circumstances that one might, military or 
civilian, one has to control the time.   And the better you control time, the better 
your receiver works. 

Finally, you end up not having to synchronize at all because you are always syn- 
chronized to some level of accuracy. We in the Navy have had a long history of 
being interested in scientific things. While I sometimes think our silver-plated 
badge of honor has tarnished somewhat over the last forty or fifty years, I per- 
sonally belong to the clan that is doing everything it can to revive that place the 
U. S. Navy once held in the 1800's of being really the leader on the government 
side in scientific affairs. 

And now we have a great partnership to share with the Bureau of Standards and 
the NASA and several other agencies that have come along and made important 
claims to the same situation and have not got a warfare role to nag them.   None- 
theless, we, the Navy, are a scientific service.   We can't operate to a great ex- 
tent without our lowest-level officer being somewhat scientific and engineeringly 
inclined, to our detriment if we don't believe it. 

We continue to press, therefore, in the study and development of time measure- 
ments and all instrumentation.   My command assists the Naval Observatory as 
we execute our responsibilities in time management for the Department of De- 
fense.   NAVELEX with the assistance of NRL and the Observatory is itself the 
basic hardware management support for the entire operation.   Our responsibil- 
ities have included engineering, procurement, calibration, planning, program- 
ming, budgeting, all those workhorse, housekeeping operations, to keep the re- 
search and development going and ultimately into the life-cycle support which is 
the tough part.   It is the nagging part.   Bits, pieces and part drugstore, I call it. 

Our center here in Washington which is a field activity of mine has established 
depot repair facilities out at the Observatory to hang on to our clocks and keep 
them in calibration and repair.  We have a test bed in Wahiawa — I give up; that 
one throws me all the time.   It is in Hawaii.   This site was selected because it 
was involved and closely proximate to various activities that might benefit from 
a time standard, and it was itself advantageous. 
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We are using this to determine operational requirements and help develop re- 
quirements, assisting in the implementation of the work you are doing, and cre- 
ate a frequency discipline of other facilities worldwide.   We have had this thing 
running now for 18 months. 

NRL here and under the sponsorship and working with NAVE LEX has stabilized 
our VLF transmissions, making them coherent worldwide.   Realizing the advan- 
tages of a VLF time and phase coherence, frequency shift keying coherence de- 
modulator has been sponsored and developed.   This unit at about $2,000 was able 
to hold up and be installed on operational submarines.   So more now are going 
aboard and giving us a worldwide feasibility and operational test. 

With this installation, substantially improved operational capability of the VLF 
broadcast reception then occurs in both Atlantic and Pacific.   On one rare occa- 
sion when we did something right, we drew citations from fleet commanders who 
have cited both TELECOM, the C&O Managing Command, NAVELEX, the Mate- 
rial Support and NRL for this fine job. 

In addition, shipboard time and frequency standards are now ready for opera- 
tional evaluation.   We plan to install aboard two tactical Naval ships, and this 
hopefully is the beginning of perhaps a program that is the mainstay of future 
fleet shipboard time and frequency distribution. 

Looking a little further into the future, time sync and time transfer techniques, 
using the electronic system characteristics that are essentially fundamental to 
microwave satellite optical and wired technologies can be developed and easily 
put into place. 

We must go on with processing clock systems for the program which are compact 
and versatile and can be matched for a specific use or extended to further appli- 
cations.   This processing of the clocks can be used either as a primary or sec- 
ondary mode, comparison units, work in conjunction with atomic standards, time 
frequency oscillators, and of course now the maser.   They would need to be de- 
signed to produce time of day, time of event, delayed time, time difference, co- 
ordinated universal time, any number of things.   We can go on to infinity. 

But you automatically, from the engineering point of view see the applications in- 
to the computer and information transfer world, the radio frequency oscillators 
which if they were accurate to ID15, everybody could sort of automatically navi- 
gate by inverse Loran with a tiny computer. 

I spoke of this three years ago, and I feel rather futile in that I can't see anything 
happening.   Tt moves so slow, so to some extent I chide you.   Being scientific, I 
think you want to keep this racket going while you finish your career. 
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Now, that's why I said make it worthwhile.   Let's go for 1024 , and then you have 
got a longer future. 

In the meantime, I would like to exhort some innovative individuals to get some 
of these things ever increasingly small while we on the one hand scientifically 
push for the best we can ever do, and that in itself is a goal, and that is a scien- 
tific goal. And I honor it. Ever increasingly better is the way we make progress. 

Yet, there must be a spin-off from time to time.   As I talked with Captain Geary 
for a moment over coffee this morning, it came to my mind if we sit around wait- 
ing for God to ordain that the PTTI program is great and should do many, many 
more thingr, we will wait a very long time.   But if some of you great scientific 
geniuses, genii, will take ahold and back home at the ranch get something about 
the size of a shoe box or preferably a pack of cigarettes that will give me some- 
thing approximately 1011 all the time or most all the time so that I can have it as 
the oscillator of my aircraft radio, for example, from which I build up the fre- 
quency synthesization, we begin to have some real application of the wonders of 
this art. 

Indeed, the way to do it is not to announce loudly that you are going to have a 
PTTI oscillator; you just go do it and sneak it into the next radio.   And when no- 
body is looking, you suddenly have a radio that is basically, by its own oscillator, 
a time standard.   Once that starts to happen, we do the same thing in a computer, 
and we have a matched computer time standard, the same accuracy as ehe main 
oscillator of our radio.   Pretty soon, we can talk in spread spectrum and all this 
sort of thing without this inordinate amount of effort in synchronizing and getting 
organized. 

Now, I admit I don't know what I am talking about, and I don't know what I am 
dreaming about, but I have a sixth sense I am close to being right and close to 
being possible.   It is my job nowadays to get on; my time is running out; I am 
getting old fast. I want to see some of these wonders installed in useful equipment 

At any rate, let me finish here with the fine work added to it now, the long based 
interferometer, the things we have discovered there give us encouragement to 
believe it is really working, and we can go further. 

For the future, we now stress having all our ship and shore facilities oriented to 
PTTI through applying the latest advances in the field of electronics to satisfy in 
a total system engineered complex.   That is not as big a thought as some people 
think it is — to do everything right for a change in an organized way.   Don't put 
the plumbing in the house after it is five years old.   It is better to do it while 
building. 
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We can engineer these things in if we start. 

I plan to see that my coirmand puts forth its best efforts and provides strong 
support to this community, working with all their interested parties. Our partic- 
ular role, of course, is hardware, and to bring the benefits of this expertise down 
to practical application on an everyday basis and across the ever-increasing 
number of electronic marvels where precise time actually dictates the speed of 
technological progress. 

A lot of people don't understand that, but all of us here do.   It is underlying the 
whole system. 

So once again, now, I welcome you all, national and international visitors, for 
your participation in what I trust will be a most rewarding and successful meet- 
ing this week.   Thank you. 
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PRFCISE TIME AND TIME INTERVAL (PTTI) , AN OVERVIEW 

Gernot M. R. Winkler 
Naval Observatory 

ABSTRACT 

Present applications of precise time and 
frequency (T/F) technology can be grouped 
as follows: 

1. Communications systems which require 
T/F for time division multiplexing and 
for using spread spectrum techniques. 

2. Navigation systems which need T/F for 
position fixing using a timed signal. 

3. Scientific-Metrological applications 
which use T/F as the most precisely 
reproducible standard of measurement. 

4. Astronomical-Space applications which 
cover a variety of the most demanding 
applications such as pulsar research, 
Very Long Baseline Interferometry 
(VLBI) and laser/radar ranging.  In 
particular, pulsar time-of-arrival 
measurements require submicrosecond 
precision over a period of one-half 
year referred to an extraterrestrial 
inertial system, and constitute the 
most stringent requirements for uni- 
form timekeeping to date. 

The standard T/F services which are avail- 
able to satisfy such requirements are 
based on an international system of time- 
keeping coordinated by the Bureau Inter- 
national de l'Heure (BIH).  The system 
utilizes the contributions from the major 
national services for standard frequency 
and time (USNO and NBS in the USA) , and 
it is implemented through a variety of 
electonic systems (HF, T/F signals, VLF, 
Loran-C, etc.). The performance of these 
systems will be briefly reviewed.  Several 



of the user systems (such as VLBI) can, 
in turn, be used as contributors to the 
global effort of T/F distribution. 

Moreover, PTTI is the one common interface 
of all time-ordered electronic systems. 
Time coordination (not necessarily synchro- 
nization) is the first necessary step for 
any wide scale integration and mutual back- 
up of such systems. 

OVERVIEW 

In this short overview we can only mention the major as- 
pects of time and frequency (T/F) which will be dis- 
cussed extensively in the papers of the Proceedings.  The 
main concepts are as follows: 

1. Time of Day -> UT1 (Rotation of Earth) 
2. Clock Time at Standard Meridian •* UTC 
3. Synchronization 
4. Accurate Frequency 
5. Relativity:  Local (Proper) Time, Coordinate Time 
6. Coordination:  1 ms ->• 10 ys progress during the last 

10 years. 

For economical as well as practical reasons, SYNCHRONIZA- 
TION will usually be accomplished via clock time (UTC). 
Very accurate frequency cannot entirely be handled without 
also considering time.  Relativity aspects must be consid- 
ered if precision of better than a few hundred nanoseconds 
is involved.  Lastly, the various international time ser- 
vices are coordinated with the BIH to the order of 10 ys - 
100 times better than required by pertinent CCIR recommen- 
dations. 

T/F has become a very active field during the last 10 years, 
due largely to the availability of commercial atomic clocks. 
Information is exchanged at a number of regular confer- 
ences, including the following: 

1. Annual Frequency Control Symposium*, Atlantic City 
(U.S. Army), May. 

2. CPEM, next meeting June 1976, Boulder (NBS-URSI-IEEE, 
Conference Droceedings in IEEE Trans. IM). 

3. PTTI Planning Meeting*, Washington, December (annu- 
ally) , NASA-DoD. 

4. URSI Commission 1 (National Meetings). 



5. URSI Coimnission 1 (General Assembly (3 years), next 
in Lima, August 1975). 

6. IAU, Commission 31, General Assembly (3 years) next 
Grenoble, August 1976. 

7. International Congress for Chronometry* (5 years), 
last September 1974. 

*Proceedings available 

In addition there are regular training seminars by various 
groups, e.g., the NBS T/F seminars. 

Let us consider the uses of T/F: 

1. UT1 (mean solar or sidereal time) which is related 
to angular orientation of the Earth is needed for navi- 
gation, space tracking and geodesy.  Essentially this 
application group is concerned with the orientation of the 
Earth in spice and its rotation around its axis. 

2. Other major uses deal directly with clock time. 
These applications come from a variety of time-ordered 
electronic systems: 

a. Communications Technology 

1) Time division multiplexing - channel packing, 
many stations on one frequency. 

2) Reducing spread spectrum acquisition window. 

b. Electronic Navigation in TOA Mode (Absolute) 

1) For improved geometry of position determina- 
tion (RHO-RHO). 

2) For improved coverage - mixed systems. 
3) For integration with communication and iden- 

tification systems. 

c. Metrology 

Time and frequency are by far the best control- 
lable parameters and can be used for measurement of length, 
voltage, pressure, temperature, etc. 

d. Astronomy - Space Technology.  This last appli- 
cation has the most stringent requirements - fractions of 
a microsecond over 1/2 year related to an inertial system 
(with relativity corrections for the movement of the Earth 
in the solar system). 



These requirements for precise tire are being satisfied in 
a variety of ways; with time signals, publications and su- 
perpositioning of the timing capability on existing elec- 
tronic systems. 

We have available the following time information services: 

1. BIH Announcements. 
2. U.S. Naval Observatory publications, particularly 

Time Service Announcements Series 1 through 17, 
and Almanacs (Ephemerides) (See Appendix). 

3. National Bureau of Standards Time § Frequency 
Bulletins. 

These services refer to time as it is disseminated by the 
following systems: 

1. HF Standard T/F Signals:  (WWV, CHU, etc.). 
2. Timed electronic navigation signals:  Loran-C, 

OMEGA, Transit, and later Global Position System 
(GPS), etc. 

3. Wideband Communication links:  Two-way. 
4. Portable clocks, Precise Time Reference Stations 

(PTRS) . 
5. Special systems, largely under Rf?D:  TV, etc. 

The HF signals provide a global capability (including a 
great number of coordinated foreign services) of 1 ms pre- 
cision, if propagation and receiver delays (3-5 ms depend- 
ing mainly on band width used) are taken into account. 
Item 3 is potentially the most accurate, but portable 
clocks remain our final "authority" to calibrate services. 

In greater detail, we could summarize the distribution 
capabilities as follows: 

1. HF radio time signals: 1 ms global 
2. Portable clocks: 0.5 ys global 
3. VLF-OMEGA: 1-3 ms phase track (Relative) 
4. Loran-C/D 0.5 ys Northern Hemisphere 
5. Satellites: 

a. DSCS 0.1 ys "trunk line",^ 
global     / 2-way 

b. TACSAT 0.5 ys "intermediate" 
c. TRANSIT 
d. GPS 
Television 
Local: 10 ns 
Long range: 1 ys 

10 ys global \silent (one   ) 
0.1 ys globalj 



7. Microwave, laser 
(local): 

8. Others: 
1 ns 
(R§D, VLBI, power lines, etc.) 

As an example of users who can also help in global timekeep 
ing, we can mention VLBI which, as the following sketch 
shows, provides both synchronization and UT (also the polar 
coordinates, x and y). 

PRINCIPLE OF VLBI TIME DETERMINATION 
UT1 VERSUS SYNCHRONIZATION 

A USER AND CONTRIBUTOR 

Plane Parallel 
Wave Front From 
Distant Source 

Redundant observations  allow determination of time differ- 
ence, base line,  UT1 and polar coordinates. 

Coordination of Services: 

We have a system of international timekeeping in existence, 
coordinated by the  BIH which is  located at  the Paris Ob- 
servatory,  and which is operated with some  support from 
various  international organizations. 



The BIH operates under the auspices of the following organ- 
izations: 

INTERNATIONAL ORGANIZATIONS INVOLVED WITH 
STANDARD FREQUENCY AND TIME 

STANDARDS 

CGPM] 

ICIPM 

CONSULTATIVE\ 
COMMITTEES 

BIPM 

SCIENTIFIC 
UNIONS 

•SUPPORT FOR IAT 

PERMANENT 
ISERVICES 

fBIH^' 

I     IsGVIl]      j 

I STUDY GROUPS 

Abbreviations for PTTI 

BIH - Bureau International de l'Heure 
BIPM - International Bureau of Weights and Measures 
CCDM - Consultative Committee for the Definition of the 

Meter 
CCDS - Consultative Committee for the Definition of the 

Second 
CGPM - General Conference of Weights and Meas ires 
CIPM - International Committee for Weights and Measures 
CCIR - International Radio Consultative Committee 
IAT - International Atomic Time 
FAGS - Federation of Astronomical and Geophysical Services 
IAU - International Astronomical Union 
ICSU - International Council of Scientific Unions 
ITU - International Telecommunication Union 
SGVII - Study Group 7 
U.N. - United Nations 



UNESCO - United Nations Education, Scientific and Cultural 
Organization 

URSI  - International Union of Radio Science 

The national organizations (time services and/or stand- 
ards laboratories) provide basic data to the BIH. The 
U.S. contributions from the U. S. Naval Observatory and 
the National Bureau of Standards are given i:i detail in 
NBS Technical Note 649, "The Standards of Time and Fre- 
quency in the USA". 

In the United States, the division of responsibilities can 
be briefly summarized as follows: 

T/F Responsibilities 

NBS USNO 

National Standard of Fre- 
quency 

Standard Frequency (and 
time) Broadcast 

Fundamental Research in 
T/F as Related to Clock 
Time, Frequency Measure- 
ments 

Synchronization 

Consultation and Educa- 
tion 

National Standard of Time 
(Epoch, Date) 

Control of DoD T/F Trans- 
missions 

Applied Research in Time 
as Related to Clock Appli- 
cations, Astronomy, Geo- 
physics, and Navigation 

Consultation and Management 
of PTTI Activities as Re- 
lated to DoD 

PTRS for USNO 



The international clock time scales IAT and UTC are based 
on a number of individual clocks, presently operated by the 
following contributors: 

CONTRIBUTORS TO TÄI (BIH) 
(SOURCE BIH) 

I AGENCY iWEIGHT PER CLOCK !  CLOCKS TOTAL % 1  RANK  1 

% % 

1 NPL 89 4 10 3   ! 
1 PTB |      83 4 i   9 4   i 
1 IEN 78 3 6.5 7   1 
1 RGO i      74      | 4 8.2 5   I 

1 USNO 56 24 37 1   1 
1 F |      54      ! 8 12 i   2   1 
1 NBS 48 6 8.1 6   { 
1 ON 44      { 4 5    i 1   8   ] 
1 NRG 37 3 3    | 9   { 
1 ORB 26      i 1 0.7 10   { 
1 TP 13       | 1 0.4 11   1 

1 OMSF 3 2 
1 FOA 0 2 
1 PTCH 0      1 1 
1 VSL 0 1 

The table reflects the August 1974 situation.  The Time 
Services in turn keep their coordinated scales for dissemi- 
nation within about 10 ys of the BIH by making very small 
adjustments to their scales (ID"13). The clocks which con- 
tribute to the BIH are not adjusted. 

The graph TAI - AT(i) depicts the performance of the inter- 
nal scales of the major contributors as derived from BIH 
reports. 
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The results of the timing operations are published in bul- 
letins which give actual clock differences. This is an ex- 
ample from Section 3 of the BIH Bulletin, Circular D92 
dated 1974 July 4. 

COORDINATED UNIVERSAL TIME 

a.    From Loran-C and Television pulses receptions 

Dace 1974 May 2 May 12 May 22 
MJD 4i I 169 42 179 42 189 

Laboratory 1 UTC-UTC(l)  (unit : 1 us) 

DHI (Hamburg) — 1.3 - 1.2 - 0.6 
FOA (Stockholm) + 38.5 + 39.5 + 40.i 
IEN (Torino) - 10.5 - 11.0 - 10.9 
NBS (Boulder) - 2.2 - 1.8 - 1.5 
NPL (Teddington) - 36.4 - 36.8 - 37.1 
NRC (Ottawa) - 0.6 - 0.5 - 0.1 
OMSF (San Fernando) - 0.2 - 0.2 - 0.3 
ON (Neuchätel) + 20.5 + 20.3 + 20.2 
OP (Paris) + 1.7 + 1.9 + 2.0 
ORB (Bruxelles) - 33.5 - 32.3 - 31.8 
PTB (Braunschweig) + 0.3 + 0.2 0.0 
RGO (Herstmonceux) - 2.1 - 2.3 - 2.6 
TP (Praha) - 25.4 - 25.6 - 26.5 
USNO (Washington) (USNO MC) + 0.3 + 0.4 + O.J 
VSL (Den Haag) + 21.2 + 23.1 + 25.0 

b.    From clock transportations  (unit :  1 ys) 

From "Dally Phase Values",  Series 4, No. 382,  USNO 

San Fernando Naval Observatory,  San Fernando, Spain: 
1974 May 16 (MJD - 42 183.3),  UTC(USN0 MC) - UTC(OMSF)  - 
- 1.2 ± 0.1 

CONCLUSION 

PTTI  technology offers  capabilities which are desirable  and 
useful   in many modern electronic  systems.    With the  availa- 
bility of high performance  atomic  clocks   (cesium beam,   ru- 
bidium-gas  cell and hydrogen-masers),  the system designer 
can allow remote stations  to operate with a high degree of 
independence   (e.g.   the VLBI  receivers need no  link,  only 
initial  synchronization). 
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As always, such extra benefits extract a premium price of 
additional complexity and training of operators. A stand- 
ard timing interface (1 pulse per second, etc), with the 
large number of systems which are coordinated with UTC, 
allows some additional benefits and/or redundancy.  One 
can therefore expect an expansion of the PTTI activities 
in the future. 
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APPENDIX 

U.S.  NAVAL OBSERVATORY 
Time Service Publications 

Series    I.    LIST OF WORLDWIDE VLF AND HF TRANSMISSIONS suiliiblc for Precise Time Measurements. Includes: Call 
sign, geographic location, frequencies, radiated power, etc.    (Time Signal Transmissions) 

Series   2.     SCHEDULE OF U.S. NAVY TIMK SIGNAL TRANSMISSIONS in VLF and HF hands. Includes: Times of 
broadcast, frequencies, etc. 

Series   i.     SCHEDULE OF U.S. NAVY VLF TRANSMISSIONS, including OMEGA System. Includes: Location, frequencies, 
power radiated, maintenance periods, type ol transmission, etc. 

Series   4.     DAILY RELATIVE PHASE VALUES (Issued weekly). Includes: Observed phase and time differences between VLF, 
LF, Omega, Television. Portable Clock measurements, and Loran-C stations and the UTC(USNO Master Clock). 
Propagation disturbances are also given. 

Series   5.     DAILY TELETYPE MESSAGEStsent every workintiduy).  Includes: Daily relative phase and time differences be- 
tween UTC(USNO MC) and VLF. LF. Omega. Loran-C stations. Propagation distrubances and noticesof Immediate 
concern for precision timekeeping. 

Series   6.     USNO A.I     UTI DATA. Preliminary daily values distributed monthly with final data issued as available. 

Series 7. PRELIMINARY TIMES AND COORDINATES OF THE POLE tissued weekly). Includes: General time scale in- 
formalion: UTI UTC predicted : weeks in advance: time differences between A. 1, UTI, UT:, UTCtBTH) and 
UTCfUSNO): provisional coordinates of the pole; DUTI value; and satellite information. 

Series   8.     TIME SERVICE ANNOUNCEMENTS pertaining to synchronization by television. Includes: times of coincidence 
(NULL) ephemeris tables. 

Series   '>.     TIME SERVICE ANNOUNCEMENTS PERTAINING TO LORAN-C.  Includes: Chanee in transmissions and repeti- 
tion rates, times of coincidence (NULL) ephemeris tables, coordinates and emission delays, general information, etc. 

Series 10.     ASTRONOMICAL PROGRAMS (issued when available). Includes: Information pertaining to results, catalogs, 
naporv etc of the Photographic Zenith Tiihe(PZT). Danjon Astrolabe, and Dual-Rale Moon Position Camera. 

Series 11.     TIME SERVICE BULLETINS. Includes: Time differences between coordinated stations and the UTC Time Scale, 
earth's seasonal and polar variations (as observed at Washington and Florida); Provisional coordinates of the pole; 
adopted UT:    A.I. etc. 

Series 12.     Time Service Internal Mailing. 

Seiies 13.     Time Service Internal Mailing. 

Series 14.     TIME SERVICE GENERAL ANNOUNCEMI N1S;  Includes: General Information pertaining to lime determination, 
measurement, and dissemination. 

Should be of interest to all Time Service Addressees. 

Scries 15.     BUREAU INTERNATIONAL de I'HEURE (B.I.H.) Circular D; lleure Definilive et Coordonnfes du Pole a Oh TU 
Includes: Coordinates of the pole; UT2     UTC, UTI     UTC. and TA(AT)    UTC; UTC    Signal. 

NOTE:    USNO Time Service will distribute Circular I) of the B.l.ll. to U.S. addressees only. 

Series 16.     COMMUNICATION SATELLITE REPORTS; giving the differences UTCtUSNO)    SATCOM Clock for each of the 
available SATCOM stations. 

Series 17.     TRANSIT SATELUTI REPORTS: Includes Satellite Clock    UT('(USNO) and the frequency offset for each of the 
operational satellites. 
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QUESTION AND ANSWER PERIOD 

DR. REDER: 

What was the semi-disaster? 

DR. WINKLER: 

The semi-disaster refers to some questions concerning the link across the 
North Atlantic on which the contributions to the BIH from the National Research 
Council, the National Bureau of Standards, and the U.S. Naval Observatory de- 
pend.   There were also some operational difficulties which in the meantime, I 
think, have been straightened out.   Most, but not all, of the questions have been 
clarified. 

I think there has been an increased noise contribution to the various rate meas- 
urements as they are available to the BIH.   But we are talking about fractions 
of microseconds and not more. 

DR. GUINOT: 

I wish to make some comments on what Dr. Winkler said.   We have the impres- 
sion that the link through Loran-C is the link of the American clocks to the BIH. 
I want to make clear that the European clocks and the American clocks have a 
completely symmetrical role in the BIH.   The fact that the BIH is located in 
Europe does not influence at all the weights which are given to the clocks. 

The Loran-C disturbance recently prevented us from making the necessary 
computations. 

MR. LIEBERMAN: 

Ted Lieberman, NAVE LEX. 

On your slide where you talk about the frequency standard precision and about 
the complexity, that may be far beyond what you need.   Once again, I would like 
to emphasize or try your opinion on the life-cycle course that the Admiral talked 
about versus the initial complexity.   How much does it take to keep something 
that is marginal for your needs to meet the requirements such as crystals, ru- 
bidium, et cetera. 

DR. WINKLER: 

I don't quite understand the question.   You talk about what total effect it has, 
not only at the original purchase point, but also in maintaining that standard and 
all through its complete lifetime ? 

13 



MR.   UEBERMAN: 

Right. 

DR.  WINKLER: 

I think it will have, of course, an even greater effect.   An item like a precision 
cesium standard which has five times as many components as a rubidium stand- 
ard, (simplified bare bones rubidium standard) can be expected to present, I 
wouldn't say five times as much maintenance effort, woulc certainly require much 
greater maintenance effort. 

What I am asking for, what I am recommending, is that before a decision is 
made for any particular standard, one should not only consider the purchase 
price, but consider everything which comes after which is again at least as 
much in dollars and cents as the budget, maybe more.   I think it is completely 
hopeless to establish true and completely independent, self-consistent field 
maintenance capabilities for cesium standards. 

Anyone who is going to attempt that will pay very, very dearly.   He will pay so 
dearly because it takes a good technician about, I would say, a year to become 
familiar with it.   The effort in training, the effort in stockpiling of spare parts, 
I think is simply not worth such a method. 

You also should consider that these clocks, even the lesser performers here, 
all have mean time between failures which certainly ought to be greater than 
10,000 hours. 

So you are dealing with standards where only rarely something can be expected 
to go wrong.   Now how much training effort do you want to spend in field loca- 
tions where people may be reassigned after six months ?  It is simply not a prac- 
tical concept.   And all of these aspects have to be considered. 

Incidentally, in the literature, there have been several points where attempts 
have been made to put the benefits into some kind of a payoff matrix.   For in- 
stance, in the special issue of the IEEE Proceedings, May, 1972, I believe, 
there are at least two locations where such matrices are discussed.   And I have 
some reprints here of my own paper on path delays. 

This can be only understood as a first try.   I think such engineering decisions 
ought to be made much more sophisticated that what they are.   Up to now, to 
say it quite bluntly and frankly to you, I think most of these decisions are made 
on the basis of glamor. 
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MR.   MITCHELL: 

Don Mitchell, Kwajaleln Missile Range. 

We have two cesiums and we do at the present time have a qualified techniciam 
who is capable of working on these and has a complete complement of spares. 
How would we go about getting our cesiums into the Naval Electronics Repair 
System? 

DR.  WINKLER: 

I wouldn't recommend it: you have a special situation.   You have been lucky 
enough to keep personnel on the job for a sufficient time to familiarize them- 
selves with problems. 

The point I am making is that you must allow specialization to a great degree 
and assure that the people, these specialists, are kept on location or at least in 
the same field of applications for a long time and then you can do what you do 
quite successfully.   I think an alternative is that you do not field-maintain these 
standards at all and simply operate on the basis of redundancy.   Equip every 
station with two, or if you can, three standards.   If any one fails, send it back 
to a central depot. 

That is the idea of having established the Naval Engineering Command Main- 
tenance System where there is a central location where these cesiums can be 
diagnosed, readjusted, repaired to a certain degree. 

But I tell you, that system stmetimes works out like the following.   We received 
from a distant station a cesium, and all that was wrong is that the alarm light 
doesn't go out, and you have to adjust the trigger circuit.   Many repairs are of 
this kind of sophisitication. 
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REVIEW OF TIME SCALES 

DR. B. GUINOT 
Bureau International de l'Heure 

Paris, France 

ABSTRACT 

The basic time scales are presented: International 
Atomic Time, Universal Time, and Universal Time 
(Coordinated).   These scales must be maintained in 
order to satisfy specific requirements.   It is shown 
how they are obtained and made available at a very 
high level of precision. 

INTRODUCTION 

Until 1956, the unit of time, the second, was defined as a fraction of the mean 
solar day.   However, the duration of the mean solar day was found to be vari- 
able, and a better Definition, made possible by thj progress of physics, was 
given in 1967, when the second was defined to be a certain number of periods 
corresponding to a transition of the cesium atom.   The relative accuracy of the 
realization of the second was thus improved from 1 x 10'7 to 1 x 10'13 (1974). In 
the meantime, from 1956 to 1967, the second was defined to be a certain frac- 
tion of the year, more stable than the day, but this second was so difficult to 
Implement, that Its quasi-unique use was to calibrate the atomic second. 

The situation of the unit of time Is clear: only the last defined unit Is used by 
the physicists.   Nevertheless, none of the time scales associated with the three 
definitions of the unit could be abandoned, because they satisfy specific require- 
ments.  We thus have three basic time scales In simultaneous existence: Uni- 
versal Time, UT1 (often called Greenwich Mean Time), based on the rotation of 
the Earth; the Ephemerls Time ET, based on the motion of the Earth around the 
Sun; and the International Atomic Time TAI (fig. 1).   In the following, we will 
not discuss the problems of Ephemerls Time, because ET Is In limited use and 
is being redefined; we will concentrate on UFl and TAI. 

The origin of TAI was arbitrarily chosen so that the TAI and UT1 readings on 
January 1st 1958 were the same.   But they do not run at the same rate, and 
now, In December 1974, they differ by more than 13s; even less sophisticated 
users cannot Ignore this difference.  As we shall see, some users need UT1, 
others TAI.   In order to avoid the risk of confusion which would arise from the 
dissemination of two time scales, It was agreed that the time signals will follow 
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a unique compromise time scale, designated Universal Time (Coordinated), 
UTC.   The definition of UTC is very simple:  it differs from TAI by an integral 
number of seconds, this integral number being changed by one unit, when nec- 
essary, in order to maintain |UT1-UTCI< 0.9 s. The International Radio Con- 
sultative Committee gave precise rules for the implementation of UTC, and also 
defined a simple code used in time signal emissions which enables the field user 
to obtain UT1 immediately to ±0.1 s (1). 

The problems of the determination and of the dissemination of UTC are the same 
as for TAI and will be discussed together in what follows. 

Figure 2 shows the relative behaviour of UT1, TAI and UTC. 

INTERNATIONAL ATOMIC TIME AND UNIVERSAL TIME (COORDINATED) 

Their formation 

As soon as the frequency of crystal clocks could be calibrated in real time by a 
cesium frequency standard, at the Nati- rial Physical Laboratory in 1955 (2) as- 
tronomers began to form a time reference suitable fo<: the study of the rotation 
of the Earth.   When other cesium standards appeared, data were combined in 
order to increase the stability.   Several atomic time scales were thus developed 
in national and international institutions, differing slightly in rate and phase. 
As the use of atomic time extended to many other fields of activity, it was desir- 
able to agree on a unique time reference.  This was done in October 1971, by a 
decision of the 14th General Conference of Weights and Measures, which defined 
International Atomic Time TAI as the time reference maintained by the Bureau 
International de l'Heure (BIH) from the readings of atomic clocks. 

TAI is presently based on the data of about 60 commercial cesium clocks, lo- 
cated in 15 laboratories and observatories of North America and Europe. These 
clocks are daily intercompared by the use of LORaN-C pulses, with an accuracy 
of a few 0.1 jus.   Their data are combined by an algorithm which intends to 1) 
minimize the noise due to introductions and removals of clocks, 2) ensure the 
long term stability (over years) by an appropriate weighting procedure (3). The 
random noise in TAI for a sampling time r over 2 months is a flicker frequency 
modulation (4) with a (2, r = l year) of the order of 0.5 x 1013.   For smaller 
values of r the main source of uncertainty is the LORAN-C link across the At- 
lantic Ocean, which introduces fluctuations extending over a few weeks, with an 
amplitude reaching 1 jus (5).  Some small non-random errors of TAI were re- 
vealed by reference to the recently developed primary frequency standards; the 
frequency of TAI should be corrected by about -1 x 1012 + 1 x 1013 (t - 1973), 
t in years, the amount of the frequency drift being very uncertain.   In the near 
future, these non-random errors will be reduced and the long term stability 
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will be improved by the use of the data of primary standards, after convenient 
filtering (6).   Other Improvements are expected from the elimination of some 
systematic errors in the LORAN-C time transfers and from the extension of the 
coverage of precisely synchronized chains.  With the present coverage, sets of 
good clocks, especially in Japan and Australia, are not Included. 

TAI is the best measure of time for long term studies and therefore Is to be 
used In dynamical studies of the motions of celestial bodies, both natural and 
artificial.   It also acts as a frequency memory which enables one to com).ire 
the frequencies of oscillators separated In space and time, and It provides users 
with a means of referring frequencies to any of the primary frequency standards. 

As previously said, TAI is not disseminated; the time signals and the master 
clocks of laboratories follow UTC, which Is therefore the common worldwide 
reference by which all events must be dated.   Of course, according to its defi- 
nition, UTC is produced by the BIH simultaneously with TAI. 

Dating of events in UTC 

UTC (and TAI) is established In retrospect as the result of computations, and no 
real clock runs exactly on UTC. 

The first step for dating an event in UTC is to find some real reference clocks 
giving access to UTC.   For those laboratories of which the clocks enter into the 
determination of UTC and TAI, the outputs of the BIH algorithm aro corrections 
to be added to the readings of these clocks to get UTC and TAI.   Any such clock 
is therefore a local time reference, but for the purposes of simplification one 
per laboratory is generally selected which produces the local approximation to 
UTC, designated UTC(l) for laboratory (1).  The tables published monthly by the 
BIH give the values of UTC-UTC(l) every 10 days, with uncertainties of a few 
0.1 |is, but in arrears by 1 to 2 months (fig. 3).   It is, however, possible in 
well equipped laboratories to extrapolate UTC-UTC(i) up to the present with er- 
rors less than ±1 HB and even, in some cases, to steer a clock so that it remains 
close to UTC.   For instance, the USNO master clock did not deviate by more 
than 1 /is from UTC from 1 January 1973 to 21 July 1974.   Within these limits of 
±1 MS, UTC is therefore Immediately available. 

For the observer, the problem now is to find a time link with one of the stand- 
ards UTC(i).   It is beyond the scope of this paper to present the various tech- 
niques which are available.   But it is worthwhile to note that for the larger part 
of the globe, microsecond accuracy can be reached by clock transportation only. 
When millisecond accuracy is sufficient, UTC is directly available by standard 
time signal emissions. 
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It must be emphasized that, at the present level of precision, international co- 
operation in matters of atomic time scale depends entirely on the LORAN-C 
time transfers with the help of occasional clock transportations.   Long distance 
time intercomparisons are less amenable to future improvements than the clocks 
themselves.  Any improvement of the LORAN-C time transfers or the develop- 
ment of more precise methods will have a direct Impact on the quality of TAX 
and UTC and on their dissemination. 

UNIVERSAL TIME 

Under the general designation "Universal Time," there are several time scales, 
close to each other and related to the rotation of the Earth.  Only the UT1 scale 
is important for the general user; it expresses a measure of the angular position 
of the Earth around its instantaneous axis of rotation. 

Although it is questionable to a logical mind to consider UT1 as a time scale, it 
is practical and convenient to do so.   Since the rotation of the Earth is not uni- 
form, the difference of times assigned to the same event in the UT1 and TAI 
scales will vary with the calendar date.  But as this difference, expressed by 
UT1-TAI, is slowly varying (by about 3ms per day, presently), it is sufficient 
to have tables giving UT1-TAI and UT1-UTC.  The reception of time signals in 
the UTC system and the use of these tables give easy access to UT1, but not in 
real time; and for UT1, no good extrapolation is possible. 

There are two main reasons why UT1-TAI must be known as precisely as pos- 
sible, shiultaneously with the two coordinates of the terrestrial poles, which 
are moving on the Earth's surface: the geophysical applications, and the geo- 
metrical ones. 

The geophysical processes which give rise to the irregularities of the Earth's 
rotation and therefore of UT1-TAI are not yet fully known.   The motion of the 
atmosphere plays an important role, especially for short-term irregularities, 
but contributions are also due to tidal fiction, motions in the oceans and in the 
fluid core of the Earth.   UT1-TAI cannot be predicted, and precise experimen- 
tal measurements are needed for a better knowledge of the perturbing forces. 

The geometrical applications are related to the tracking of celestial bodies. 
Most of the observations are made from the rotating Earth and are referred to 
a terrestrial frame of reference.   It is therefore necessary to know all the pa- 
rameters of the Earth's rotation in space.   One of them Is UT1.   For instance, 
UT1 is needed for reducing meridian observations of stars and some radiointer- 
ferometric measurements.   But the most striking application is to the navigation 
of interplanetary space probes.  At a distance equal to that of the Sun from the 
Earth, 1ms error in UT1 (which is the present level of uncertainty) corresponds 
to about a 10km error in position, which is far from being negligible. 
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The only technique presently used for determining UTl on a routine basis is the 
observation of star transits across a reference circle by about 60 astronomical 
Instruments: photographic zenith tubes, astrolabes, and meridian transit in- 
struments.   The data of these Instruments are combined by the BIH, which pub- 
lishes monthly tables giving UTl-UTC and UT1-TAI every five days.   The short 
term stability of these results Is given by the square root of the Allan variance a 
(2, r = 5 days) ■ 1.5 ms.   But the errors are not white noise; besides periodic 
annual errors with a possible amplitude of 2 to 3 ms, the noise seems to lie be- 
tween white and flicker phase modulation (fig. 4). 

Improvements in the measure of UTl can be expected from new astronomical In- 
struments such as the large PZT of the U.S. Naval Observatory and the photo- 
electric astrolabe developed in France.   However, classical methods are lim- 
ited by the turbulence of the atmosphere.   New techniques such as satellite 
observations and lunar laser ranging either alone or in association with classi- 
cal astrometry are promising.   Long baseline radlolnterferometry could reduce 
the errors by a factor 10 or even more.   But It must be kept in mind that the 
Earth's rotation must be monitored continuously.   The classical methods, which 
are not so expensive as the new ones, will have to be used until it is proved that 
the new ones provide better results on a continuous basis. 

Another Improvement from an operational point of view would be to reduce the 
delay in providing UTl to a given level of uncertainty. 

In some cases UTl should be available immediately, as, for Instance, for the 
navigation of space probes.   Presently, the delay of 1 to 2 months necessary to 
reach 1 ms accuracy is due to the need of having a two-sided smoothing for re- 
ducing the effect of accident:d errors; the shortening of this delay also requires 
more precise observations. 

CONCLUSION 

In matters of time scales, international cooperation is important both for a bet- 
ter evaluation of the scales and for ensuring their worldwide acceptance.   I will 
not enter into the political intricacies of the official organizations dealing with 
time.   It is often difficult to say which organization is responsible for what. 
But the international arrangements work surprisingly well.   The BDH, which is 
the executive body acting under the sponsorship of these organizations, does not 
receive contradictory instructions. 

The BIH, formerly in charge of publishing the times of emission of signals in 
UTl, extended its activities to atomic time and to the coordination of clocks in 
the UTC system in recent years.   Well automated data handling has enabled us 
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to cope with an increase of work in spite of reductions in the number of our staff 
and incur grants. 

However, nothing could have been accomplished without the constant support of 
all the laboratories and observatories which concur to produce the final data. 
Here is the appropriate place to thank the U.S. organizations which are espe- 
cially helpful: the National Bureau of Standards, the U.S. Coast Guard, and the 
U.S. Naval Observatory. 
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QUESTION AND ANSWER PERIOD 

DR.   KLEPCZYNSKI: 

Klepczynski, Naval Observatory. 

Of the 60 cesiums which go into forming TAI, how many are the high perform- 
ance standards? 

DR.   GUINOT: 

The number of high performance standards must now be about ten.   I remind you 
that for TAI, we are interested in the very long-term stability (over months). 
In this respect the high performance cesiums do not appear better than the 
standard ones.   In several cases, we observed large frequency drifts. 

MR.  CHI: 

My name is Andy Chi from Goddard Space Flight Center. 

I would like to ask you a question on the weighting factor for the determination 
of the UTC.   Based on an earlier talk by Dr. Winkler, there might be an im- 
pression that the membership of the weighting factor is determined by the past 
performance which might be several votes. 

On the other hand, it sounds to me as if the performance is the criteria, it's 
probably more exclusive club membership.   What happens if the new members 
are not known well enough?  This makes the scale continuous in the true sense? 
Or is average of the membership voting process give the apparent continuity of 
the scale? 

DR.   GUINOT: 

I think that there are several points to answer to your question.   First of all, 
the weighting procedure which is used by the BIH is a mixed procedure.   Of 
course, it looks at the past of the clock.   There are really some bad clocks. 
And we know them; they are bad maybe because there is some poor environment, 
for instance.   They can't be detected by the algorithm.   We do not rely on this 
clock.   That is the meaning of the weighting procedure. 

But the more important point is that a weighting procedure eliminate the clock 
which suddenly deviates in frequency from its past frequency.   That is an elim- 
ination procedure.   Even the laboratories where no weighting procedure is ap- 
plied, in fact, they do apply a procedure.   When the clock stops, it receives the 
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weight zero.   And all the laboratories who do not apply weighting procedure re- 
move what they call the bad contributors.   And that is partly what we are doing 
at the BIH. 

I am afraid that I missed the second part of your question. 

MR.   CHI: 

By the introducing of the new clocks and removing the old clocks, the average 
is no longer the same kind of average. In other words, I was wondering whether 
you have a true reference with the ins and outs of different clocks. 

The questions really is that do we have a true continuity of the time scale by 
introducing and removing clocks? 

DR.  GUINOT: 

The answer is yes.   When we introduce a new clock, we first determine its rate 
correction so that it agrees with the rate of TAX.   So that the true continuity is 
preserved. 

But we are aware that with such a procedure, we can deviate progressively 
from the true realization of the second.   That is the reason why it is necessary 
to refer to the primary frequency of ceisum standards.   It was not done before 
now because the primary cesium standards were not available to 60 percent 
accuracy.   But now, several of them are available or will be available so that 
we will in the future steer the TAI so that it remain in accordance with the de- 
termination of the second made by this frequency standard. 

This can be done without deteriorating the stability.   The problem is to select 
the appropriate filter in order to introduce the absolute measurement of the 
second.   When the appropriate filter is selected, we can observe that not only 
the accuracy of the time scale is preserved, but also the stability is improved, 
especially in the long term. 

MR.   CHI: 

What are the true primary standards to which you are referring? 

DR.   GUINOT: 

One is at the National Bureau of Standards; one is at the National Research 
Council; one is at the National Physical Laboratory; one is at the Physikalisch- 
Technische Bundesanstalt; another one is now in Japan.   It is not operational 
now, but it will be soon. 
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REVIEW OF AVAILABLE SYNCHRONIZATION AND TIME DISTRIBUTION TECHNIQUES 

Dr. R. G. Hall 
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R. R. Stone 
Naval Research Laboratory 

ABSTRACT 

The methods of synchronizing precision clocks will be 
reviewed placing particular attention to the simpler 
techniques, their accuracies, and the approximate cost 
of equipment.   The more exotic methods of synchroniza- 
tion will be discussed in lesser detail. 

The synchronization techniques that will be covered 
will include satellite dissemination, communication 
and navigation transmissions via VLF, LF, HF, UHF 
and microwave as well as commercial and armed forces 
television.   Portable clock trips will also be dis- 
cussed. 

Before we discuss methods of synchronization, we should briefly review 
who the users of Precise Time and Time Interval  (PTTI) are, and why 
they need synchronization. 

Celestial navigation has, probably, the most users of precise time: 
certainly more than 100,000.    They have very modest requirements, time 
to about 100 milliseconds at best.    However, they do put a requirement 
on the more precise users of time.    That is, they force the DUT1 code 
on the time signal and force the leap seconds.    Because most of these 
users are very unsophisticated as far as time is concerned, their time 
must be "on time" for their navigation requirements.   Users of precise 
time must always be aware of leap seconds - which, at the present time, 
occur about once a year. 

Geodesy has more precise requirements time to one millisecond or per- 
haps even 100 microseconds for position determinations on the Earth's 
surface. 

There are two main users of synchronization. First are the communica- 
tors requiring synchronization to 25 microseconds or better due to the 
Increasingly high data modulation rates, time division multiplexing. 
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and the use of synchronized spread spectrum.    Second are users of syn- 
chronization for positioning systems.    We must remember that the speed 
of radio waves or of light Is approximately 300 meters per microsecond 
or approximately 1000 feet per microsecond.    For electronic navigation, 
particularly In the rho-rho navigation mode, distance from the trans- 
mitter must be known.   To know position to 1000 feet, time must be 
known to better than one microsecond. 

Time and frequency are also used for Identification, as for example. In 
collision avoidance systems and Identification - Friend or Foe, etc. 

Many of these systems do not necessarily require synchronization to time 
of day.    However, in the interest of redundancy and economy, it is es- 
sential that all systems be externally synchronized to the same time 
scale.   This allows backup in case of failures.    For example, satellite 
systems can, in case of failure of their clocks, use a nearby Loran-C 
station to synchronize their clocks again.   The time scale to which all 
systems should be synchronized in the Defense Department is that of the 
Naval Observatory.    But since the Naval Observatory time scale is coor- 
dinated with that of the Bureau International de l'Heure, and the Na- 
tional Bureau of Standards, there are many sources of time that can be 
used for synchronization depend ng on the accuracy required.    However, 
care must be taken as international synchronization or domestic synchro- 
nization is not absolute to one microsecond.   Many of these sources, 
however, can be reduced to that accuracy after corrections are applied. 

There are many methods to synchronize clocks.    Which method to choose 
depends on several requirements.    The first requirement is the preci- 
sion of synchronization.   One must be aware that if he wants one tenth 
of a microsecond precision he is not going to be able to do it by look- 
ing, for example, at a wall clock.   The user has to know what precision 
of synchronization he wants before he can determine which of the many 
methods of synchronization to use.   The second requirement is the fre- 
quency of access to synchronization.    If the user can synchronize every 
five minutes, then he can obviously use a very poor oscillator.   How- 
ever, if he can only synchronize once a year, then he is very limited In 
terms of the number of oscillators he can use.    A third requirement, re- 
lated to the second, is the quality of the clocks used both in reliabil- 
ity and performance. 

For economy of PTTI distribution, we impose PTTI on both navigation and 
communications stations.   We use these transmissions because there is 
very little additional cost in order for them to be "on time".    It sim- 
ply means an Interface with an external time system.   For redundancy, 
we use many different systems.   For obvious reasons, the organization 
of PTTI services is a hierarchy.   The master clock or timing signal for 
DoD is located at the Naval Observatory.   From the Naval Observatory we 
then use trunk line timing to the precise-time reference stations, many 
of which are at SATCOM terminals.   From these we can monitor Loran-C 
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transmissions.   Thus Loran-C Is the next step down.   This process con- 
tinues down to the user. 

There are many methods of distributing PTTI Information.   High frequen- 
cy radio time signals have an accuracy of approximately one millisecond. 
With an excellent operator this can be reduced somewhat.   However, It 
Is global In distribution If foreign radio time signals are also used. 
These signals are given In Series 1 of the Naval Observatory Time Ser- 
vice publications. In case such a 11st of stations 1s needed. 

Portable clock trips accurate to about one-half microsecond, again glo- 
bal, are presently being conducted.    In the Department of Defense, an 
Air Force request for portable clock trips can be made to the Newark 
Air Force Station, Newark, Ohio.   Army or Navy requests for portable 
clock trips can be made to the Naval Electronic Systems Engineering 
Center, Washington, located on the Naval Observatory grounds.   Stops at 
or for other agencies and International organizations can be arranged. 
The Naval Observatory still makes a limited number of clock trips. 

VLF and OMEGA have from one to three microseconds accuracy in phase 
tracking.    This 1s a relative measure.    It does not give absolute time. 
Once a clock Is "on time", these measures can be used to keep it "on 
time". 

Other than portable clocks, Loran-C is still probably the best and most 
precise time-distribution system available at the present time.    It, un- 
fortunately, is not even available in all areas of the northern hemi- 
sphere.    In the future, it will be available in the western part of the 
United States, which will then make Loran-C available to users through- 
out most of the northern hemisphere.   The SATCOM or the defense commu- 
nication satellite is used for trunk line timing with an accuracy of 
approximately one-tenth of a microsecond.   Transit satellite, a Navy 
navigation satellite, can also be used for time and can provide about 
10 microseconds accuracy, globally.   The Navigational Technology satel- 
lites have an accuracy, or certainly will have, of approximately one- 
tenth of a microsecond on a global basis. 

Television can be used both locally and at fairly long range (at least 
in the United States) with a local precision of approximately 20 nano- 
seconds, or even better.    However, 20 nanosecond precision requires that 
the two synchronizing stations observe the same television station.   For 
long range, the accuracy is perhaps one microsecond.    Here, care must be 
taken that the same live network program be used.    This is done between 
Boulder, Colorado, Newark, Ohio and Washington, D.C., and the results 
are published in Series 4 of the Naval Observatory Time Service publica- 
tions. 

Microwave can also be used to synchronize in line-of-sight.   Optical de- 
vices can be used in line-of-sight, where the error of determination 
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can. perhaps, be as little as one nanosecond.   There are many others, 
such as very long baseline Interferometry (VLBI), cables, power lines, 
pulsars, and moon bounce. 

Before discussing these different systems, let us examine the general 
problem of synchronization (Figure 1).    The transmitter Is to be used 
as a marker, not necessarily "on time".    At receiver A, clock A starts 
counter A and the marker stops It.    Reading A Is the time of clock A 
minus the time of the marker (which Is unknown) plus the delays In the 
system.    System delays Include the delay In propagation from the trans- 
mitter to the receiver plus the delay In the receiver.   Similarly at B, 
reading B Is the time of clock B minus the time of the marker plus the 
delays from the marker to B.   This Is always true.    It Is always alge- 
braically the start of the counter minus the stop of the counter.    If 
It Is done this way, one of the largest, most common errors made In 
synchronization may be avoided, namely, the sign of the difference In 
time of the two clocks.   The difference of these two readings must be 
taken algebraically, thus the time of clock A minus the time of clock B 
Is equal to the reading of counter A minus the reading of counter B 
minus the sum of TAU A minus TAU B, where TAU A and TAU B are the pro- 
pagation delays from the transmitter to clock A and B respectively.    It 
Is easiest to determine TAU A and TAU B by means of a portable clock 
with which to calibrate the system.    However, TAU A and TAU B can usu- 
ally be determined with sufficient accuracy from theoretical calcula- 
tions. 

If the transmitter Is "on time" or the correction to the transmitter Is 
known, two stations are no longer required.    It requires that the propa- 
gation time, TAU A, be calculated.    The Naval Observatory will, upon re- 
quest, calculate these progatlon delays for users If they do not have 
the capability.   The request must Include the location of the station 
and the transmitter that Is being used.    Once the propagation time and 
the receiver delays are known, then the reading at A Is simply the time 
of clock A, which started counter A minus the time of the marker which 
stopped counter A plus the delays. 

Let us go into more detail on PTTI signals from communication stations. 
High frequency time signals are useful signals, because very many of 
the very precise time signals have an ambiguity and require that the 
user be within a certain accuracy initially.   The easiest and cheapest 
way to get to the required accuracy is to use a high frequency time 
signal.   The Navy time signals have an accuracy of about one milli- 
second and receivers cost several hundred dollars.   However, the time 
signals are broadcast only for five minutes at intervals of six hours. 
They can be heard anywhere in the world.   The schedules are given in 
Series 1 of the Naval Observatory Time Service publications.   The signal 
is on for 300 milliseconds, off for 700 milliseconds, and it transmits 
a code each minute indicating how many minutes are left before the hour. 
Probably, more useful signals to most everyone are the PTTI signals 
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such as VIWV, CHU, WWVH, etc. which are on continuously.   They have an 
accuracy of a little better than one millisecond.   The reason for this 
Is that the propagation varies from time to time with this order of ac- 
curacy.   HF timing receivers are very Inexpensive. 

On low frequency, there Is WWVB at 60 Kilohertz, which can be used for 
phase tracking In order to determine standard frequencies. 

All Navy VLF stations will be on Frequency Shift Keying (FSK).   The as- 
signed frequency Is the "mark".   The "space" Is the frequency that Is 
50 hertz away.    The mark, while not continuous, sounds exactly like the 
high frequency signals.   Receivers for VLF cost from $1000 to $5000. 
Time signals are on only five minutes before the hour on certain sta- 
tions.   The code stream from VLF stations Is timed so that the time 
difference between the middle of the rise time of each pulse (frequency 
shift) and the middle of each decay time Is exactly a multiple of 20 
milliseconds.    This can be used as a timing signal with an ambiguity of 
20 milliseconds.   VLF stations are used primarily for phase tracking. 
The frequency of the VLF stations is good to a few parts in 1012 per 
day, therefore with phase tracking and corrections published in Series 
4 of the Naval Observatory Time Service publications, the user can 
maintain an oscillator relative to the Naval Observatory oscillator 
with an accuracy in time of one to five microseconds.   There are sever- 
al problems, however, in phase tracking VLF stations.   There is a diur- 
nal shift each day, so the user must be careful and only use the por- 
tion where daylight is continuous between the receiver and the trans- 
mitter.   There are also sudden ionospheric disturbances (SID) that occur 
occasionally. Usually, these are quite apparent and after a little prac- 
tice users learn to recognize that an SID is occurring and ignore that 
period.   Times of SID's are given in the Series 4 or in the teletype 
Series 5 of the Naval Observatory Time Service publications.   There are 
also polar cap absorptions which are a little more difficult to iden- 
tify because they last longer, on the order of several days. 

We use the Television Line 10, odd, horizontal sync pulses as a marker 
for time comparisons.    A receiver can cost as little as $400 and can 
give time comparisons as accurate as 10 nanoseconds.    In the Washington 
area, we have placed the transmitter of Channel 5 "on time" and correc- 
tions are given in Series 4 of the Naval Observatory Time Service pub- 
lications.    It can be used as a time signal.    For long distance, a live 
program must be used.   The delays change quite often. 

PTTI in-urination is also transmitted over electronic navigation sys- 
tems.    ''^igation VLF stations that can be used for standard frequency 
are the OMEGA signals.    For them also, the SID, polar cap absorptions, 
and diurnal shifts have to be taken into account.    They can be used 
exactly as the communication stations; however, they have lower power 
and a commutator is necessary because they time share the navigation 
signals.   They do have some unique frequencies such that time sharing 
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is not necessary, and a commutator would not be necessary. 

Loran-C and Loran-D are probably the most important synchronization 
signals at the present time.   There are now eight chains in operation. 
All have cesium oscillators operating so they all have very good fre- 
quency.   Time can be obtained at distances of 1500 miles from these 
stations to an precision of 1/10 of a microsecond with corrections from 
Series 4 of the Naval Observatory Time Service publications, and abso- 
lute time to better than several microseconds.    The Western Pacific, 
North Atlantic, East Coast, Norwegian Sea and Mediterranean chain times 
are usually kept to better than 5 microseconds.    In the future, addi- 
tional chains will be added; 3 on the east coast, 2 in the Gulf of 
Mexico and 7 on the west coast of the United States.   This should cover 
the coastal regions of North America.   However, all of them may not be 
timed.   Automatic receivers cost about $4000 to $5000.   Very competent 
operators may obtain high precision using low cost receivers ($1500). 

How do we keep these chains "on time"?   The East Coast chain is meas- 
ured directly at the Naval Observatory so that the quantities that are 
In Series 4 of the Naval Observatory Time Service publications are di- 
rect measures.   The Norwegian Sea chain and the Mediterranean chain are 
tied to the U. S. Naval Observatory through the North Atlantic via the 
U. S. Coast Guard (daily messages) and a monitoring station in Northern 
Scotland.   This allows us to have 2 measures across the North Atlantic. 
We can also measure the North Atlantic chain directly with respect to 
the East Coast chain at the Naval Observatory.   The Northwestern Pacific 
chain is tied to the Naval Observatory via portable clock trips (approx- 
imately every 6 mo iths), SATC0M terminals in Okinawa and Guam, and by 
the rate correlation method.   There are approximately 14 cesium clocks 
monitoring Loran-C in the Western Pacific.    The rate correlation method 
simply means that if one clock changes in frequency, it should be re- 
flected in any difference measured with respect to that clock.    If you 
take differences A minus B and A minus C and clock A changes by one part 
in 1013, both of these differences should change by one part in 1013, 
whereas, the difference between B and C should not change at all.    It 
works very well in the Pacific and the last clock trip indicated about 
a half a microsecond deviation over the previous six months.   The Cen- 
tral Pacific chain is tied to the Naval Observatory via the SATC0M in 
Hawaii and portable clock trips. 

There are other navigational signals that can be used for synchroniza- 
tion. The TRANSIT satellite is good to about 10 microseconds (Laidet, 
L. M., Proc.   IEEE, 60, p 630, 1972). 

Timation navigational technology satellite, and the GPS can provide 
timing accuracy of approximately 1/10 of a microsecond. 

A portable clock is still probably the most accurate method to transfer 
time over long distances.    Portable clocks have an accuracy of half a 
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microsecond.   The costs are simply the costs of three airplane tickets 
plus per diem plus two strong backs. 

Some stations are built primarily for PTTI information.   These are the 
standard time and frequency stations throughout the world such as WWV, 
WWVH, CHU, JJY and a great number in Europe.    In fact, the problem 
really is that there are too many of them and the user has difficulty 
knowing which one he is receiving unless he is well aware of the var- 
ious characteristics of these stations.   The list of these stations is 
given in Series 1 of the Naval Observatory Time Service publications. 
The National Bureau of Standards also has a satellite time service, the 
ATS satellite, which is good to approximately 50 microsecond:.,    It is a 
stationary satellite useful in the United States. 

There are many other methods of synchronization.   One method is to use 
shielded cables.    The user must remember that it does take the signal 
time to go through the cable and he does have to measure these delays 
if the cable is very long.   Also, if the cable is very long, he has to 
worry about temperature effects.   The changes in 10,000 feet of test 
cable at the Naval Observatory varied from 10 to 20 nanoseconds each 
day due to the diurnal changes in temperature.    Microwave links can be 
used for synchronization to better than 10 nanoseconds.   There are op- 
tical means to synchronize, such as optical fibers or a flashing light. 
One can use calculations to keep a clock in synchronization, such as 
the rate correlation method.   This method requires at least 3 oscilla- 
tors, and the more oscillators there are, the more accurate the method 
becomes.    Not all the oscillators need to be in the users own labora- 
tory.    For example, if the user has, a Loran-C receiver, the cesium os- 
cillator at the Loran-C station can be used as one oscillator. 

One must also remember that quite frequently one can get synchroniza- 
tion from a neighbor. Hopefully, this meeting will identify the sta- 
tions with precise time. If the stations who have precise time would 
share with their neighbors, this would help a great deal. 

There are several exotic methods of synchronization, such as VLBI and 
pulsars.    It is very expensive, of course, to set up unless a receiver 
is already available.    Also, there are pulsars, one of which now seems 
to be constant enough to be used as a marker for synchronization. 

In this matter of synchronization, there is a very good chapter in the 
NBS Monograph 140, the NBS Time and Frequency book (edited by Byron 
Blair).    It discusses a great number of these systems in detail.   An- 
other general review is in Volume 60 of the Proceedings of the IEEE of 
May 1972. 

In the future, we can look forward to the Global Positioning System, 
which should give us very accurate time in the global  sense. 
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QUESTION AND ANSWER PERIOD 

MR.  TEWKSBURY: 

Dave Tewksbury, Smithsonian 

Geodesy requirements in epoch (UTC) time for laser data reduction for the 
Smithsonian Astrophysical Observatory ask ±25 jus maximum.   This precision is 
necessary to accurately determine intercontinental distances to ±10-* 40 cm.   To 
measure continental drift and/or plate movement will require even more precise 
epoch time. 

DR.   HALL: 

I think your requirements come about because rotational time doesn't enter in 
the reduction.   It is hopeless to get UT1 to an accuracy of 25 microseconds.   If 
you are using UTC for synchronization or distance measures that is not really 
what I referred to as geodesy relative to the star system. 
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APPLICATIONS OF PTTI TO NEW TECHNIQUES FOR DETERMINING 
CRUSTAL MOVEMENTS,  POLAR MOTION, AND THE ROTATION OF THE EARTH 

P. L. Bender* 
National Bureau of Standards and University of Colorado 

ABSTRACT 

New extra-terrestrial techniques for geodesy and 
geodynamlcs Include laser range measurements to 
the moon or to artificial satellites, Doppler 
measurements with the Transit satellite system, 
and both Independent-clock and linked-antenna 
microwave Interferometry. The ways In which 
PTTI measurements are used In these techniques 
will be reviewed, and the accuracies expected 
during the latter half of the 1970's will be 
discussed. At least 3 of the techniques appear 
capable of giving accuracies of 5 cm or better 
In each coordinate for many points on the Earth's 
surface, and comparable accuracies for the Earth's 
rotation and polar motion. For fixed stations or 
for sites a few hundred km apart, baseline lengths 
accurate to 1 cm may be achieved. Ways in which 
the complementary aspects of the different techniques 
can be exploited will be discussed, as well as how 
they tie In with Improved ground techniques for 
determining crustal movements. Some recent results 
from the extra-terrestrial methods will be mentioned. 

INTRODUCTION 

Since the mld-1950ls a true revolution In our understanding of the 
Earth has taken place. From the mid-1960's the majority of earth 
scientists have come to regard the plate tectonics theory as a major 
unifying concept In describing the dynamical forces which have shaped 
the Earth as we know It today. I think that you are all aware of the 
general outline of this theory: tectonic plates roughly 100 km thick 
make up the surface, and they move about on a low-viscosity layer 
perhaps 200 km thick called the aethenosphere. The plates move away 
from the "ridges" or "rises", usually in the oceans, where new material 
coming up from the mantle is added onto the plates. Where two plates 
approach each other, one normally is pushed or pulled down and pene- 
trates to depths of roughly 700 km in the mantle before evidence of 
its existence fades out. The geological and geophysical record of the 
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past motions Is written In the present materials and properties of 
the plates, the aesthenoaphere, and the upper mantle. 

We now know a great deal about the average motions in the past, but 
unfortunately this Is like having watched cakes of Ice floating on a 
swirling body of water, and trying to understand what is happening 
from the grlndlngs, distortions, and relative motions of the semi-rigid 
cakes. If we are reduced to only knowing the long term average motions, 
the problem is even more difficult. Better measurement methods are 
Just what is needed to determine the present motions and distortions of 
the plates, and these methods all involve Precise Time and Time Inter- 
val techniques. 

The new extra-terrestrial techniques are Doppler measurements with the 
Transit satellite system, both linked-antenna and independent clock 
microwave interferometry, and laser distance measurements to the moon 
and to artificial satellites. However, it appears that these tech- 
niques will be very much complemented by new developments in ground 
measurement methods. These are the use of 2-wavelength microwave 
modulated laser devices for measuring point-to-point distances on the 
earth's surface and of portable high-precision gravimeters for measur- 
ing changes in gravity with time at a given point. The futures of both 
types of ground measurements look very bright. The first has an ex- 
pected distance accuracy of better than l*icr7 over distances of rough- 
ly 30 km, and the other enough expected accuracy to detect gravity 
changes due to 1 cm vertical motions. 

MICROWAVE INTERFEROMETRY AND DOPPLER TECHNIQUES 

One of the important developments in geodesy recently has been the use 
of Doppler frequency shift measurements with signals received from 
Transit satellites to determine the location of over 200 points on the 
Earth's surface. These points now can be used as a world-wide network 
of control points, which appear to have an accuracy of about 2 meters. 
The National Geodetic Survey now plans to make use of about 130 Doppler- 
determlned points in North America as the basis for its work on read- 
justment of the North American Geodetic Network. The Doppler satellite 
method has been described in a number of places,1-5 and will not be 
described further here. The main experimental limitations on accuracy 
come from inospherlc effects, because of the relatively low transmitted 
frequencies which are used, and orbit determination problems due to the 
fairly low altitudes of the satellites. Future developments expected 
with ".he Global Positioning System are discussed later in this Meeting. 

Microwave interferometry promises to be a major source of information 
on geodynamics. Basically, a comparison of the arrival times of radio 
signals from a very distant source at two antennas gives the component 
of the baseline vector between the two sites projected onto the direc- 
tion toward the source. Extra-galactic microwave sources furnish the 
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signals for most long-baseline work, with fluctuations In the 
emission in effect providing the events whose differences in arrival 
time are measured.    Measurements with a number of sources in different 
directions give the vector baseline between the sites.    If the two 
antennas are linked by cables or microwave transmission between them, 
then the time difference can be determined directly.    If very long 
baselines are used, then ultra-stable Independent clocks at the two 
sites are employed, with differences in the clock epochs and rates 
being solved for from the data. 

A major point to be made is that atmospheric corrections to the micro- 
wave path lengths through the troposphere are likely to be the largest 
source of error in future geodynamics measurements.    If this is so, 
extending the baseline lengths doesn't help very much over some range 
of distances because the errors in the corrections become less well 
correlated.    However, when the separation is large enough so that 
little correlation is left anyway, or so that one can obtain accurate 
enough measurements of the atmospheric corrections at the sites inde- 
pendently, then the resulting limitation on fractional baseline 
accuracy goes down with increased baseline length.    For this reason, 
although very useful results have been obtained with linked antennas, 
the independent clock variety are likely to be more important for 
geodynamics. 

Independent clock microwave interferometry, or very long baseline 
Interferometry (VLBI) as it is usually called, is discussed in depth 
later in the Meeting.    I will only say a few words about its accuracy 
here.    The most stable frequency standards available are needed for 
geodynamics work, as well as the use of two observing frequencies to 
remove ionospheric effects,  careful antenna calibration procedures,  and 
the use of extra-galactic sources which show as little structure as 
possible over long baselines.    However, these considerations are really 
factors in the ease of making the observations, and hopefully will not 
affect the final accuracy. 

The one accuracy limitation which is not shared with laser range 
measurement techniques is the sensitivity of the microwave propagation 
velocity to water vapor In the atmosphere.    This appears to require the 
use of water vapor monitoring at each antenna by means of microwave 
radiometers looking along the line of sight.6'7'8   With this approach, 
an accuracy of at least 1 to 2 cm in the water vapor correction at any 
time for vertical propagation through the atmosphere appears to be 
achievable, and some experimental data on this question is now avail- 
able.    This limitation may be worse for propagation at lower elevation 
angles, but it should be recognized that substantial benefits from averag- 
ing can be obtained for many applications of the data.    Water vapor tends 
to lie mostly below 3 km in the atmosphere and to be rather patchy in dis- 
tribution, so that averaging is probably more effective than for the dry 
part of the atmosphere which affects optical observations.    Also, to the 

41 



extent that the water vapor distribution is horizontally stratified, it 
can be takva out at least partially from the observations themselves. 

A major advantage of the VLBI approach compared with laser range 
techniques is the all-weather capability of the method, which means 
that observations can be made a considerably larger fraction of the 
time than with the laser techniques. A number of paoers are now avail- 
able which discuss geodynamlcs applications of VLBI. 0"18 In addition 
to accurate determinations of UT1, polar motion, and plate tectonics 
measurements with fixed stations, the desirability of using mobile VLBI 
stations to measure crustal movements at a large number of points on 
the Earth's surface has been emphasized. 

LASER DISTANCE MEASUREMENTS TO ARTIFICIAL SATELLITES AND THE MOON 

The beginnings of a new era In worldwide geodesy can be tied to the 
Introduction of satellite geodesy and, within the U.S., to the start of 
the National Geodetic Satellite Program. This program, which is now 
completed,19'2^ succeeded in tying together many points throughout the 
world with an accuracy of roughly 5 meters. The results were based 
mainly on angular position measurements of artificial satellites 
against the stars, although some Doppler measurements and laser dis- 
tance data were Included also. 

It can be shown that optical or electromagnetic distance measurements 
are much less affected by atmospheric refraction uncertainties than are 
angle measurements. For this reason, laser distance measurements to 
satellites offer great Improvements in geodetic accuracy over photo- 
graphic methods. However, in order to take advantage of the improved 
measurement accuracy for determining a worldwide network of fundamental 
reference points. It is necessary to Increase the satellite altitude 
greatly. This is required in order to stringently decrease the pertur- 
bations on the orbit, so that observations from different ground sites 
at different times can be tied together via accurate dynamical calcu- 
lations of the orbit. Even if nearly simultaneous observations from a 
number of ground stations are used In order to reduce dependence on the 
orbit computations, a high altitude still is necessary in order to 
permit mutual vlsablllty from widely separated sites. 

The Laser Geodetic Satellite25  (LAGEOS), which is scheduled for launch 
by NASA in 1976, Is Intended to fill the need for a stable, high alti- 
tude retroreflector satellite. The currently planned orbit is nearly 
circular, with an altitude of about 6000 km and an Inclination of 70 
degrees. The satellite is as dense as possible, subject to the launch 
vehicle weight limitations and the surface area needed for the desired 
number of retroreflectors. It is completely passive and highly sym- 
metrical, and the retroreflector arrangement is such that the geo- 
metrical offset between the center of mass of the satellite and the 
average optical reflection point is accurately known. 
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Although a satellite like LAGEOS Is needed In order to obtain very high 
accuracy geodynamlcs results, a large amount of work based on laser 
distance measurements to other artificial satellites already has been 
reported.26-36   When LAGEOS Is available,  the main limitations on 
determining crustal movements and polar motion probably will be: 
1) uncertainties In the orbit at the time of the measurements; 
2) uncertainties In the atmospheric correction to the measured round- 
trip laser travel time; and 3) systematic and statistical errors In the 
travel time measurement.    The second limitation has been considered by 
several authors,37"39    and a correction procedure based on the assump- 
tion of hydrostatic equilibrium seems very powerful.    The water vapor 
effect Is about 100 times less than for microwave measurements,  and 
horizontal gradients in the atmospheric conditions are likely to con- 
tribute less than 0.5 cm to the uncertainty.    Deviations from hydro- 
static equilibrium are small under almost all conditions when laser 
measurements are likely to be made, and the overall atmospheric 
correction error at elevation angles of down to 20 degrees thus is 
likely to be 1 cm or less.    The third limitation-travel time measure- 
ment uncertainty - already Is 10 cm or less even with laser pulse 
lengths of several nanosec.    It seems likely to be Improved to 0.1 
nanosec (i.e.  1.5 cm) or better when sub-nanosec pulse length lasers 
are used.    The timing accuracy referred to here is that of a "normal 
point" constructed from several minutes of data. 

For the orbit uncertainty limitation, a simple numerical value is 
difficult to obtain.    Simulations of geodetic measurements using LAGEOS 
are being carried out at the Smithsonian Astrophyslcal Observatory and 
the Goddard Space Flight Center.    Once we have Improved our knowledge 
concerning the lower harmonics of the Earth's gravitational field from 
studies of LAGEOS orbit perturbations or from other satellites to a 
sufficient extent, the main orbit perturbation which is likely to 
cause trouble is that due to inaccuracy in modeling variations in the 
Earth's albedo radiation pressure on the satellite.    However,  the 
extent of the build-up in orbit uncertainty depends on the distribution 
in location and time of range observations from all of the stations 
participating in the program.    Also,  the effect of a certain amount of 
orbit uncertainty will be less if the relative locations of several 
stations within a limited geographical area are being determined rather 
than station locations all over the Earth.    In any case, with a 
sufficient number of well-distributed high-accuracy ground stations, 
the orbit uncertainty limitation is not e iected to be substantially 
worse than the other two limitations. 

For laser range measurements to optical retroreflectors on the 
moon,1*0"'*3 the atmospheric and timing limitations are quite similar to 
those for ranging to artificial satellites.    The orbit stability is 
much higher, which Is certainly an advantage.    The librations of the 
moon about its center of mass appear to be modelable down to below the 
usual systematic measurement error limits by fitting data from 
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differential measurements to the different reflectors. 

However, even If the lunar orbit and libratlon uncertainties are negli- 
gible, and even if the only object were to determine crustal movements, 
it would still be necessary to make frequent measurements from a number 
of fixed stations in order to monitor variations in the Earth's rota- 
tion and polar motion.    Present information indicates that polar motion 
fluctuations are slower than those in rotation.        Thus how much less 
monitoring from fixed stations is needed for lunar ranging than for 
LAGEOS may depend on how large the power spectrum of fluctuations in 
the Earth's rotation is at short periods,  compared with the fluctua- 
tions in the unmodelable orbit perturbations for LAGEOS. 

The main disadvantage of lunar ranging for determining crustal motions, 
compared with the artificial satellite method or VLBI, is connected 
with the slow rate of declination change for the moon.    Since the 
period for declination change is 27 days,  a mobile lunar ranging 
station has to stay at one site for perhaps 3 weeks, allowing for 
weather, in order to make measurements over the whole range of declina- 
tions.    Measurements at different declinations are necessary in order 
to determine all 3 components of the station location accurately. 
Assuming that the ultimate measurement accuracy of the other techniques 
is high enough so that the same site coordinate accuracy can be deter- 
mined in a shorter time,  lunar ranging would be at a disadvantage in 
terms of the number of sites covered per year per mobile station.    On 
the other hand, if fewer fixed stations are needed than for satellite 
ranging, it is not clear how the trade-offs would work out.    A related 
disadvantage of lunar ranging is that one cannot obtain all 3 coordi- 
nates of the site with good accuracy for station locations above 45 to 
50 degrees in latitude.    The range of declinations available with the 
moon at elevation angles of 20 degrees or higher becomes too limited, 
and the Z-axis coordinate accuracy is reduced. 

GROUND MEASUREMENT TECHNIQUES 

At present the main ground survey methods used In geodynamlcs studies 
are accurate point-to-point distance measurements with modulated laser 
beams  (laser geodlmeters) and classical leveling for vertical motions. 
The accuracy reported by the National Geodetic Survey for their high- 
precision traverses, which cross the U.S. both north-south and east- 
west at roughly 1000 km Intervals to provide overall horizontal control, 
is I^IO-6.    These traverses have been carried out with laser geodi- 
meters, and the main accuracy limitation is from uncertainty in the 
atmospheric correction to the measured distances.    For a number of 
baselines ranging up to 35 km in length in the western U.S., 
J.  C,  Savage and W. H. Prescott of the U.S. Geological Survey have 
reported measurement precisions equal to the root-sum-square of 
2*10~7 of the length and a 3 mm contribution independent of length.41* 
This is achieved by flying aircraft along the line of sight to measure 
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the atmospheric characteristics.    However, Savage and Prescott state: 
"Even at this level of precision« determination of the strain accumu- 
lation at sites along the San Andreas fault system will require annual 
observation of many line lengths over a period of at least 5 years." 
The need for Increased ground measurement accuracy Is also stated 
strongly by the U.S. Geodynamlcs Committee.t+5 

Attempts to achieve higher accuracy by using two laser wavelengths, 
one In the red and the other In the blue, have been made at several 
laboratories.    Microwave modulation Is used In order to achieve the 
highest possible accuracy In determining the red-blue path difference. 
A correction proportional to the measured path difference is then 
applied In order to remove the effect of the atmosphere.    Work at NOAA 
with this type of device has been reported,'16"'*9 and more extensive 
measurements have been obtained with an Improved Instrument developed 
by Huggett and Slater at the Applied Physics Laboratory, University of 
Washington,50'51'73   Work Is also under way at the National Physical 
Laboratory In England.    The measurements by Huggett and Slater current- 
ly are over fixed baselines of up to 10 km near Seattle, and a micro- 
wave distance system has been added in order to correct for water 
vapor.    The present measurements use retroreflectors at the far end of 
the path, so that the light beams have to travel both ways over the 
path.    If improved signal-to-noise ratios are needed in order to 
achieve the geodynamlcally desirable goal of 1*10"7 or better accuracy 
over paths of roughly 30 km length, an approach in which only one-way 
laser propagation is used may be needed.    This would correspond to 
having the microwave modulator and demodulator at opposite ends of the 
path, with synchronization provided by a round-trip microwave link.52 

It would be very desirable if gravity measurements could be used in 
place of leveling as a monitoring technique for vertical motions.    This 
is because the cost per km of leveling is high.    It now appears that 
relative gravity measurements with accuracies of 3 microgal or better 
are achievable with existing instrumentation.53    This means that the 
sensitivity is sufficient to detect relative vertical motions of 
roughly a cm if other processes are not going on.    Such vertical 
motions are expected in seismic zones from the theory of dilatency. 
In addition, in connection with the interiors of tectonic plates,  the 
U.S.  Geodynamlcs Committee refers to evidence for widespread vertical 
motions at rates as high as a cm per year, and states:5^ "The rates of 
vertical motion determined by leveling surveys are so high that such 
motions cannot continue for very long Intervals of time.    Perhaps 
oscillatory or episodic movements occur."    Improved methods for look- 
ing at such motions, both locally and regionally, certainly are de- 
sirable. 

The main limitation in interpreting gravity changes probably will come 
from complicating mass motions which can occur. Horizontal motions of 
material within the aesthenosphere can occur over long periods of time. 
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while changes In the local water table can offset gravity on a short 
time scale.    Thus, the Interpretation Is not unique.    However, stable 
gravity measurements still give evidence against vertical motion, 
and leveling or other techniques then can concentrate on making 
measurements where gravity Is changing. 

There also Is a need for portable absolute gravlmeters with roughly 3 
mlcrogal accuracy.    They are necessary both to detect regional gravity 
variations over large areas and to provide scale calibrations for rela- 
tive gravlmeters.    A portable absolute gravlmeter with roughly 50 
mlcrogal accuracy was developed by Hammond and Faller, and measurements 
were made with It at 8 sites In North America, Europe, and South 
America.    5 '~'6   A fixed-station gravlmeter of accuracy approaching one 
mlcrogal has been described by Sakuraa,57»58 so that accurate checks on 
port Me Instruments can be made.    Recently joint French-Italian efforts 
have retwlted In a portable absolute gravlmeter with 20 mlcrogal 
accuracy.^    Further Improvements to achieve the desired accuracy of 
about 3 mlcrogal appear to be feasible.     In regions of long term eleva- 
tion changes. It clearly Is important to understand how gravity is 
changing also In order to determine what is going on. 

GEODYNAMIC APPLICATIONS OF THE NEW TECHNIQUES 

In high accuracy geodynamics studies, one of the problems will be how to 
separate polar motion and earth rotation variations from motions of the 
observing stations.    The general question of coordinate systems for 
geodynamics was discussed at IAU Colloquium No.  26 in Torun,  Poland. 
A general view expressed was that there is a strong need for a world- 
wide geophysical coordinate system which approximates the motion of the 
solid part of the Earth as well as possible.60"61*    The rotation and 
tipping of this frame against an external reference frame,  such as the 
planetary-plus-lunar dynamical frame65»66 or the extra-galactic 
frame,65 would determine what we mean by UT1,  polar motion,  and nuta- 
tion.    General agreement seems to be developing that the geophysical 
system should be defined in terms of a large number of points through- 
out the world for which geocentric coordinates are assigned, as well as 
assigned linear drift rates for the points based on the best available 
geodynamlc models.    It has been suggested that updating of the models 
used would be needed at appropriate intervals of perhaps several years, 
as our understanding of crustal movements improves.63 

With at least 3 of the new techniques,  it appears feasible to determine 
the locations of points over most of  the Earth's surface with an 
accuracy of 5 cm or better. Progress in this direction already is very 
impressive.    For example, a satellite ranging experiment in 1971 using 
long laser pulse lengths gave agreement for two stations 25 m apart to 
about 4 cm in each coordinate.    A 1972 experiment with similar appar- 
atus on a 900 km baseline across the San Andreas fault in California 
gave a scatter of 30 cm in the baseline length measurements, with much 
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of this presumably due to uncertainties In the satellite orbit.    With 
sub-nanosecond pulse length lasers and much better knowledge of satel- 
lite orbits in the future,  the same baseline is expected to be recover- 
able in different years with an accuracy of 1.5 cm.36   Satellite laser 
ranging systems with 10 cm or better accuracy and 6 or 7 cm rms 
single-pulse jitter already are available,  and the scatter obtained on 
a transcontinental baseline even with existing satellites seems encour- 
aging. 67    For lunar ranging,  studies indicate an expected accuracy of 
3 cm or better in each coordinate for determining the location of a 
mobile station in most parts of the world.42»68    However, baseline 
measurements must await the availability of data from a second station 
besides McDonald. 

For VLBI,  a one meter scatter in baseline length was observed over a 
8A5 Ion baseline from Haystack to Greenbank with data from as early as 
1969.10    For a 16 km baseline in California, a 5 cm or less scatter in 
each coordinate was obtained for 3 runs made in 1972.15   Measurements 
on the 3,900 km Haystack-Goldstone baseline gave an rms variation of 
less than 20 cm for the baseline length fr r 9 separate experiments 
carried out in 1972 and 1973.13    For very short baselines, a recent 
comparison with survey results for a 300 m baseline between a portable 
9 m   antenna and a fixed antenna in California has given agreement in 
each coordinate to within the + 3 cm measurement uncertainty.18    An 
even more recent result for the 1.2 km Haystack-Westford baseline 
length gives an 0.6 cm rms scatter  for 5 measurements made over a 3 
month period, and an agreement with survey results to 0.5 cm.69    It is 
impressive  that all of these results have been obtained even without 
the use of dual frequency capability and of water vapor radiometers, 
which will be added to the existing systems soon. 

The major contributor to polar motion determinations so far among the 
new techniques is the Doppler satellite network.    Normal variations In 
the polar position are determined regularly every 2 days with an 
accuracy which is believed to be about 30 cm in each coordinate.14    The 
results are now being Incorporated along with data from the classical 
techniques  in the BIH adjustments.     Laser range measurements to satel- 
lites have been used to determine polar motion to roughly one meter 
accuracy,27'^ 31* while VLBI measurements have given comparable accur- 
acy for polar motion and for ÜT1.13 

Recently lunar ranging data has been used  to obtain preliminary 
individual-day checks on the BIH values of UT0  (a combination of UT1 
and one component of polar motion)  for  the McDonald Observatory on 153 
days.*43    The median accuracy of 22 cm which was achieved is encourag- 
ing, but it should be remembered that the fraction of days on which 
sufficient data was available from the single station Is fairly small. 
A network of 6 fixed lunar ranging stations Is expected to be In oper- 
ation by late 1976,  and hopefully data from a similar VLBI network also 
will be available by then.    Additional high-accuracy Information on 
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polar motion and on short period fluctuations In the Earth's rotation 
rate are expected from satellite range measurements soon after LAGEOS 
Is launched. However, the continuation of classical observations for a 
decade longer Is needed In order to complete a careful comparison of 
the methods. 

With the achievement of 5 cm or better accuracy on a worldwide basis 
highly probable, It Is clear that a new era In geodynamlc/geodetlc 
measurement accuracy Is approaching. The Initial goal will be to 
measure the positions of hundreds of control points throughout the 
world with as high accuracy as possible. From our present vantage point 
It Is difficult to tell Just how low the costs of using the extra- 
terrestrial methods can be made, but It seems clear that the separa- 
tions between the fundamental geodynamlc/geodetlc control points should 
be 300 km or less In most areas. The frequency with which points should 
be redetermlned will depend on the local conditions, but will be chosen 
so that the probability of deviations from linear motion between 
measurements bv more than the measurement accuracy is small. Improved 
ground techniques also will be used to keep track of more local motions 
within geodynamlcally interesting areas such as seismic zones or 
regions of unusual vertical motions. When unexpected motions or gravity 
changes are detected in a particular area, both the extra-terrestrial 
methods and Improved ground techniques can be used on a fast-response 
basis to find out what is going on. 

It should be emphasized that a combination of the new techniques may be 
more efficient for rapid establishment of the desired worldwide geo- 
dynamlc/geodetlc control network than any one of the techniques alone.70 

For example, one can think of first using one technique to establish 
and maintain 3 to 6 fundamental reference points on each major plate, 
and then using another technique to establish the much larger additional 
number of reference points within a given plate which are needed.  For 
the first part of the job, the most important factor would be accuracy 
and reliability over long distances. An independent check by using at 
least 2 of the methods would be desirable for this phase of the work. 
For the second phase, a regional approach in which most of the effort 
is concentrated on a particular continent or area for a certain period 
of time seems desirable. For example, putting perhaps 6 mobile satel- 
lite ranging stations in one area, with some of them at the pre-deter- 
mined fundamental points, would give minimum dependence of the results 
on uncertainties in the satellite orbit. Although simultaneous 4- 
statlon measurements would not be required, the intensive tracking over 
a limited region would give excellent knowledge of the orbit in that 
region. In this way, the desirable features of two or more techniques 
could be utilized in a complementary way. 

During the 1974 International Symposium on Recent Crustal Movements, 
the following resolution was sponsored jointly by the Inter-Union Com- 
mission on Geodynamics and the Commission on Recent Crustal Movements, 
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and was adopted:71 "Instrumented systems capable of precise geodetic 
measurements such as Geodetic Satellites, Lunar Ranging, and VLBI are 
of the greatest value to the study of recent crustal movements and 
geodynamlcs. The Commission on Recent Crustal Movements and the Inter- 
unlon Commission on Geodynamlcs together strongly recommend that 
earnest attention be given to the further development of these systems 
so that such basic questions as the Instability of the earth and the 
causes of movements can be Investigated. The Commission on Recent 
Crustal Movements and the Interunlon Commission on Geodynamlcs particu- 
larly emphasize that not only is doing the measurements Important, but 
it Is also Important that the measurements be made in the optimum 
places In the light of geodynamlcs." Essentially all of the new tech- 
niques make heavy use of Precise Time and Time Interval measurements to 
achieve their high accuracies. Whether the need is for the highest 
possible stability In frequency standards suitable for use in rapidly 
moving mobile VLBI stations, or for relatively cheap and reliable laser 
frequency standards with lxlO~g accuracy for use In portable absolute 
gravlmeters, Hie needs from geodynamlcs for continued improvements in 
PTTI technlq»"- - are likely to be strong. 
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QUESTION AND ANSWER PERIOD 

MR.   KEATING: 

Mr. Keating, Naval Observatory. 

I heard a lot about accuracy here, one centimeter, five centimeters.   Yet, I 
heard nothing about the systematic errors you might have.   In particular, the 
velocity of light. 

Recently, I ran across two radio astronomers.   One was using a velocity of 
light which was recently obtained by the NBS, and the other one was using an- 
other one which was almost one kilometer different from the recent NBS value. 
I don't quite understand how one can speak of accuracyunder such circumstances. 
Really, you mean differential precision, don't you? 

DR.  BENDER: 

No, I don't.    In talking about accuracy for distance measurements, one has to 
specify what the standard is for the meter, for the length.   Actually, the Inter- 
national Astronomical Union a year ago recommended that in all astronomical 
measurements of very high precision, a particular new value that had been 
recommended for such use by the consultative committee on the definition of the 
meter be used so that there would be no problem whatsoever in the comparisons 
of results obtained by different investigators because of the uncertainly in the 
speed of light. 

It is also recommended that when a new definition of the meter is adopted, which 
hopefully will be within a few years, this value of the speed of light will be re- 
tained exactly. 

Now, what this amounts to is a refinement of the definition of the meter so that it 
agrees within the precision with which the krypton meter can be realized with the 
old definition.   However, it is in effect an auxiliary way of realizing the unit to 
better accuracy than the roughly 4 in lö9 that the krypton lamp is capable of 
giving. 

So I think until recently, there may have been such problems, but I believe thes» 
new measurements of the speed of light and the recommendations by the CCDM 
and the IAU really will remove this problem.   It really is not a basic problem 
anyway except one of confusion because it is really the changes in distance in 
which everyone is interested.   The present measurements are good to 4 in 109 

for the speed of light.   I don't know of any measurement where one wants to use 
distance measurements with higher accuracy than that other than just in a rela- 
tive sense. 
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So I think there are really two answers. One is there is now a better speed of 
light which is likely to survive. And the second is the measurements are 
basically relative anyway. 

DR.   REDER: 

Reder, Fort Monmouth. 

If the measurements are relative, I don't understand why you said when you 
showed the slide showing the Goldstone and Haystack results with the transmitter 
on the moon and you mentioned that some of the deviations may have been due to 
a modulation of the transmitter, why would that come in? 

DR.   BENDER: 

I am sorry.   Let me say I didn't mean that the geodetic measurements point to 
point on the earth's surface were relative.   I only meant, for example, that if 
you are looking at the distance to the moon or to a satellite where the basic 
quantity is the length to the moon, it is really differences in that distance to the 
moon which come into determining the distances between stations on the earth's 
surface.   The same is true for the satellite geodesy. 

So that it is only relative in the sense that until we get the 4 in 109 for the ac- 
curacy of baseline determinations on the earth we wouldn't have to worry even 
if we didn't know what the speed of light was, even if we didn't have a better 
definition of the meter. 

DR.   REDER: 

How does the modulation of the transmitter come in that? 

DR.   BENDER: 

It is nothing fundamental at all; it is just a noise source that is present in the 
data that makes it look more noisy than it really is. 
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A REVIEW OF PRECISION OSCILLATORS 

Helmut Hellwlg 
National Bureau of Standards 

ABSTRACT 

Precision oscillators used in PTTI applications 
include quartz cryscal, rubidium gas cell, cesium 
beam, and hydrogen maser oscillators. A general 
characterization and comparison of these devices 
is given including accuracy, stability, environ- 
mental sensitivity, size, weight, power consump- 
tion, availability and cost. Areas of special 
concern in practical applications are identified 
and a projection of future performance specifica- 
tions is given. An attempt is made to predict 
physical and performance characteristics of new 
designs potentially available in the near future. 

INTRODUCTION 

Very recently, the author published a survey of atomic fre- 
quency standards [1,2].  This survey covered in an exhaust- 
ive way the presently available atomic standards, the manu- 
facturers of these standards, as well as laboratories which 
are active in this field.  The survey also included all 
known and published principles which are leading or may 
lead to new or improved frequency standards in the future. 
The reader is encouraged to study this and other recent 
surveys [3-8]. This paper does not duplicate these publi- 
shed results but rather expands them to include precision 
oscillators other than atomic oscillators and quantitative 
data on operational parameters such as warmup, retrace and 
several environmental effects.  Also, this paper attempts 
to predict the performance of some new concepts which have 
been developed and which appear to pose no technical diffi- 
culties in their realization as frequency standards avail- 
able in the near future.  For these concepts stability, 
operational, and environmental parameters are predicted. 
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In this paper we will refrain from any discussion of new 
concepts or principles which, though promising, cannot yet 
be envisioned as being available in the near future. The 
following illustrates this important constraint: Saturated 
absorption stabilized lasers are omitted because their use 
as frequency standards or clocks is not possible at the pre- 
sent time because of the unavailability of a practical fre- 
quency synthesis chain in the infrared* which would allow 
the generation of precise standard frequencies and time sig- 
nals from these standards which otherwise have documented 
competitive stability, and an interesting accuracy potential 
[10-13]. 

AVAILABLE STANDARDS 

Figure 1 is adapted from Ref. 1 and 2.  It includes crystal 
and superconducting cavity oscillators and various types of 
laboratory and commercial atomic frequency standards. 
Figure 1 shows that for short sampling times quartz crystal 
oscillators and superconducting cavity oscillators or rubidium 
masers are the oscillators of choice.  For medium-term 
stability, the hydrogen maser and superconducting cavity 
oscillator are superior to any other standard which is 
available today. For very long-term stability or clock 
performance, cesium standards are presently the devices of 
choice.  Rubidium standards are not superior in any region 
of averaging times, however, as shown in Table 1, they excel 
in the combination of good performance, cost and size. 

It should be noted that in Fi«j. 1 the best available stab- 
ilities are listed for each class of standards regardless of 
other characterization of the devices.  In contrast. Table 1 
(and the following tables) combine stability data with 
operational data and other device characteristics.  For each 
listed device in Table 1 the data may be viewed as being 
compatible, i.e., realizable in the very same device. 
Frequently, one finds in publications or other reference 
material that best performances are combined to create a 
super-device which is not actually available. 

* The present realization is still too complex and lacks 
precision [9]; however, this important problem is being 
studied at various laboratories, and significant techni- 
cal breakthroughs may be expected in the future. 
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Table 1 and Fig. 1 illustrate that the choice of atomic 
frequency standards should be a matter of very careful con- 
sideration and weighing of the trade-offs and actual re- 
quirements. For any system application of precision oscil- 
lators, it is important to first determine the actually 
needed stability performance of the devices; secondly, to 
consider the environmental conditions under which the stand- 
ard has to perform; and thirdly, the size, weight, cost and 
turn-on characteristics of the standard. Occasionally a 
system designer will find that a standard with all the 
characteristics needed does not exist yet on the market.  In 
this case, the designer has two alternatives: either to 
adjust his system parameters to accommodate one of the 
available standards or to choose a combination of these 
standards to fulfill his need.  The latter is an important 
aspect; for example, we assume that a system requires very 
good long-term stability and clock performance but at the 
same time high spectral purity, i.e., very good short-term 
stability.  In addition, no cost, weight or size constraints 
are imposed. An optimum combination for this case could be 
a crystal oscillator paired with a cesium beam frequency 
standard.  The systems concept ar P.  solution to a design 
problem is a very powerful tool, and it can be realized 
technically at no sacrifice to the performance of the indiv- 
idual components of the system.  The only actual restrictions 
may be physical size and cost.  It should be noted here that 
many time scale generating systems are bat ad on clock en- 
sembles which feature not only several clocks of the same 
type but a combination of clocks of different design.  For 
example, at the National Bureau of Standards we routinely 
use a combination of crystal oscillators and cesium stand- 
ards when testing precision oscillators. 

POTENTIALLY AVAILABLE STANDARDS 

As was outlined in the Introduction, we list here only those 
devices and concepts which appear to be easily realizable 
within today's technology.  A great many of highly promising 
and interesting concepts have been emitted at this time 
because they are too far removed from practical realizations 
or even practicality. 

First, we assess existing standards (Table 1) and their 
future development capability (Table 2).  In particular, we 
note that we expect stability improvements of about 1 order 
of magnitude in all four devices: crystal oscillators, 
hydrogen masers, cesium beam tubes, and rubidium standards. 

fil 



In the case of crystals, this is due to better understanding 
and control of the noise behavior [ 14,15].  In the case of 
hydrogen, we expect an even better control of the cavity 
pulling effects which transduce temperature, pressure and 
vibrational effects into frequency fluctuations.  A better 
understanding and control of the aging of rubidium cells due 
to improved control of the lamp intensity, as well as the 
gas composition in the cell appears possible.  In cesium, an 
understanding of the flicker noise performance is expected 
as well as improved signal levels.  Flicker noise effects 
may be due to cavity temperature gradients, microwave inter- 
rogation power fluctuations, magnetic field variations etc., 
all of which can be controlled to higher precision [1,2,16]. 

Table 3 lists five new concepts of devices.  The cesium gas 
cell device is very much like the rubidium gas cell device 
except that cesium is used which necessitates a different 
lamp filter arrangement [17,18].  There is the potential 
that some aging effects may be better controllable with a 
cesium device because its different filter permits better 
control and higher symmetry of the optical spectrum. 
However, aside from this, the cesium gas cell device is 
expected to have characteristics similar to the projected 
performance of rubidium gas cell devices. 

The dual-crystal concept is depicted in Fig. 2.  The device 
consists of a crystal oscillator which is locked to a crys- 
tal resonator with a reasonably long time constant.  The 
lock between the crystal oscillator and the passive crystal 
resonator can be envisioned as being rather simple using the 
dispersion lock technique studied in its basic feasibility 
with the hydrogen maser [19,20].  The advantage of a com- 
bination of a passive crystal with an active crystal oscil- 
lator lies in the realization of exceedingly high short-term 
stability in the oscillator, while the crystal resonator can 
be specifically designed for excellent long-term stability. 
In crystal oscillators short-term and long-term stability 
have been opposing goals, because high short-term stability 
typically requires rather high driving levels whereas 
excellent long-term stability requires low dri/e levels at 
the crystal resonator.  A combination using two crystals 
could optimize on both in the same package. 
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The passive hydrogen device has been studied in detail and 
has demonstrated feasibility [19,20].  Its advantages rely 
to a high degree on the significant reduction of cavity 
pulling. As was mentioned already, cavity pulling serves as 
the transducer for temperature fluct ations, pressure fluc- 
tuations, mechanical stress fluctuations, etc., into fre- 
quency fluctuations. The passive device allows cavity Q's 
of 100 times or more below that of an oscillator and thus 
leads to a corresponding reduction in the cavity pulling 
effect.  An increased environmental insensitivity coupled 
with a simplified design and excellent long-term stability 
without very high demands on the temperature stability can 
be realized.  Figure 3 shows a block diagram of such a de- 
vice.  The hydrogen resonance is interrogated by a signal 
derived from a crystal oscillator.  The signal is used to 
lock the crystal oscillator to the hydrogen resonance.  In 
Fig. 3, dispersion locking is depicted which could simplify 
the overall system.  A low cavity Q can be realized by using 
a lossy cavity but it appears advantageous to realize the 
low Q by using a very high cavity Q with a well defined 
mode, and lowering the Q electronically with negative feed- 
back.  This concept is shown in Fig. 3.  In order to dis- 
criminate against long-term phase shifts in the electronics, 
an amplitude modulation of the hydrogen signal may be added. 
As shown in Fig. 3, this could be a hydrogen beam modula- 
tion. 

Figure 4 shows the concept of a small and inexpensive atomic 
frequency standard.  Traditionally, atomic frequency stand- 
ards have been devised, designed, and built in order to 
achieve performances impossible to reach with crystal oscil- 
lators.  In other words, the atomic resonance was used in 
the past to achieve excellence in performance.  Thus, the 
selection of the atomic resonance as well as the whole 
design concept was directed towards achieving the utmost in 
stability and accuracy.  A different design philosophy, 
however, appears possible. The weaknesses of a crystal 
oscillator are certainly not its size, weight, or power. 
They are the fact that crystals do not have a precise fre- 
quency without calibration,and that the crystal shows 
environmental sensitivity, in particular, with regard to 
temperature and acceleration (constant load, vibration, 
shock, etc.).  If the atomic resonance is viewed only as a 
means to reduce or eliminate these negative performance 
characteristics of a crystal oscillator we are not neces- 
sarily constrained to resonances which lead to utmost stability 
and accuracy performance but others may be considered that 
lead to simpler designs.  We therefore propose that a simple 
atomic standard could be built based on the well known 
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inversion transition in ammonia*.  Ammonia will not_permit 
the design of a standard exceeding signicantly a 10 '0 

performance level in stability, accuracy, and environmental 
insensitivity, however, up to the lO"1"level a rather 
simple design concept should be realizable.  Such an ammonia 
standard is depicted in Fig. 4 and its projected performance 
is depicted in Table 3. Again one could use the simple 
dispersion lock concept to control the frequency of the 
oscillator.  The oscillator has not necessarily to be a 
crystal oscillator.  If the standard is to operate under 
severe acceleration ani \ibration, the sensitivity of a 
crystal against these influences may cause loss of lock to 
the atomic resonance.  Therefore, it may be advantageous to 
use other oscillator concepts such as a conventional LC or a 
Gunn effect oscillator. The device will have a performance 
which is in certain ways inferior to that of laboratory type 
crystal oscillators but it is projected that a combination 
of low cost, size and environmental insensitivity can be 
obtained which is not presently available with any other 
design solution. 

Finally, in Fig. 5, we depict the superconducting cavity 
oscillator.  This oscillator concept has been recently de- 
veloped and studied, and it has demonstrated stability per- 
formance which exceeds that of any other_known oscillator 
[23,24],  In fact, stabilities in the 10~16 region have been 
realized at averaging times of hundreds of seconds [25]. 
The superconducting cavity oscillator appears adaptable to 
commercial design and would be the best oscillator for med- 
ium-term stabilities (averaging times of 10 to 1000 s).  It 
could therefore be of interest to users such as those en- 
gaged in very long baseline interferometry.  It appears, 
however, unlikely that the superconducting cavity oscillator 
can become a very small and rugged device and it is equally 
unlikely that its environmental sensitivity can be reduced 
significantly from those values projected in Table 3. 

* The ammonia molecule has served in the first "atomic clock" 
device [21] as well as in the ammonia maser [22] which 
opened up the modern field of quantum electronics.  Ammr 
nia was discarded for clock applications because 25 yea.s 
ago it was technolocfically cumbersome to reach K-band 
and because ammonia is inferior with regard to the 
realization of superior accuracy and stabilities. 
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So far, we have only discussed stabilities for averaging 
times of 1 s or longer.  Stabilities in the millisecond 
region correspond to very high spectral purity. This spec- 
tral purity is especially needed in the generation of fre- 
quencies in the infrared and visible radiation region from 
microwave sources.  The two oscillators which play a crucial 
role in this regard are superconducting cavity oscillators 
and crystal oscillators. Studies of both of these devicGS 
have shown that significant improvement in the millisecond 
stability region should be possible which, in turn, should 
allow multiplication of these signals into the infrared 
region without the need for intermediate oscillators. Such 
oscillators (lasers) presently serve as spectral filters in 
the infrared synthesis work and speed of light measurements 
19]. 

It has been projected that linewidths of less than about 100 
Hz in the near infrared region should be possible without 
intermediate oscillators using either improved crystal 
oscillators or superconducting cavity oscillators, or using 
today's crystal oscillator paired with today's superconduct- 
ing cavity as a filter at X-band [26] .  Such linewidths 
would be totally adequate to do high precision metrology, 
since 100 Hz in the near infrared region represents parts in 
1013. 

Thus the realization of a unified standard for length and 
time [27,281 and a control of frequencies in the infrared 
and visible region is crucially tied to the availability of 
new oscillators. 

Acknowledgements 

The author is indebted to the many individuals, laboratories 
and companies who provided information which made possible 
the compiling of data of Tables 1 and 2 and Fig. 1. D. W. 
Allan and F. L. Walls contributed important information in 
many discussions. S. R. Stein provided data on the super- 
conducting cavity oscillator; Fig. 5 is adapted from his 
thesis [25] . 

65 



Tables 1-3 

The listed data are average values for the respective types 
of standards taken from publications, reports and manu- 
facturers specifications. There may be significant devia- 
tions towards better or worse data for certain models under 
certain operating conditions. The listed data for one type 
have generally been realized in at least one existing de- 
vice. Therefore, some stability data are not as good as 
those of Fig. 1 which refer to the best achieved values 
(regardless of operational, physical, or environmental 
characteristics).  The following is an explanation of 
the terms used in the second half of the Tables(the terms 
in the first part of the Tables are self-explanatory): 
Warmup is the time required to reach a frequency within 

-g 
10  of the "final" frequency (i.e., after several days). 
In atomic standards it is practically equivalent to the 
time required for reaching a locked condition.  Retrace 
is the ability of the device to reproduce - after a com- 
plete turn-off (long enough to return to shelf storage 
temperature) - the frequency before the power interruption. 
Temperature and acceleration sensitivities are self-ex- 
planatory, however, it must be noted that crystals are 
inherently sensitive to these effects due to the fact that 
the crystal resonator itself changes frequency under these 
environmental loads, whereas atoms are inherently unaffected, 
However, the proper design of temperature control can 
reduce these effects significantly.  Acceleration refers 
quantitatively to constant g-loads; however, the values 
indicate qualitatively the related sensitivities to vi- 
bration and shock.  Barometric effects are transduced 
into frequency variations via design features, and thus 
are reducible by improved design. Magnetic effects are 
acting directly on the atoms changing their frequency, 
but - as in the case of temperature for crystals - this 
effect can be reduced almost arbitrarily by shielding 
(though affecting cost and size) for all atomic standards. 
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AVAILABLE   TODAY 

STABILITY 

COST SIZE WEIGHT POWER Is FLOOR DRIFT 

(K$) m (lb) (W) (per day) 

X-tal 0,7 

- 3 
i 1 3 io-n io"11 io-10 

Rb(gas 
cell) 

3.5 

- 8 
i 2 15 io-n io"12 io-12 

Cs (tube) 15 20 40 30 io-,1 io-13 io-" 

H (maser 100 100 90 20 io-12 io-14 io-14 

WARI 

TIME 
for 10- 9 

A-VP 

RETRACE TEMP 
(per 0C) 

ENVIRO 

ACCL. 
(per g) 

NMENT 

BAROM. 
(per mbar) 

MAG.      1 
FIELD 

(Der G) 

X-tal Ih IJ-,r lJ-n 10" 9 
- 

Rb (gas 
cell) 

10 min. io-u 
IJ-'1 io-,? 

(est. ) 

io",? io",?     j 

Cs (tube) 30 min. U-" U-15 IO"'' io-M io-1J 

H (maser 1 min. 1J-1? io-15 io-,J 

( est.) 
IO" H IQ-12 

TABLE  1      Available devices 
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POTENTIALLY   AVAILABLE 

STABILITY 

COST 

(K$) 

SIZE WEIGHT 

(lb) 

POWER 

(W) 

Is FLOOR DRIFT 
per day« 

X-tal 0.7 

3 

0. J 0.5 2 lo-1 io-12 io-,P 

Rb (gas 
cell) 2 1 2 10 io-'? io-13 io-1!    j 

Cs (tube) 10 10 20 20 io-p 10" ^ 10-15 

H (miser) K0 100 90 20 io-,J IO"16 io-1B    | 

W/VR1 

TIME 

(for IO-9) 

\A-VP 

RETRACE TEMP 
(per   ?C) 

ENVI 

ACCL 
(per g) 

RONMENT 

BAROM 
(per mbar> 

Mag 
Field         ! 

(per G)       | 

X-lal 1'r. 10 10" i o- ' -    -         ! 

Rb (gas 
cell) 

10 min 10' 10* " IO"13 in-' IO""        | 

Cs (tube) 15 min IO' io';' lu"1" io- " ln"           1 

H (maserl 1 min io'"' 10*n io-" 10"  ' in"'-' 

TABLE  2       Potential  of  presently available  devices 
for  the near  future. 

71 



POTENTIALLY   AVAILABLE 

COST 

(K$) 

1 -   J 

SI7,E WEIGHT 

(lb) 

POWER 

(W) 

Is 

STABILITY 

FIX OH DR U T j 

(per day 

Dual 

X-tal 
1 1 

3 

2 10" :' 10"" 10'         j 

Cs (gas 
(celll 

4 - h Z 10 lo" ■ 10"" io-' 

H 
(passivel 

50 «) 70 IS 10',? io-ie 
10'^    | 

Utility 
atomic 
standard 

1 -2 

20 

I 2 2 10" 10" : 

1 

io'1'    1 
1 
[ 

SCC-Osc. 100 100 100 10' ' IO"1 10 ':' 

TABLE 3a Potential of new design concepts judged 
realizable in the near future. 
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POTENTIALLY   AVAILABLE 

WAKM-LF ENVIRONMENT 

TIME 
(for    10"9) 

RETRACE TEMP 
(per     C) 

ACCL. 
(ptT   pi 

BAROM. 
(p«>r mbar) 
  

MAG. 
FIELD        1 

(per   G )      | 

1 

Dual 

X-tal 
10 min 10' 10-" 10' 

Cs  (i;as 
cell) 

10 min 10- io- io" 10 '  ' io-"       i 

H 
(passu e) 

1 min 10-■ io-lt 10    * IO"' io-         I 

Ltility 
atomic 
standard 

Is lo- 10"" 10' : IO'16 
1 

10  '            | 

SCC-Osc 

.    .. 

lo' (10"    1 10' ( 10"  ') 

assuming that the device stays at superconductinn temperatures,   otherwise 10 

TABLE 3b Potential of new design concepts judged 
realizable in the near future. 
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QUESTION AND ANSWER PERIOD 

DR.  REDER: 

I wonder why Dr. Winkler doesn't have a question on the inclusion of different 
standards in the general time scale. 

DR.  WINKLER: 

I agree.   I think that woum be very desirable.   But I have indeed a question or 
a comment regarding your slide No. 2. 

There is a comment that region III really is not a drfit region, but a random 
walk frequency modulation.   That is physically something completely different 
from a drift. 

DR.   HELLWIG: 

If I remember what I said, I said that this is a deterioration of stability with in- 
creasing averaging times which may contain a drift or aging. 

DR.  WINKLER: 

Yes.   Well, the drift variations come with a true slope of plus one whereas you 
have indicated here a slope of plus one-half which would be a random walk fre- 
quency modulation, something quite reasonable to assume or even to see when 
you talk about atomic standards where you have some random variations.   They 
occur presumably with a Poisson frequency, Poisson distribution.   And for a 
lifetime, they will cause drifting away of frequency, but not necessarily in a 
continuous, monotonous way. 

And I think it is important for us to realize that. 

Another thing, of course, is I believe to understand what you have said concern- 
ing the combination of two standards or two frequency generators is really 
capable of widest generalization.   That is, if you need very high, long-term 
stability, y JU must have a passive resonator.   And if you must have very high 
or extreme short-term stability, you must have an active resonator, whatever 
it is.   A passive one could be a crystal resonator, but also a cesium beam 
standard.   And the active one could be a hydrogen maser or a crystal designed 
for very high short-term stability. 

Indeed, I am quite certain that you are right that these approaches should be 
more pursued, particularly the combination of phase-locked filter to cesium 
standard, I think, which is closest to the practicability. 
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DR. HELLWIG: 

Yes, I fully agree with all your comments.   And just to defend myself once more, 
the fact that this slope is one-half indicates that I had the same opinion as you. 
But it makes it very difficult to give data for this region.   And that is why I 
omitted them in my next slide. 

DR. KARTASCHOFF: 

Peter Kartaschoff, Swiss Post Office, Telecommunications Research Division. 

For the user, data on 

-Reliability 

—Expected lifetime 

of the various frequency standards would be very valuable and should be collected 
and made known. 

DR. HELLWIG: 

I fully agree; however, (a) not enough data are available readily to make general 
statements, and (b) the data on reliability would necessarily be tied to specific 
models of specific manufacturers.   It does not behoove NBS to publicly state such 
data which would imply a relative quality rating of different commercial units. 
A general statement on lifetime can be made: The crystal or atomic resonators 
do not principally limit the design lifetime because better or different engineer- 
ing can always lead to improvements.   However, in the case of cesium and hy- 
drogen devices, there is the basic mechanisim of exhaustion of the atom source 
and of the vacuum pump capacity. 

LT.   PARKIN: 

Larry E. Parkin, U. S. Coast Guard. 

If the quartz crystal within the cesium standard can be Improved such that Its 
output (stability) is lO13 , will the long term stability of the cesium standard be 
significantly increased? 

DR.  HELLWIG: 

No; the short-term stability may Increase up to the crystal performance.   How- 
ever, a longer servo-attack-time Is to be used which may affect the environ- 
mental sensitivity. 
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MR.   UEBERMAN: 

Ted lieberman, NAVE LEX. 

I was wondering about your warm-up times on your slides, first in the present- 
day cesium, rubidium and crystal. You talked about 30 minutes for cesium and 
15 minutes for crystal.   Isn't it essentially how long it takes to lock? 

I think the cesium, rubidium come on much less time and in the future, will it 
be dependent on how soon you could lock or are you talking about different design? 

DR.   HELLWIG: 

No.   I think I did not project any change in cesium or rubidium for the future, 
any significant change, because, as you correctly said, this is the time required 
to produce your atomic resonance.    You have to produce rubidium gas and 
cesium gas in a sense.   And this first requires a time to warm up a device, an 
oven. 

So there is fundamentally a problem in speeding that up. You could speed it up, 
of course, if you increase your initial power substantially. 

MR.   LIEBERMAN: 

What we are talking about is five minutes or six minutes, not fifteen minutes or 
thirty minutes. 

DR.   HELLWIG: 

What I quoted is the time to reach a certain performance.   And some devices will 
reach lock within five—well, five is a little fast—7, 10 minutes.   What I tried 
here again is not to describe particular devices, but sort of an average.   And all 
the numbers I gave, stability of these numbers, give them the benefit of a good 
variance, really. 

MR.   TURLINGTON: 

Tom Turlington, Westinghouse Electric. 

Why do you think your proposed dual crystal oscillator will warm up about six 
times more rapidly than single crystal oscillator? 
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DR.   HELLWIG: 

Because a good long-term stability and low aging requires a careful oven design 
which makes a rapid warm-up difficult.   In single crystal oscillators, usually 
the long-term performance is important.   Thus rapid warm-up is usually not 
found in so-called precision oscillators.   Good short-term stability requires 
only a rather simple temperature control; thus,  rapid warm-up is possible. 
Therefore, in a dual crystal where the tasks of good short-term and good long- 
term performance are assigned to different crystals, rapid warm-up is possible 
without sacrifice in long-term stability, i. e., stability for one-day and longer. 
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TIME MEASUREMENT TECHNIQUES 

J. F. Bamaba 
USAF, Aerospace Guidance and Metrology Center 

ABSTRACT 

This paper will describe the common time meesureraents as used by the 
US Air Force Measurements and Standards Laboratory, Aerospace Guidance 
and Metrology Center (AGMC), Newark Air Force Station, Ohio. 

The need for time measurements at several user levels will be 
discussed* These include comparisons between USNO and AGMC, time 
measurements in the lab at AGMC, comparisons between AGMC and Air 
Force precise time activities, and measurements at the activities 
themselves. 

The emphasis will be on electronic counter time interval measurements 
since this is the most common time comparison measurement in use.    The 
proper use and setting of controls will be covered along with helpful 
hints and common mistakes to be avoided. 

Applications of time measurements will be described.    Some of these 
are timekeeping via Loran-C,  TV Line-10, and WWV.    Frequency deter- 
mination using periodic time readings will also be discussed. 

This paper will be on a level that can be understood by individuals 
not previously involved in active day-to-day PTTI measurements.    In 
fact, the purpose of this paper is to acquaint non-PTTI oriented 
individuals with the intricacies of precise time measurements and to 
stimulate discussion among others present whose methods may vary 
from those expressed by the author. 
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INTRODUCTION 

As you may or may not be aware of, time can be measured more precisely 
than any other btuiio unit of measurement. 

Many precise time measurements are used by the US Air Force 
Measurements and Standards Laboratory at the Aerospace Guidance and 
Metrology Center (AOC), Nev/ark Air Force Station, Ohio.    Precise time 
measurements are also accomplished at various other Air Force activities. 
This paper describes the techniques normally used by Air Force 
Laboratories and activities, to satisfy precise time measurement 
requirements. 

TIME INTERVAL MEASUREMENTS 

The most common precise time measurement is the time interval 
measurement.    In many cases, this measurement is called a delay 
measurement.    An oscilloscope is occasionally used to make time interval 
measurements but more frequently, a time interval counter is utilized. 
A time interval reading represents the amount of time that has elapsed 
between two chosen events.    An example of a larger time interval would 
be the elapsed time between seeing a lightning flash and hearing the 
thunder.    An example of a short time interval would be the time required 
for the electron beam in a TV picture tube to travel from the gun in the 
neck to the phosphors on the screen.    Naturally, when using a time 
interval counter, or even an oscilloscope, these events must be defined 
electrically. 

CLOCK COMPARISON 

A frequent application of time interval measurement is the comparison 
or time synchronization of two clocks by determining the amount of time 
elapsed between the respective 1 pulse-per-second (l pps) "tick" pulses 
of the individual clocks.    This is accomplished by connecting one clock 
pulse to the start input and the other clock pulse to the stop input of 
the time interval counter.    In the interest of valid measurements and 
especially for time interval counters with time base oscillators of 
questionable accuracy, the external reference frequency standard input 
can be utilized.    The 1 MHz from one of the clocks being measured is 
most generally used for this purpose.    Correct trigger level and slope 
conditions must be established and will also affect the accuracy of the 
measurement if not accomplished properly. 

A "tick" pulse,  or any other pulse,  has,  along with other shape 
characteristics, polarity, slope, rise time, pulse length (or 
duration),  and fall time portions.    Ideally, before making a time 
interval measurement, the two clock pulses involved should be observed 
with the aid of an oscilloscope and the following parameters 
determined:    level (positive or negative),  slope (positive or negative) 
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and loading requirements.    Next, the point on the puDse that is "on 
time" must be determined.    The time interval counter start and stop 
trigger level and slope controls can now be set and a reading taken at 
the rate of once per second.    If the time interval counter being used 
has a storage feature, it can be utilized to hold readings between 
samples.    The algebraic sign given to the time interval reading should 
be considered next.    If the reference clock 1 pulse per second (l pps) 
is connected to the start input and the 1 pps of the clock to be 
measured is connected to the stop input and a reading of less than one- 
half second results, then the time interval reading is considered to 
be positive.    If a time interval measurement is accomplished and a 
reading of more than one-half second results, the reading is subtracted 
from one second and is given a negative sign. 

APPLICATIONS 

Applications of time interval measurements used by AGMC and other Air 
Force activities will now be discussed.    A time interval measurement 
is used when comparing the USAF master clocks to the USNO, the USAF 
master clocks to the AGMJ traveling (portable) clocks, and the 
traveling clocks to the Precise Time Reference Stations (PTRS) at 
Vandenberg AFB, California, Elmendorf AFB, Alaska, and other Air Force 
activities who require precise time calibration. 

The master clocks at AGMC are steered by daily Loran-C comparisons 
with USNO.    Many other Air Force activities are using the Loran-C 
comparison method of timekeeping.    The reference delay numbers 
utilized are determined by a time interval measurement.    The time 
interval counter is started with the local clock 1 pps and stopped 
with the 1 pps from the Loran-C timing receiver. 

Another timekeeping technique gaining popularity because of its low 
cost is the Line-10 TV method.    In this instance, the time interval 
counter is started with the 1 pps from the local clock and stopped 
with the tenth line odd pulse which occurs once per picture from the 
Line-10 discriminator.    The Air Force is currently using this technique 
at AGMC, Guam, Colorado, and New Hampshire. 

If an activity is keeping time via Loran-C or TV Line-10 and the clock 
stops, time would have to be known to within a few milliseconds to 
reestablish precise time.    This requirement is usually met by knowing 
the reference delay number for WWV.    An oscilloscope is used for this 
purpose.    It is started (triggered) by the local clock and stopped 
(position of tick noted on the display) by the detected signal from 
the HF receiver.    So, in essence it is a time interval reading.    The 
measurement represents the time elapsed from the transmission of the 
tick to the reception of the tick at the timekeeping location. 
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Another application of time Interval measurement is known as "tick to 
phase" and checks a portion of a clock's digital divider chain.   The 
time Interval counter is started with the 1 pps tick pulse and stopped 
with the 100 kHz from the clock.    The trigger level on the stop is 
adjusted around the zero level until switching the polarity selector 
from positive to negative yields a 5*0 microsecond difference.    The 
positive polarity reading is then noted and checked from time to time, 
especially on a clock trip to see if the clock digital divider has 
Jumped. 

A characteristic of the 1 pulse per second output from a clock will be 
discussed next.    Here we are concerned with the regularity or 
repeatability of the 1 pps.    The measurement is called tick-to-tick 
Jitter and consists of taking repeated time interval messurements, 
starting and stopping the time interval counter with successive 1 pps 
output pulses from the clock being evaluated.   A time interval counter 
with nanosecond or sub-nanosecond resolution and accuracy is a require- 
ment for this meädurement.    The start trigger is slightly later on the 
1 pps pulse than the stop, so the time interval reading is less than 
one second. 

Using successive time interval measurements for determining the 
frequency offset or frequency drift of a clock will now be described. 
Basically, this procedure consists of equating the number of micro- 
seconds gained or lost in a period of time and computing the offset. 
A simplified example of this is the timekeeping rule of thumb that 
approximately one part in ten to the eleventh (1 x IG"^-1-) frequency 
offset is the result of gaining or losing one microsecond in one day. 

Computing frequency offset after measurement of time gained or lost 
over a period of days elapsed is routinely used by the Air Force 
Precise Time Synchronization Teams to determine the frequency offset 
of various activities site clocks.    C-Field adjustment of Cesiun clocks 
are determined using the results of these confutations.    Actually this 
is about the only method used at the Air Force Measurement and 
Standards Laboratory in determining frequency offsets.    A variation of 
this method is sometimes used when time is short and only a few hours 
or days are available.    In this case,  a phase comparator/recorder is 
used.    Normally, the 1 MHz signals from a reference and the standard 
to be measured are compared.    This yields a 1 microsecond change each 
time the indicator travels full scale.    Hundredths of microseconds can 
be read from these recorders and the frequency offset calculations can 
be accomplished in the normal manner.    If greater resolution is 
desired,  a vector voltmeter can be utilized and the degrees phase 
change measured between the two frequencies being compared is 
converted to microseconds.    One may then use this data to compute 
frequency offset. 
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Two other measurements are used by AGMD as confidence checks.    First, 
a good unchanging period count is required of the TV Line-10 pulses 
prior to obtaining the daily delay numbers.    Secondly, although a 
precise time synchronization team may leave AGMC with sub-microsecond 
accuracy on their 1 pps of their portable time standard, a check is 
always made to see that the clock readout indicates the proper hour, 
minute and second.   Credibility is sometimes in doubt when a team 
claims to be carrying time to better than one microsecond with a clock 
that indicates a several second or minute error. 

SUMMARY 

I have attempted to show the need for precise time measurements 
within the Air Force, how the various measurements are accomplished, 
and applications of each of the measurements. 
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QUESTION AND ANSWER PERIOD 

MR.   PICKETT: 

I am Bob Plckett from SAMTEC. 

Is it general policy when you find a timing offset to correct it or just log it? That 
is question No. 1. 

Question No. 2, what are you going to do about using satellites for this rather 
than traveling clocks ? 

MR.   BARNABA: 

If we measure your clock, let's say, and its 75 microseconds off, generally be- 
fore the team leaves, they will set the clock to nominal or to the portable.   And 
they would do this unless they were told not to by the particular site.   Some peo- 
ple just want to know where they are, but they don't want it moved. 

MR.   PICKETT: 

Will they try to set the frequency offset ? 

MR.   BARNABA: 

Our general rule of thumb on that is if it is 3 parts in 1012  or better, we leave 
it alone.   If it is worse than that, we adjust the C field generally. 

On your second part about the satellites, I think just about everyone agrees that 
time will be transferred in the future through satellites.   And we are watching 
the advances, and that's all I can say.   We will ivy to implement them as soon 
as systems become available. 

DR.   WINKLER: 

I would like to add to your comments.   The first one, my urgent suggestion that 
whatever is being done, you should report two measurements.   One before the 
clock has been reset, and one after it has been reset if a reset is made. Whether 
it is to be made or not will depend on local policy.   I think you are very right to 
say this will require different decisions in various agencies. 
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But whatever is to be done, measurements have to be made before and after re- 
set.   Because if you do not make the measurement before the reset, all the pre- 
vious measurements become worthless or may become worthless.   Please do 
not forget if there is a reset made in a clock, make two measurements. 

Number two, certainly I think we will hear more about satellites later on in the 
conference; it is a problem which I think is purely administrative, but it is close 
to a solution, I hope. 

MR.   BARNABA: 

On your comment on the noting what the frequency was before and after and the 
time before and after, we have a data sheet that our teams take out.   We have 
initial frequency, final frequency, and we make note of all the digital divider 
settings.   So this is fully documented, I assure you. 
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USE OF PRECISION TIME AND TIME INTERVAL (PTTI) 

J. D. Taylor, ADTC, Eglin AFB 

INTRODUCTION 

An introduction, or rather a reintroduction for many, to the practical 
utilization of time synchronization and time interval measurements 
on the various DoD test ranges is the topic for today.   The presenta- 
tion will review the overall capabilities of various missile ranges to 
determine precise time-of-day by synchronizing to available 
references and applying this time point to instrumentation for time 
interval measurements.   Global and downrange test sites will not 
be addressed. 

A backward look over the past 20 years indicates that the origin and 
evolution of the ranges has been directly proportional to the DoD 
development efforts in the aircraft, missile, and defense systems 
fields.   Tremendous advances in range technology paralleled 
industrial efforts to improve weapons systems.   Range timing 
applications have historically fitted into the scheme of testing 
weapons systems even in the earliest days of testing.   Interestingly 
enough, the essential importance of instrumentation time interval 
measurements has not changed over the years.   Only the methods 
used in the determination of precise time and the formulation of 
interval measurement codes have changed. 

An important aspect of range operations must be remembered; 
PTTI on a test range is actually separated into two distinct 
disciplines, time synchronization to a known source and the 
development of synchronized codes for interval measurements. 
These integral tasks are accomplished routinely every day, but 
range people normally interpret TIME as being related to time 
interval measurement, i. e., time code application, rather than 
time synchronization. 

SYNCHRONIZATION 

A review of range time synchronization methods over the past years 
suggests a chronological outline for the technical development of the 
ranges.   As a beginning, visualize that in the 1950s installations 
similar to Eglin Air Force Base were used to test relatively 
simple weapons.   Instrumentation film cameras were common and 
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tape recorders were coming into good use.   In the latter 1950s the 
Armament Development & Test Center (ADTC), along with other 
potential missile test centers, began preparations for the missile 
era.   Sophisticated range instrumentation was installed which required 
accurate time correlation of events such as tracking radar time space 
position information (TSPI).   Computer analysis of data demanded 
time correlation between sites to machine process the data. 
During this period, the IRIG Standard Time Codes were published 
and the Naval Observatory began PTTI with Loran transmissions. 
ADTC was one of the ranges fortunate enough to be within easy 
range of the East Coast chain.   Our synchronization problems were 
eliminated.   Other ranges, particularly in the West, were not so 
fortunate.   In fact, until 1973, the Western ranges did not have 
Loran transmissions for PTTI purposes.   In the summer of 1973, 
the Loran-D site at Nellis AFB, NV, came into being.   Until that 
time, the Hawaiian Loran chain, WWV, or portable atomic clocks 
had to be used.   This Loran-D installation made available accurate 
Loran synch to all the Western ranges and for the first time, 
low-cost, accurate time-of-day synch to the Naval Observatory 
was available to all the continental ranges and  sophisticated time 
correlation was easily available.   Of course, even today all ranges 
are not  synched to Loran as there is no need for all ranges to be so 
accurately synchronized.   However, today's ranges are converting 
to Loran synchronization techniques because of the inherent 
accuracy and cost effectiveness, a giant step forward.   A few 
years ago, 10 microsecond synchronization was a debatable 
subject for everyday range operation, today it is expected. 

APPLICATIONS 

The DoD test range mission support requirements and capabilities 
are intricate and ever changing.   Instrumentation equipment and 
test schemes vary widely from coast to coast according to the 
requirements and type of testing conducted for each service, i. e., 
Army, Navy, Air Force.   Considering the three services, it is 
easy to imagine that ground, air, and water testing will require 
different physical as well as instrumentation environments.   Each 
service has  specialty, such as Ft. Huachuca for the Army, 
AFWR for the Navy, and AFFTC for the Air Force.   With such 
diversity, it is difficult to realize any commonality between 
installations, yet there is one data system mutual to all DoD test 
ranges.   This is PTTI. 
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PTTI has two general classes of range applications, These two types 
of applications can be described as the WWV millisecond synch 
type and the WWV-Löran microsecond synch type.  Within these 
two techniques, the former application can be applied mure readily 
to ranges smaller in physical size and generally operate within the 
range boundaries.   The second type application refers to larger 
installations which must operate timing equipment closely 
synchronized over large distances which prohibit synch distribution 
by practical methods.   Also, this includes the larger national and 
space ranges which must operate together in real-time for 
tracking and data work.   These large ranges have the more 
stringent synchronization accuracy requirements. 

Typical examples of the above WWV synch type ranges which operate 
within their own boundaries are: NWL, Dahlgren, VA., Tonopah 
Test Range, NV., Dugway Proving Ground, UT., Ft. Huachuca, 
AZ, and Holloman AFB, NM.   These ranges operate within 
smaller restricted physical sizes which allows time distribution 
from a central point.   Synchronization is maintained at the central 
facility to the required accuracy and distribution of the time 
signals is by transmission over VHF or data line to the local users. 
The accuracy of time correlation between the closely positioned 
points is limited by the time delay of the distribution system and is 
usually in the order of milliseconds.   This is not to say that some 
of the smaller ranges do not have precision PTTI requirements for 
data correlation.   In fact, some of the most difficult and precise 
time interval measurements are required in the unusual environ- 
ments of ballistics tunnels or other weapons ballistics tests. 

The second type of PTTI application involves WWV-Loran type synch 
and ranges which use this type synch are: NATC, Patuxent River, 
MD., ADTC, EAFB, FL., WSME, NM., COR Ranges, NWC., 
and Yuma Proving Ground, AZ.   These ranges employ two different 
concepts of approaching PTTI: (1) a central timing facility with 
associated distribution system and/or (2) independently synchronized 
installations. 

A range which can be used as a prime example of the central timing 
facility concept is WSMR.   WSMR has a central timing facility 
equipped with Loran synch receivers and three primary atomic 
standards for stable time base sources.   After development of the 
proper timing signals, distribution is made from the timing central 

93 



to a VHF transmission system and various combinations of micro- 
wave and data line drivers for utilization on theodolite stations, 
high-speed cameras, etc.   One of the more important and interesting 
aspects of this distribution system is the re synchronization technique 
used for stabilizing distant radar or satellite installations with the 
timing central in lieu of individual site synchronization with Loran. 
This type system was developed in the Western part of the continent 
in the late 1950s and early 1960s for the simple reason that Loran 
was not available and WSMR had requirements for accurate 
intrarange synch at remote installations.   The results were the 
problem was technically solved by measuring round trip transmission 
delays and correcting for these delays in the receiving unit.   Until 
the Dana, Oh, Loran station came into existence, this was the 
only feasible method WSMR or any other Western range had of 
achieving PTTI.   As an example, when WSMR had a requirement 
to operate a tracking site at Green River, UT, in 1965, the only 
method available to achieve the required accuracy at this site 600 
miles from the timing central was to use portable atomic clocks. 
Of course, the Nellis Loran-D installation has made all these type 
PTTI problems history. 

A second approach to achieving accurate PTTI is separately to 
synchronize each site or installation to a Loran transmission. 
This method is used at such installations as: ADTC, AFETR, 
SAMTEC, AFWR, and PMR for interrange and intrarange PTTI 
solutions.   This method requires that each site to be used have a 
Loran synch system capable of independent determination of PTTI, 
and can either be composed of the newer automatic tracking 
receivers or a manual system be used.   An advantage of the indep- 
endent method is that each site can independently maintain a 
synchronization to the Naval Observatory and eliminate the problems 
associated with transmission systems reliability.   Cost is not 
appreciably increased for these sites and if the cost of the trans- 
mission system were considered, the independent synch method 
would be the most cost effective method.   Very good PTTI is 
available with this concept of range synchronization. 

As previously stated, global and down-range sites will not be 
discussed.   When the site is not within range of a Loran trans- 
mission, then some of the advanced techniques explained in the 
earlier papers must be employed. 
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Any discussion of DoD range PTTI would not be complete without a 
few words on the airborne data correlation situation.   Correlation 
of airborne collected data with ground instrumentation had 
historically been a problem.   In today's world of electro-optical 
weapons, airborne data correlation has become even more 
important.   Ranges involved in this type testing have two 
alternatives for time tagging airborne data: (1) transmission of a 
time code or, (2) an onboard PTTI device.   The former case of the 
transmitted time code is often inadequate as the data correlation 
is on the order of milliseconds.   The latter case of an onboard 
clock poses the problem of synchronizing the clock accurately 
enough to satisfy the requirements over the time profile of the 
mission.   Certainly, the clock frequency standard must be stable 
enough to maintain adequate synch after the initial setup.   An 
interesting and obvious situation develops during preflight clock 
synch if the aircraft is not on aircraft internal power.   During 
power switch, errors can be injected in the clock so caution must 
be exercised. 

Within the past 12 months, ADTC has been required to support 
electro-optical type tests with very demanding time correlation. 
For instance, one particular laser decoy test required time 
correlation and resolution within 1 microsecond between airborne 
and ground instrumentation. As of this time, ADTC has not 
actually achieved a data correlation this accurate for this 
test. 

CONCLUSION 

This paper has attempted to present the status of the majority 
of DoD test ranges in regard to PTTI.   The status of PTTI for 
these ranges is that time-of-day synchronization to the U. S. 
Naval Observatory via Loran methods has   eliminated synch 
accuracy problems within the continental boundaries of the U. S. 
Time interval measurements are likewise being satisfied by a 
diversity of methods.   This is not to imply that all PTTI problems 
are solved, as they are not.   Fortunately, this country has the 
technical resources from organizations such as   the Naval 
Observatory, Bureau of Standards, and AGMC to help solve 
existing and future PTTI problems.   One thing is always certain 
in PTTI applications, accuracy requirements always seem to 
increase. 
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QUESTION AND ANSWER PERIOD 

DR.  REDER: 

What is the particular transmission reliability problem in the South? Why is the 
South different from the West, from the East, from the North? 

MR.  TAYLOR: 

One is lightning.   For some reason, the communication lines in the South, if 
they are buried or above ground don't seem to last very long, especially on the 
Florida coast. We can't rely on landline transmission.   If we have bad storms 
in a particular mission off another part of the range, microwave gets inter- 
fered with quite a bit, too. 

DR.  REDER: 

Well, you also mentioned problems with airborne synchronization--synchronization 
of equipment on fighter planes.   Has this been formulated properly, and has it 
been brought to the attention of all the research labs ?   You know, the research 
labs are dying to get something to do which is relevant. 

MR.  TAYLOR: 

Generally when you get into a problem like this, it runs into something like we 
have a problem, and it shows up, how do you solve it, do you have money to 
solve it?  You have got to consider we need something that operates in the out- 
board powerline of an F-4 and have a part 109 stability.   And how do we run this 
clock and synchronize it? 

It has just now become evident that we are going to have to develop something of 
this nature to solve these problems.   Maybe the Navy or somebody will feed- 
back into the labs so we can come up with a product. 

DR.   REDER: 

Do they really know what the problem is?  Has it been spelled out? 

MR.  TAYLOR: 

It is becoming very evident right now because of the type missile, the EO de- 
vices, we are using now.   They are becoming very sticky about testing those 
devices. 
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DR.   REDER: 

I hope you do spell it out soon and feed it to the research labs. 

LCdr. KIES: 

LCdr. Kies, East Coast Loran-C Chair 

One question.   I understand the D chain is going back to Europe the first of the 
year.   And I wonder what plans were out West. 

MR.   TAYLOR: 

I think the status is — I am almost certain — that the master station at Nellis 
will be permanent, won't leave. 

Does anybody from the Observatory know that now? 

MR.   LAVANCEAU: 

Jean I^vanceau from the U. S. Naval Observatory. 

The crew of the station of the Loran-D network are being deployed now to 
Germany.   However, the master station located in Nellis Air Force Base will 
remain and operate the timing equipment for the Western part of the United 
States. 

As far as I know, time transmission will still be available with the same high 
frequency, same precision, as you now have available from Nellis Air Force 
Base. 

97 



THE PRESENT DEVELOPMENT OF TIME SERVICE IN BRAZIL, WITH 
THE APPLICATION OF THE TV LINE-10 METHOD FOR 

COORDINATION AND SYNCHRONIZATION OF ATOMIC CLOCKS 

Paulo Mourilhe Silva and Ivan Mourilhe Silva 
Observatorio Nacional 
Rio de Janerio, Brazil 

ABSTRACT 

A short historical review will be followed by a description of the re- 
sources available at the Time Service of the National Observatory. 
Various methods presently used for the dissemination of time at sev- 
eral levels of precision will be described along with future projects 
in the field.   Different aspects of time coordination will be reviewed 
and a list of future laboratories participating in a National Time Scale 
will be presented.   A Brazilian Atomic Time Scale will be obtained 
from as many of these laboratories as possible.   The problem of in- 
tercomparison between the Brazilian National Time Scale and the In- 
ternational one will be presented and probable solutions will be dis- 
cussed.   Needs related to the TV Line-10 method will be explained 
and comments will be made on the legal aspects of time dissemination 
throughout the country. 

Following this there will be a description of measurements taken be- 
tween two laboratories, ONRJ and INPE.  A comparison will be made 
between these measurements and those obtained in 1969 and 1970 by 
the NAFS and USNO in the U.S.A.   Finally, a comparison will be 
made   atween the Line-10 and the physical clock transportation meth- 
ods.   The comparisons show good promise for the effectiveness of the 
Line-10 method in Brazil. 

I - SHORT HISTORICAL NOTE 

The Time Service of the National Observatory of the Ministry of Education and 
Culture, active since 1847 is specifically dedicated to the countrywide dissem- 
ination and determination of Legal and Astronomical Time in Brazil. 

In 1902 our Time Service obtained time by solar and certain star meridian pas- 
sages and maintained time fay pendulum and chronometers. Time transmission 
for public use was visible fay the release of a balloon from a small tower on the 
terrace of the Observatory on a hill near the center of Rio de Janeiro. 
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The lawn» 2784 of June 18,1913 that established legal time In Brazil and Adopted the 
time zones, which was regulated by the Decree n? 10.546 of November 5, 1913 
is still valid. It determined that the National Observatozy of Rio de Janeiro, aswell 
as future stations that may be designated, are responsible for the determination 
of time and its transmission for geographical and navigational purposes by tele- 
graphic or "Time Ball" means, in agreement with the accepted and valid inter- 
national agreements. 

On June 1,1918 the first radio-telegraph station of time signals was inaugurated. 
They were transmitted twice daily, from 13h 55 m 55 s to 14 h 00 m 00 s, and from 
23h 55m 55s to 00h 00m 00s, GMT. 

The operation of the Observatozy was regulated by Decree n° 6361 of October 1, 
1940 which established that: 

Chapter HI, Art. 7 - The Division of Meridian Services and attached 
Services, will determine and transmit legal time by radio-telegraphy 
in accordance with decisions of the International Time Committee, 
with the adequate precision not only for the purposes of navigation, 
but for engineers and the public and also, in cooperation with the 
Bureau International de l'Heure, for Universal Time determination: 

With these fundamental objectives operating since the time of the Empire (before 
1889) several techniques and varied instruments have been used by generations 
to cooperate with the Time Service, beginning with pendulums and arriving at 
the present status where everything depends on atomic clocks. 

H - ACTUAL SYSTEM 

We are now in a transition state in which we are trying to solve our problems of 
time dissemination for both scientific and non-scientific users. We are only begin- 
ning to adapt to our conditions, some techniques previously used by other countries. 

Of course this adaptation implies, in all cases, an investigation of the methods of 
all possible theoretical and practical considerations. It is possible that we must 
develop new techniques more useful to our particular conditions in South America. 

For this purpose we have had pendulum clocks, clocks with crystal oscillators 
and more recently commercial Cesium and Rubidium frequency standards. 

To establish a time scale based on as many standards as possible, we began in 
December 1972 making comparisons between all available standards using one 
of our Rubidium standards as a portable clock. 
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We know of course, that the Rubidium standard is not the best choice for a port- 
able clock, and we intend as soon as possible to get a Cesium for this purpose. 

In July of last year, 1973, we started the comparisons between standards located 
in Rio and two places in Sao Paulo using the Line-10 method.   Initially we stud- 
ied the observed flucuations in the propagation delay in the path.  The two loca- 
tions now used are approximately 300 and 450 km from Rio.   More experiments 
are being made at Brasilia, Belem, Natal and Manaus, which are far from Rio 
at straight distances of 900; 2470; 2170 and 2820km respectively. 

At present, we have in Brazil a "Working Group on Time" that, with the coordina- 
tion of "National Observatory" and sponsored by our "National Research Coun- 
cil," has regular meetings.  All the Brazilian institutes that have atomic clocks 
participate in the Brazilian time scale. 

For the dissemination of time and frequency we are now using broadcast trans- 
missions in HF (Short waves) and VHF.   We know the limitations involved by 
these bands.   For precision comparisons of time or frequency we normally go 
with our Rubidium to the users that require such precision, or they come to us, 
or we have a connection by telephone line, depending on the frequency. 

We are now installing in our capital of Brasilia, a new time service station. We 
intend in the next year to begin transmissions of time signals and standard fre- 
quencies using the advantage that Brasilia is more or less a central point in 
Brazil.  We have started experimental transmissions, using the help of a govern- 
ment broadcasting station, that is putting high power transmitters of 250kw and 
300 kw into operation. 

Using the facilities of our Brazilian Telecommunication Company, EMBRATEL, 
that has a microwave link along the entire coast, we will retransmit by new coast- 
al stations, (16) time signals, that are useful for the ships communicating with 
those stations. 

Normally in some transmissions of Time signals, for users of low precision we 
transmit voice announcements of time every 10 seconds. These announcements 
are generated from automatic equipment which is synchronized with our Cesium 
standard. 

We have daily reception of Time signals from other countries in VLF, HF and 
VHF, (two years ago, during the experimental transmission of the ATS-3 satellite). 

In the near future, we intend to have regular comparisons between the Brazilian 
time scales and the International time scales using portable clocks and/or recep- 
tion of signals transmitted from satellites. 
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m - LINE-10 METHOD IN BRAZIL 

As there are now or soon will be, various laboratories with atomic frequency 
standards (commercial types only) in Brazil, itwasdecided by the GTH ("Work- 
ing Group on Time," created fay the National Research Council) that the National 
Observatory would Initiate experiments to obtain a national staudard time scale 
from the individual scales of the several laboratories. 

Table 1 presents a list of these laboratories and Figure 1 presents the map of 
Brazil with their locations.   Because of the dimensions of Brazil (more or less 
3200km in the N-S direction and 4200km in the E-W direction) llne-10 will be 
the most useful method available for comparisons. 

TABLE I 

POSSIBLE AND ACTUAL PLACES USING THE LINE-10 METHOD 

Cily-State Institution Standard (Commercial) 

Rio de Janeiro-GB EMBRATEL Cs (1) HP 
UFRJ Cs (1) Ebauche 
ON Cs (2) HP. Rb (2) HP and Tracer 

S. Jose dos Campos-SP INPE Cs (1) HP 
S. Paulo-SP IAG Cs (1) Ebaushe; Rb (1) Sulzer 
Atibaia-SP CRAAM Cs (1) HP, Rb (2) Tracer 

EMBRATEL - Brazilian Telecommunication Corporation 
UFRJ - Federal University of Rio de Janeiro 
INPE - Space Research Institute 
IAG - Astronomical and Geophysical Institute of S. Paulo University 
CRAAM - Radio Astronomy and Astrephysical Center of Mackenzie 

The experiments were started with measurements between INPE (Space Research 
Institute) and ONRJ  National Observatory of Rio de Janeiro) which are approxi- 
mately 300 km apart. 

ONRJ versus INPE 

The measurements are made twice per week for six minutes each day. As there 
is transmission in both directions, measurements are made during three minutes 
in each direction. This system allows determination of propagation delay between 
the two laboratories. 
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Only 30 measurements are used for the reduction of the mec^urements made 
during the 3 minutes. 

The reduction actually is made fay means of a small table calculator, and when 
more laboratories start to participate we will use a PDP8/E from Digital Equip- 
ment Corp. (DEC). 

Figure 2 presents the results for ONRJ-INPE in comparison with the result of 
NAFS-USNO comparison, in terms of the Allan variance. 

We can observe that our result is more or less ten times worse that the other. 
We think that this is because we are comparing only two single standards, 
whereas the NAFS-USNO is a comparison between two scales resulting from sev- 
eral standards each. Another difference between the two results is in the num- 
ber of data points; our situation covers only one 100 day interval. 

Another result is also presented. 

Parallel to the Line-10 measurements, we make physical transportation of 
clocks for precise measurements of propagation delay. Figure 3 presents this 
comparison. 

Following are observations on this figure. 

a - the line-10 values are not as dispersed in the JUL-OCT interval as in the 
Nov-Mar interval. This may be due to the rain precipitation that is more 
pronounced in the latter period. 

b - in the end of November there was a sudden change in the relative frequency 
because of a failure in one of the two clocks. 

c - the variation, -1.5 x lO12 and +1.0 x 1012 is in agreement with the specifi- 
cation of the two standards, which is ±5 x lO12. 

d - propagation delay in this experiment is of no importance because its varia- 
tions, over one year, is of the order of ±0.3 /xs. 
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THE MEASUREMENT OP FREQUENCY AND FREQUENCY STABILITY 
OF PRECISION OSCILLATORS 

David W. Allan 

Time and Frequency Division 
National Bureau of Standards 

ABSTRACT 

The specification and performance of precision os- 
cillators is a very important topic to the owners 
and users of these oscillators.  This paper pre- 
sents at the tutorial level some convenient 
methods of measuring the frequencies of precision 
oscillators — giving advantages and disadvan- 
tages of these methods. 

Conducting such measurements, of course, gives 
additional understanding into the performance of 
the given pair of oscillators involved.  Further 
it is shown that by processing the data from the 
frequency measurements in certain ways, one may 
be able to state more general characteristics of 
the oscillators being measured.  The goal in this 
regard is to allow the comparisons of different 
manufacturers'specifications and more importantly 
to help assess whether thebe oscillators will 
meet the standard of performance the user may have 
in a particular application. 

The methods employed for measuring frequency are 
designed for state-of-the-art oscillators, and an 
effort has been made to allow for fairly simple, 
inexpensive, and/or commonly available componentry 
to be used in the measurement systems. The 
method for measuring frequency stability is ba- 
sically that recommended by the IEEE subcommittee 
which wrote the paper "Characterization of 
Frequency Stability,"  IEEE Transactions on 
Instrumentation and Measurement, IM-20, No. 2, 
pp. 105-120, (May 1971). 

IIMTRODUCTION 

Precision oscillators play an important role, in high speed 
communications, navigation, space tracking, deep space probes 
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arwjl in numerous other important applications.  In this 
paper I will review some precision methods to measure the 
frequency and frequency stability of precision oscillators. 
The paper will be tutorial in nature and will concentrate 
on fairly well established methods; however, it will 
present one apparently unexploited and useful method. I 
will first define some terms and some basic concepts that 
will be useful later on and then discuss four different ways 
of measuring frequency and frequency stability. Finally, I 
will discuss briefly some useful methods of analyzing the 
results—to more nearly maximize on the information that 
may be deduced from the data. 

The typical precision oscillator, of course, has a very 
stable sinusoidal voltage output with a frequency v and a 
period of oscillation T , which is the reciprocal of the 
frequency, v = 1/T, as illustrated in Fig. 1.  The goal is 
to measure the frequency and/or the frequency stability 
(instability is actually measured, but is often called, with 
little confusion, stability in the literature) of the 
fluctuations of the sinusoid. The voltage out of the oscil- 
lator may be modeled by equation 1: 

Vl = Vp sin <2lTVit) * m 

Of course, one sees that the period of this oscillation is 
the number of seconds per cycle or the inverse of the 
frequency in cycles per second. Naturally, fluctuations in 
frequency correspond to fluctuations in the period. Almost 
all frequency measurements, with very few exceptions, are 
measurements of phase or of the period fluctuations in an 
oscillator, not of frequency, even though the frequency may 
be the readout. As an example, most frequency counters 
sense the zero (or near zero) crossing of the sinusoidal 
voltage, which is the point at which the voltage is the most 
sensitive to phase fluctuations. 

One must also realize that any frequency measurement always 
involves two oscillators.  In some instances the oscillator 
is in the counter. One can never measure purely only one 
oscillator.  In some instances one oscillator may be enough 
better than the other that the fluctuations measured may be 
considered essentially those of the latter. However, in 
general because frequency measurements are always dual, it 
is useful to define: 

v. - v 
y (t) =  1 v

0 (2) 
o 

no 



as the fractional frequency deviation of say oscillator one, 
v^, with respect to a reference oscillator v0 divided by the 
nominal frequency v0 .  Now, y(t) is a dimensionless quanti- 
ty and useful in describing oscillator and clock perfor- 
mance; e.g. the time fluctuations, x(t), of an oscillator 
over a period of time t are simply given by: 

x(t) = f   y{t) dt (3) -r Jo 
Since it is impossible to measure instantaneous frequency, 
any frequency or fractional frequency measurement always 
involves some sample time,! —some time window through which 
the oscillators are observed;whether it's a picosecond, a 
second, or a day, there is always some sample time.  So when 
determining a fractional frequency, y(t), in fact what 
happens in the device is that the time fluctuation is being 
measured say starting at some time t and again at a later 
time, t + T. The difference in these two time fluctuations, 
divided by T gives the average fractional frequency over 
that period T : 

y(t, T) =  x(t + T) - x(t)  •        (4) 
T 

Tau, T, may be called the sample time or averaging time; 
e.g. it may be determined by the gate time of a counter. 

What happens in many cases is that one samples a number of 
cycles of an oscillation during the preset gate time of a 
counter; after the gate time has elapsed the counter latches 
the value of the number of cycles so that it can be read 
out, printed or stored in some other way, and then there is 
a delay time for such processing of the data before the 
counter arms and starts again on the next cycle of the 
oscillation. During the delay time or process time infor- 
mation is lost.  We have chosen to call it dead time and in 
some instances it becomes a problem. Unfortunately it 
seems that in typical oscillators the effects of dead time 
hurt the most where it is the hardest to avoid.  In other 
words, for times that are short compared to a second, where 
it is very difficult to avoid dead time, that is usually 
where whether you do or do not have dead time makes a 
difference in the data. Typically for common oscillators, 
if the sample time is long compared to a second, the dead 
time makes little difference except in data analysis 
unless it is excessive [3]. 
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SOME METHODS OF MEASUREMENT 

In reality of course, the sinusoidal output of an oscillator 
is not pure; but it contains noise fluctuations as well. 
This section deals with the measurement of these fluctua- 
tions to determine the quality of a precision öiynal source. 

I will describe four different methods of measuring the 
frequency fluctuations in precision oscillators. 

A. The first is illustrated in Fig. 2.  The signal from an 
oscillator under test is fed into one port of a mixer. The 
signal from a reference oscillator is fed into the other 
port of this mixer.  The signals are in quadrature, that is, 
they are 90 degrees out of phase so that the average vol- 
tage out of the mixer is nominally zero, and the instantan- 
eous voltage corresponds to phase fluctuation rather than 
to the amplitude fluctuations between the two signals. The 
mixer is a key element in the system. The advent of the 
Schottky barrier diode was a significant breakthrough in 
making low noise precision stability measurements and in all 
four measurement methods described below the double balanced 
Schottky barrier diode mixer is employed.  The output of 
this mixer is fed through a low pass filter and then 
amplified in a feedback loop, causing the voltage controlled 
oscillator (reference) to be phase locked to the test 
oscillator.  The time constant and gain are adjusted such 
that a very loose phase lock condition exists.  Caution: 
the attack time is not the time constant of the RC network 
shown. 

The attack time is the time it takes the servo system to 
make 70% of its ultimate correction after being slightly 
disturbed.  The attack time is equal to the inverse of IT 
times the servo bandwidth.  If the attack of the loop is 
about a second then the voltage fluctuation will be 
proportional to the phase fluctuation for sample times 
shorter than the attack time or for Fourier frequencies 
greater than about 1 Hz.  Depending on the quality of the 
oscillators involved, the amplification used may be from 
40 to 80 dB via a good low noise amplifier, and in turn 
this signal can be fed to a spectrum analyzer, for example, 
to measure the Fourier components of the phase fluctuation. 
This system of frequency-domain analysis has been well 
documented in the literature [1,2,3] and has proven very 
useful at NBS; specifically, it is of use for sample times 
shorter than one second or for Fourier frequencies greater 
than 1 Hz in analyzing the characteristics of an oscillator. 
It is also specifically very useful if you have discrete 
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side bands such as 60 Hz or detailed structure in the spec- 
trum. 

B.  The second system (shown in Fig. 3) is essentially the 
same as in Fig. 2 except that in this case the loop is in a 
tight phase lock condition; i.e. the attack time of the 
loop should be of the order of a few milliseconds.  In such 
a case, the phase fluctuations are being integrated so that 
the voltage output is proportional to the frequency fluctu- 
ations between the two oscillators and is no longer propor- 
tional to the phase fluctuations for sample times longer 
than the attack time of the loop. The bias box is used to 
simply adjust the voltage on the varicap so that you are at 
a tuning point that is fairly linear and of a reasonable 
value. Typically, the oscillators we have used at NBS are 
about 1 part in 109 per volt. The voltage fluctuations 
prior to the bias box (biased slightly away from zero) are 
fed to a voltage to frequency converter which in turn is 
fed to a frequency counter where one may read out the 
frequency fluctuations with great amplification of the 
instabilities between this pair of oscillators.  The fre- 
quency counter data are logged with a printer or some other 
data logging device.  The coefficient of the varicap and the 
coefficient of the voltage to frequency converter are used 
to determine the fractional frequency fluctuations, y-, 
between the oscillators, where i denotes the ith  measurement 
as shown in Pig. 3.  The sensitivity of the system that we 
have set up at NBS is about ä  part in lO1^ per Hz resolu- 
tion of the frequency counter, so one has excellent preci- 
sion capabilities with this system. 

The advantages and disadvantages of this type of tight 
phase lock system are as follows; 

ADVANTAGES:  The component cost is not too expensive unless 
one does not have a voltage controllable oscillator. Vol- 
tage to frequency converters can now be purchased for about 
$150.00.  Most people involved with time and frequency 
measurements already have counters and oscillators and so 
I have not entered these as expenses.  In addition, good 
bandwidth control is obtainable with this system and the 
precision is adequate to measure essentially any of the 
state-of-the-art oscillators.  The sample time can be of 
the order of a second or longer; it is difficult to go 
shorter than one second or an interaction will occur with 
the attack time of the tight phase lock loop.  The dead 
time can be small; in fact, if you have a very fast counter, 
that is a counter which can scan the data more quickly than 
the attack time of the loop, the dead time will be 
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negligible. 

DISADVANTAGES: An oscillator that is co trollable is ne- 
cessary. For the price of increased precision, one has in- 
creased complexity over simply measuring with a direct 
frequency counter.  The varicap tuning curve is nonlinear 
and so that curve must be calibrated and doing so is 
sometimes a bit of a nuisance. For that reason and some 
other reasons it is not useful in measuring the absolute 
frequency difference between the pair of oscillators invol- 
ved in the measurement.  The system is basically conducive 
to measuring frequency stability. 

C. Beat Frequency Method. The next system I would like to 
describe is what is called a hetrodyne frequency measuring 
method or beat frequency method. The signal from two 
independent oscillators are fed into the two ports of a 
double balanced mixer as illustrated in Fig. 4.  The differ- 
ence frequency or the beat frequency out, v. , is obtained 
as the output of a low pass filter which follows the mixer. 
This beat frequency is then amplified and fed to a frequen- 
cy counter and printer or some recording device.  The 
fractional frequency can simply be obtained by dividing v. , 
by the nominal carrier frequency v . 

ADVANTAGES: This system has excellent precision; one can 
measure essentially all state-of-the-art oscillators.  The 
component cost is quite inexpensive. 

DISADVANTAGES: The sample time must be equal to or greater 
than the beat period, and for good tunable quartz oscillators 
this will be of the order of a few seconds; i.e. typically, 
it is difficult to have a sample time shorter than a few 
seconds. The dead time can be a problem for this measure- 
ment system because it will be equal to or greater than the 
beat period unless, for example, one uses a second counter 
which starts when the first one stops. Observing the beat 
frequency only is insufficient information to tell whether 
one oscillator is high or low in frequency with respect to 
the other one—a significant disadvantage for making abso- 
lute frequency measurements.  However, it is often not 
difficult to gain this additional information to determine 
the sign (+ or -) of the beat frequency.  The frequencies 
of the two oscillators must be different. 

D. Dual Mixer Time Difference System.  The last system is 
one that has just recently been developed at NBS* that 

*Dr. Costain informed me that Herman Daams has developed a 
similar system at NRC. 
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shows some significant promise. A block diagram is shown 
in Fig. 5.  In preface it should be mentioned that if the 
time or the time fluctuations can be measured directly an 
advantage is obtained over just measuring the frequency. 
The reason being that you can calculate the frequency from 
the time without dead time as well as know the time behav- 
ior. The reason in the past that frequency has not been 
inferred from the time for sample times of the order of 
several seconds and shorter is that the time difference 
between a pair of oscillators operating as clocks could not 
be measured with sufficient precision (commercially the 
best that is available is 10"^° seconds). The system de- 
scribed in this section demonstrated a precision of 10"^ 
seconds with the potential of doing about lO-1^ seconds. 
Such a precision opens the door to making time measurements 
as well as frequency and frequency stability measurements 
for sample times as short as a few milliseconds as well as 
for longer sample times and all without dead time.  In Fig. 
5, oscillator 1 could be considered under test and oscilla- 
tor 2 could be considered the reference oscillator.  These 
signals go to the ports of a pair of double balanced mixers. 
Another oscillator with separate symmetric buffered outputs 
is fed to the remaining other two ports of the pair of 
double balanced mixers. This common oscillator's frequency 
is offset by a desired amount from the other two oscillators. 
In which case two different beat frequencies come out of 
the two mixers as shown.  These two beat frequencies will 
be out of phase by an amount proportional to the time differ- 
ence between oscillator 1 and 2—excluding the differential 
phase shift that may be inserted; and will differ in 
frequency by an amount equal to the frequency difference 
between oscillators 1 and 2. Now this system is also very 
useful in the situation where you have oscillator 1 and 
oscillator 2 on the same frequency. The hetrodyne or beat 
frequency method, in contrast, cannot be used if both 
oscillators are on the same frequency. Quite often it is 
the case with Atomic standards (Cesium, Rubidium and 
Hydrogen frequency standards) that oscillator 1 and 2 will 
nominally be on the same frequency. 

Illustrated at the bottom of Fig. 5 is what might be 
represented as the beat frequencies out of the two mixers. 
A phase shifter may be inserted as illustrated to adjust the 
phase so that the two beat rates are nominally in phase; 
this adjustment sets up the nice condition that the noise 
of the common oscillator tends to cancel when the time 
difference is determined in the next step—depending on the 
level and the type of noise as well as the sample time in- 
volved. After amplifying these beat signals, the start 
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port of a time interval counter is triggered with the zero 
crossing of one beat and the stop port with the zero cross- 
ing of the other beat.  If the phase fluctuations of the 
common oscillator are small during this interval as com- 
pared to the phase fluctuations between oscillators 1 and 2 
over a full period of the beat frequency the noise of the 
common oscillator is insignificant in the measurement noise 
error budget/ which means the noise of the common oscillator 
can in general be worse than that of either oscillator 1 or 
2 and still not contribute significantly.  By taking the 
time difference between the zero crossings of these beat 
frequencies, what effectively is being measured is the time 
difference between oscillator 1 and oscillator 2,  but with 
a precision which has been amplified by the ratio of the 
carrier frequency to the beat frequency over that normally 
achievable with this same time interval counter.  The time 
difference x{i), for the i  measurement between oscillators 
1 and 2 is given by equation 5: 

x(i) = At(i) 
TV 2Trv 

n 
v (5) 

where At(i) is the i  time difference as read on the 
counter, T is the beat period, v is the nominal carrier 
frequency, ^ is the phase delay in radians added to the 
signal of oscillator 1, and n is an integer to be determin- 
ed in order to remove the cycle ambiguity.  It is only 
important to know n if the absolute time difference is de- 
sired; for frequency and frequency stability measurements 
and for time fluctuation measurements, n may be assumed 
zero unless one goes through a cycle during a set of 
measurements.  The fractional frequency can be derived in 
the normal way from the time fluctuations. 

y1/2 (i,T ) =i 

v^i,!) - V2(i,T) 

x (i + 1) - x(i) 

T 

4At (i + 1) - At(i) 

(6) 

In equations (5) and (6), the assumptions are made that the 
transfer or common oscillator is set at a lower frequency 
than oscillators 1 and 2, and that the beat v, - v- starts 
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and v - v stops the time interval counter. The sample 
time By appropriate calculation can be any integer multiple 
of T: 

y, 2(i, m T) =  ^i+m) -x(i)  ,    (7) y'1 mx 

where m is any positive integer. If needed, T can be made 
to be very small by having very large beat frequencies.  In 
the system set up at NBS the common or transfer oscillator 
was replaced with a low phase noise synthesizer, which 
derived its basic reference frequency from oscillator 2. 
In this set up the nominal beat frequencies are simply 
given by the amount the output frequency of the synthesizer 
is offset from v   Sample times as short as a few milli- 
seconds were easily obtained.  Logging the data at such a 
rate can be a problem without special equipment, e.g. 
magnetic tape.  In the NBS set up, a computing counter was 
used with a processing time of about 1.5 ms, and sample 
time stabilities were observed for 2 ms and longer (see 
appendix for some computing counter program possibilities). 

ADVANTAGES: If the oscillators, including the transfer 
oscillator, and a time interval counter are available, the 
component cost is fairly inexpensive ($500, most of which 
is the cost of the phase shifter) . The measurement system 
bandwidth is easily controlled (note, that this should be 
done in tandum with both low pass filters being symmetrical) 
The measurement precision is such that one can measure 
essentially all state-of-the-art oscillators. For example, 
if the oscillators are at 5 MHz, the beat frequencies are 
0.5 Hz, and the time interval counter employed has a pre- 
cision of 0.1 us, then the potential measurement precision 
is 10  s (10 femto seconds) for T = 2s; other things will 
limit the precision such as noise in the amplifiers.  As 
has been stated above, there is no dead time which is quite 
convenient for very short sample times (of the order of 
milliseconds). Dead time problems are difficult to avoid 
in this region. One obtains as long a sample time as is 
desired. This is determined essentially by the beat period 
or multiple of the same.  If one replaces the common 
oscillator by a synthesizer then the beat period may be 
selected very conveniently.  The synthesizer should have 
fairly low phase noise to obtain the maximum precision from 
the system. The system measures time difference rather than 
frequency and hence has that advantage. One may calculate 
from the data both the magnitude and the sign of the 
frequency difference.  This system, therefore, allows the 
measurement of time fluctuations as well as time difference. 
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and the calculation of frequency fluctuations as well as 
absolute frequency differences between the two oscillators 
in question. The system may be calibrated and the system 
noise be measured by simply feeding a signal from one 
oscillator symmetrically split two ways to replace oscilla- 
tors 1 and 2. 

DISADVANTAGES: The system is somewhat more complex than the 
others.  Because of the low frequency beats involved, pre- 
cautions must be taken to avoid ground loop problems; there 
are some straight forward solutions; e.g. in the NBS system 
a saturated amplifier followed by a differentiator and iso- 
lation transformer worked very well in avoiding ground 
loops.  Buffer amplifiers are needed because the mixers 
present a dynamic load to the oscillator—allowing the 
possibility of cross-talk.  The time difference reading is 
modulo the beat period.  For example, at 5 MHz there is a 
200 nanosecond per cycle ambiguity that must be resolved if 
the absolute time difference is desired; this ambiguity is 
usually a minor problem to resolve for precision oscillators 

As an example of the system's use, Fig. 6 illustrates a 
plot of a strip chart recording of a digital to analog 
output of the significant digits from the time interval 
counter between a quartz oscillator and a high performance 
commercial cesium oscillator.  In other v/ords this is a 
plot of the time fluctuations between these two oscillators 
as a function of time.  The high frequency fluctuations 
(over fractions of a second) would most probably be those 
between the quartz oscillator and the quartz oscillator in 
the cesium servo system.  The low frequency fluctuations 
(over seconds) would most probably be those induced by the 
cesium servo in its effort to move the frequency of its 
quartz oscillator to the natural resonance of the cesium 
atom—causing a random walk of the time fluctuations for 
sample times longer than the servo attack time. 

SOME METHODS OF DATA ANALYSIS 

Given a set of data of the fractional frequency or time 
fluctuations between a pair of oscillators, it is useful to 
characterize these fluctuations with reasonable and tract- 
able models of performance.  In so doing for many kinds of 
oscillators it is useful to consider the fluctuations as 
those that are random (may only be predicted statistically) 
and those that are non-random (e.g. systematics—those that 
are environmentally induced or those that have a causal 
effect that can be determined and in many cases can be pre- 
dicted). 
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A. Non-random Fluctuations 

Non-random fluctuations are usually the main cause of depar- 
ture from "true" time or "true" frequency. 

if for example one has the values of the frequency over a 
period of time and a frequency offset from nominal is ob- 
served, one may calculate directly that the time fluctua- 
tions will depart as a ramp (see Fig. 7).  If the frequency 
values show some linear drift then the time fluctuations 
will depart as a quadratic.  I mention this because in 
almost all oscillators the systematics, as they are some- 
times called, are the primary cause of time and/or fre- 
quency departure. A useful approach to determine the value 
of the frequency offset is to calculate the simple mean of 
the set, or for determining the value of the frequency drift 
by calculating a linear least squares fit to the frequency. 
A precaution is to not calculate a least squares quadratic 
fit to the phase or time departure—such is not as efficient 
an estimator of the frequency drift for most oscillators. 

B. Random Fluctuations: 

After calculating or estimating the systematic or non- 
random effects of a data set, these may be subtracted from 
the data leaving the residual random fluctuations.  These 
can usually be best characterized statistically.  It is 
often the case for precision oscillators that these random 
fluctuations may be well modeled with power law spectral 
densities, [4,5,6,7]: 

Sy(f) = haf
a, (8) 

where S (f) is the one-sided spectral density of the frac- 
tional xrequency fluctuations, f is the Fourier frequency 
at which the density is taken, ha is the intensity coeffi- 
cient, and a is a number modeling the most appropriate 
power law for the data.  It has been shown [3,4,5,8], that 
in the time domain one can nicely represent a power law 
spectral density process using a well defined time-domain 
stability measure, oy(T), which I will explain later. For 
example, if you have a log CJ (T) versus log x diagram and 
you observe a particular slope—call it y —over certain 
regions of sample time, x ; this slope has a correspondance 
to a power law spectral density or a set of the same with 
some amplitude coefficient ha , i.e. y = - a-1 for -3< a<1 
and y a -2 for lla. Further, a correspondance exists 
between ha and the coefficient for a (x). These coefficients 
and relationships have been calculated and appear in the 
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literature [2,3,4], The transformation for some of the more 
common power law spectral densities has been tabulated, 
[2,3,4]—making it quite easy to transform the frequency 
stability as may have been modeled in the time-domain over 
to the frequency domain and vise-versa. Some examples of some proc- 
esses modeled by power law spectra that have been simulated by computer 
are shown in Fig. 8.  In descending order these have been 
named, white noise, flicker noise, random walk, and flicker 
walk (the oi in Fig. 8 is angular Fourier frequency,;) = 27rf). 
In Fig. 9 are plotted the actual data of the Atomic Time 
Scale of the National Bureau of Standards versus Interna- 
tional Atomic Time (TAI) over a four year period.  A least 
squares fit to the frequency drift has been subtracted from 
these data.  The plot then is just the time fluctuations 
of the AT(NBS) scale with respect to TAI.  There is a peak- 
to-peak deviation of about 6 microseconds. Figure 10 shows 
a plot of the same thing for the United States Naval 
Observatory atomic time scale versus TAI over the same four 
year period, and again a least squares fit to the frequency 
drift has been subtracted from the data. The peak-to-peak 
fluctuations are again about 6 microseconds.  Figure 11 is 
a plot of the residual time fluctuations between a high 
performance cesium standard and our primary frequency 
standard, NBS-5, over about one-half day.  The peak-to-peak 
fluctuations in this case are le.ss than a nanosecond.  Just 
by visual comparison of Figures 9, 10 and 11 with the 
simulated noises shown in Figure 8 indicates that these 
random processes are not white noise—hence the need for 
better frequency stability characterization. 

Suppose now that you are given the time or frequency fluc- 
tuations between a pair of precision oscillators measured, 
for example, by one of the techniques outlined above, and 
you wish to perform a stability analysis. Let this com- 
parison be depicted by Fig. 12.  The minimum sample time is 
determined by the measurement system.  If the time differ- 
ence or the time fluctuations are available then the fre- 
quency or the fractional frequency fluctuations may be 
calculated from one period of sampling to the next over the 
data length as indicated in Fig. 12.  Suppose further there 
are M values of the fractional frequency, y^.  Now there 
are many ways to analyze these data.  Historically, people 
have typically used the standard_deviation equation shown 
in Fig. 12, o d dev^' 

w^ere ¥ ^s the avera,3e fractional 

frequency over the data set and is subtracted from each 
value of y^ before squaring, summing and dividing by the 
number of values minus one, (M-l), and taking the square 
root to get the standard deviation. At NBS, we have studied 
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what happens to the standard deviation when the data set may be character- 
ized by vower law spectra which are more dispersive than classical white 
noise frequency fluctuations.   In other words, if you have flicker noise or 
any other ion white noise frequency deviations, one may uak what happens 
to the standard deviation for that data set.    In fact, one can show that the 
standard deviation is a function of the number of data points in the set, of 
the dead time, and of the measurement system bandwidth (5,9).    For exam- 
ple, using as a model flicker noise frequency modulation, as the number of 
data points increase, the standard deviation monotonically increases without 
limit.   Some statistical measures have been developed which do not depend 
upon the data length and which are readily usable for characterizing the ran- 
dom fluctuations in precision oscillators (2-5,9).    An IEEE subcommittee on 
Frequency Stability has recommended a particular variance taken from the 
set of useful variances developed, and an experimental estimation of the 
square root of this particular variance is shown as the bottom right equation 
in Fig.  12.   This equation is very easy to Implement experimentally as you 
simply add up the squares of the differences between adjacent values of y j, 
divide by the number of them and by two, take the square root and you 
then have the quantity which the IEEE subcommittee has recommended for 
specification of stability in the time domain. 

One would like to know how o (x) varies with the sample 
time, T .  A simple trick that one can use, that is very 
useful if there is no dead time, is to average y-^ and Y2 
and call that Yi averaged over 2T, then average y? and Y4 
and call that y, as averaged over 2T , etc., and finally 
apply the same equation as before to get ^ (2 T). One can 
repeat this process for other desired integer multiples of 
T and from the same data set be able to generate values for 
ay(m T) as a function of mt from which one may be able to 
infer a model for the process that is characteristic of this 
pair of oscillators.  If you have dead time in the measure- 
ments you cannot average adjacent pairs in an unambiguous 
way to simply increase the sample time. You have to retake 
the data for each new sample time—often a very time consum- 
ing task.  This is another instance where dead time can be 
a problem. 

How the classical variance (standard deviation squared) 
depends on the number of samples is shown in Fig. 13. 
Plotted is the ratio of the standard deviation squared for 
N samples to the standard deviation squared for 2 samples 
(0^(2, T) is the same as a *   (x) ).  One can see the 
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dependence of the standard deviation with the number of 
samples for various kinds of power law spectral densities 
commonly encountered as reasonable models for many impor- 
tant precision oscillators. Note, a2 (T) has the same 
value as the classical variance for the classical noise case 
(white noise FM). One main point of Fig. 13 is simply to 
show that with the increasing data length the standard 
deviation of the common classical variance is not well be- 
haved for the kinds of noise processes that are very often 
encountered in most of the precision oscillators of interest. 

Figure 14 is an actual cr (T) versus T plot for a rubidium 
standard that was analyzed at the Bureau. One observes 
apparent white noise FM with the slope of T~*/2 and then 
flicker noise frequency modulation, T"; and some random 
walk FM for sample times of the order of a tenth of a day 
and longer.  Having this time-domain analysis, one can use 
the equations and the tables mentioned before to transform 
to the frequency domain, S (f) versus Fourier frequency f, 
and this transformation isyplotted in Fig. 15.  An equation 
which shows directly the mapping for a model Miat is often 
used for cesium decives for sample times longer than 1 
second is given by the following pair of equations: 

Sy(f) = h0 + h^f"
1 (9) 

2       hrt 
öy (T) =  ~^~  + 2 ln2 h-l (10) 

The h term in each case is due to the white noise FM 
fundamentally induced by the shot noise in the cesium beam. 
The second term is flicker noise FM (flicker floor) that 
seems to always appear as a reasonable model for cesium as 
well as other standards,  It does not have a well under- 
stood cause.  As an example of equation (9) and (10), 
suppose from a Of (T) versus x plot we determined that 

V h0/2 - 2  x 10-12[s]    and ^ 2 In 2h_1 = 1 x 10~
14 as 

for one comparison made between the NBS primary frequency 
standards, NBS-4 and NBS-5, then hrt = 4 x 10'

24 and 
h-i = 7.2 x 10-29. 0 

If the frequency drift is not subtracted from the data then 
the ö (T) versus T plot as shown in Fig. 15, takes on a 
+1 ■* 

T  behavior.  Often such is the case with quartz crystal 
oscillators.  The equation relating o (T) and the drift, D, 
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is as follows: 

VT) = -?=- w y       V^ 
where D has the dimensions of fractional frequency per unit 
of T , i.e. if T is in days then D could be, for example, 
10-10 per day.  Suppose also that the data contain discrete 
side bands such as 60 Hz then the 0(1)  versus T diagram 
may appear as shown in Fig. 17.  The model for this figure, 
calculated by Sam Stein, was for the situation where the 
white phase noise power in a 1 KHz bandwidth was equal to 
the power in the 60 Hz side bands. 

In Fig. 18 I have used the dual mixer time difference 
measuring system in order to observe the cr (T) versus T 
behavior for a high performance cesium standard versus a 
quartz crystal oscillator. The plot contains a lot of 
information.  The measurement noise of the dual mixer sys- 
tem is indicated. One can see the short term stability 
performance of the quartz oscillator in the cesium versus 
the comparison quartz oscillator (Diana). One can see a 
little bit of 60 Hz present as indicated by the humps at 
1/2 and 3/2 of T = 1/60 Hz. One observes the attack time 
of the servo in the cesium electronics perturbing the short 
term stability of the quartz oscillator and degrading it to 
the level of the shot noise of the cesium resonance. The 
white noise frequency modulation characteristic then 
becomes-the predominant power law causing a

v(x)   to improve 
as T~ '     until the flicker floor of the quartz crystal 
oscillator (Diane), in this ^ase 6 parts in lO^3, becomes 
the predominant noise source. Thus using this particular 
measurement system I was able to well characterize for 
sample times of a few milliseconds all the way out to 1000 
seconds, the stability characteristics of this particular 
pair of oscillators.  Longer sample times are of course 
easily achievable. 

CONCLUSIONS 

Some inexpensive (less than $1000) methods of precisely 
measuring the time difference, time fluctuations, frequency 
difference, and frequency fluctuations between a pair of 
state-of-the-art time and/or frequency standards have been 
reviewed or introduced. One novel method introduced demon- 
strated the capability of measuring all four of the above, 
plus being able to cover an impressive segment of sample 
times (T >few milliseconds) with a time difference preci- 
sion of better than 1 picosecond.  Fraction frequency in- 
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stabilities due to the noise in this novel measurement . 
method were demonstrated to be less than one part in 10 
for Oy(i > 2 x 104 s) . 

Also reviewed were some efficient methods of data analysis— 
which allow one to gain insight into models that would 
characterize both the random and non-random deviation be- 
tween a pair of frequency standards. A specific example 
was shown demonstrating the time domain fractional frequency 
stability, ay(T) , between two state-of-the-art commercial 
standards, i.e. a quartz oscillator and a high performance 
cesium standard for 2 ms < x  <  io3 s. 
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APPENDIX: 
COMPUTING COUNTER PROGRAM 

A. The following program may be used in a computing counter, 
is useful in determining the fractional frequency stability, 
o (T), and is unique as compared with other similar types 
of programs to determine stability in that it does so with 
no dead time.  The following program actually determines the 
root-mean-square second difference, (A2(At))rms/ of the time 
difference readings between a pair of clocks or oscillators, 
and therefore complements very nicely the dual mixer time 
difference measurement system described in the text. The 
fractional frequency stability may be calculated from com- 
puter program results as follows: 

ay(T) = -= 
T2V 

( Az ( At) ) rms (Al) 

If additional programing steps were available, of course one 
could program the computing counter to calculate an estimate 
of CT (x) directly.  Following is the program procedure to 
genetate (A2(At))rms: 

1. clear x 

2. o 
3. Plug-in 

4. aOc 

5. Plug-in 

6. 
v 

7. a x y 

8. -(subtract) 

9. o 
10. Xfer Program 

11. Plug-in 

12. 
<-> 

13. a x y 

14, -(subtract) 

15. tL^X 

16. b x y 

17. - (subtract) 

18. xy 

19. x (multiply) 

20. c x y 

21. + (add) 

22. 
ts  *s 

23. Repeat 

24. Xfer Program 

25. Q* 
26. N x y 

27. - (divide) 

28. '•rr 
29. Display x 

30. Pause 

The confidence of the 
as the square root of 
is repeated as preset 

estimate will improve approximately 
the number of times (N) the sub loop 
by the programmer [10]. 

125 



REFERENCES 

[1]  D. G. Meyer, "A test set for measurement of phase 
noise on high quality signal sources," IEEE Trans, on 
Instrumentation and Measurement, IM-19, No. 4, 
pp. 215-227, Nov. 1970. 

[2]  J. H. Shoaf, D. Halford, A. S. Risley, "Frequency 
stability specification and measurement: High frequency 
and microwave signals," NBS Tech. Note 632, Jan. 1973. 

[3]  David W. Allan, John H. Shoaf, and Donald Halford, 
"Statistics of time and frequency data analysis," 
Chapter 3 of NBS Monograph 140, pp. 151-204, May 1974. 

[4]  J. A. Barnes, A. R. Chi, L. S. Cutler, D. J. Healey, 
D. B. Leeson, T. E. McGunigal, J. A. Mullen, 
W. L. Smith, R. Sydnor, R. F. C. Vessot,G.M.R. Winkler, 
"Characterization of frequency stability," NBS 
Technical Note 394, Oct. 1970; or IEEE Trans, on Instr. 
and Meas., Vol. IM-20, No. 2, pp. 105-120, May 1971. 

[5]  David W. Allan, "Statistics of atomic frequency 
standards," Proc. IEEE, Vol. 54, No. 2, pp. 221-23 0, 
Feb. 1966. 

[6]  Helmut Hellwig, "A review of precision oscillators," 
Proc. 6th PTTI, Washington DC.  To be published. 

[7]  F. L. Walls and A. E. Wainwright, "Measurements of the 
short-term stability of quartz crystal resonators - a 
window on future developments in crystal oscillators," 
Proc. 6th PTTI, Washington DC.  To be published. 

[8]  R. F. C. Vessot, L. Mueller, and J. Vanier, "The 
specification of oscillator characteristics from 
measurements made in the frequency domain," Proc. IEEE, 
Vol. 54, No. 2, pp. 199-206, Feb. 1966. 

[9]  James A. Barnes, "Atomic time keeping and the 
statistics of precision signal generators," Proc. IEEE, 
Vol. 54, No. 2, pp. 207-220, Feb. 1966. 

[10] Patrick LeSage and Claude Audoin,"Characterization of 
frequency stability: Uncertainty due to the finite 
number of measurements," IEEE Trans, on Instr. and 
Meas., Vol. IM-22, Mo. 2, pp. 157-161, June 1973. 

126 



PERIOD OF AN OSCILLATOR 

OSCILLATOR 

o     o    o- 
100kHz     1MH2     5MHz 

Depiction of the sinusoidal voltage output from a 
precision oscillator, e.g. using quartz, rubidium, 
cesium or hydrogen as the frequency determining 
element.  If the frequency out is v,, the the per- 
iod of oscillation is x, = 1/v-, 
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FIG. 2 A phase (or time) fluctuation measurement system. 
The reference oscillator is loosely phase-locked to 
the test oscillator—attack time is about 1 second. 
The reference and test oscillators are fed into the 
two ports of a Schottky barrier diode double 
balanced mixer whose output is fed through a low 
pass filter and low noise amplifier, hence to an RC 
network, a battery bias box and to the varicap of 
the reference oscillator.  The instantaneous out- 
put voltage of the phase locked loop (PLL) follow- 
ing the low noise amplifier will be proportional 
to the phase or time fluctuations between the two 
oscillators. 
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FIG.   3    A frequency fluctuation measurement system.     The 
attack time of the phase lock loop in this case is 
much less than a second. The amplifier (AMP) out- 
put voltage fluctuations for sample times signifi- 
cantly larger than the servo loop attack time will 
be proportional to the frequency fluctuations 
between the oscillators. 

|        OSCILLATOR 
UIDCH  TtST 
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FIG. 4 A frequency and frequency fluctuation measurement 
system.  The difference frequency, |v, - VQ|  is 
measured with a frequency counter.  A counter 
measuring the period (or multiple period) of the 
beat (difference) frequency could equivalently be 
used. 
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ÜUAL MIXER TIME DIFFERENCE SYSTEM 

^3 

Av   =  v-   -   v,  * 0 

XFER 
OSC 

TIME   INTERVAL 
COUNTER 
At(1) 

i , 

^ g 
vi " V |v2  -   v0 

OSC 
*2 

FIG.   5    A time difference and time fluctuation measurement 
system.    The low pass filters   (LPF)   determine the 
measurement system bandwidth and must pass the dif- 
ference frequencies which are depicted by the solid- 
line and dashed-line sinusoids at the bottom of the 
figure.    The positive going zero volts crossing of 
these difference   (beat)   frequencies are used to 
start and stop a time interval counter after  suit- 
able low noise amplification.     The  i       time differ- 
ence between oscillator 1 and 2 is the At(i)   reading 
of the counter divided by TV and plus any phase 
shift added,()),  where  v a v1~v2  is the nominal 
carrier frequency.  The frequency difference is 
straight forwardly calculated from the time differ- 
ence values. 
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QUARTZ OSC (DIANA) vs CESIUM 601 

1 MIN 

FIG. 6 A copy of a strip chart recording of the time fluc- 
tuations versus running time using the dual mixer 
time difference measurement system.  The oscilla- 
tors involved were a high performance commercial 
cesium standard and a high quality quartz crystal 
oscillator.  The common oscillator employed was a 
low noise synthesizer.  The measurement system 
noise was about 0.1 ps. 
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FIG. 7 Depiction of some commonly encountered non-random 
frequency and time deviations; i.e. a frequency 
offset error which maps into a linear time drift, 
and a linear frequency drift which maps into a 
quadratic time deviation. 
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PROCESSES MODELED BY POWER LAW SPECTRA 

N»I f/,*'^¥^,tr¥^^lujj^iii^^ 

FIG. 8   Some sample plots of processes which may be modeled by power law 
spectral densities, S(f) =  haf

a (to = 2irf), as simulated with a 
computer.    The white noise, M0, is bandwidth limited.    The sub- 
script is left off of S(f) ss these plots may represent anything, 
e.g. frequency or time fluctuations. 
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PIG. 9 The residual time fluctuations between the National 
Bureau of Standards Atomic Time Scale, AT(NBS) , and 
the International Atomic Time Scale, TAI, after 
subtracting a least squares fit to the frequency. 
The vertical scale is in microseconds and the ab- 
scissa shows 1420 days following 8 May 1969.  The 
peak-to-peak deviation is about 6MS. 

133 



iTitfMi • 11] ■ IM   fl JM »   Cvl«- tl om   'HH til D • tmjK 
vm.( um> mm m    urtu*     i mi     •««•le»» •    i tu    iv* n 

FIG 10 The residual time fluctuations between the United 
States Naval Observatory's Atomic Time Scale, AT 
(USNO), and the International Atomic Time Scale, 
TAI, after subtracting a least squares fit to the 
frequency. The vertical scale is in microseconds 
and the abscissa shows 1540 days following 8 Jan. 
1969. The peak-to-peak deviation is less than 6ys 
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FIG 11 The residual time fluctuations between a high per- 
formance commercial cesium standard and one of the 
NBS primary frequency standards, NBS-5, after sub- 
tracting a mean frequency difference. The vertical 
scale is in units of 0.1 MS, and the abscissa shows 
41100 s duration(~l/2 day). The peak-to-peak devia- 
tion is about 0.9 us. 
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FIG 12 A simulated plot of the time fluctuations, x(t) be- 
tween a pair of oscillators and of the corresponding 
fractional frequencies calculated from the time fluc- 
tuations each averaged over a sample time T . At the 
bottom are the equations for the standard deviation 
(left) and for the time-domain measure of frequency 
stability as recommended by the IEEE subcommittee on 
Frequency Stability (right). 
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FIG 13 The ratio of the time average of the standard 
deviation squared for N samples over the time 
average of a two sample standard deviation squared 
as a function of the number of samples, N. The 
ratio is plotted for various power law spectral 
densities that commonly occur in precision oscilla- 
tors.  The figure illustrates one reason why the 
standard deviation is not a convenient measure of 
frequency stability; i.e. it may be very important 
to specify how many data points are in a data set 
if you use the standard deviation. 
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FIG 14 A a (T) versus t plot modeling some actual data 
taken at NBS on sqme commercial rubidium standards 
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FIG 15 A plot of Sy(f) versus f as transformed from the 
time-domain data plotted in Fig. 14. 
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EFFECT OF FREQUENCY DRIFT ON ffytrl 

PIG 16 An example Oyd) versus T plot of an oscillator 
with both raftdom fluctuations of flicker noise FM 
and a non-random linear fractional frequency drift 
of 10~10 per day. A plot appearing similar to this 
would be common for quartz crystal oscillators, 
for example. 
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S(t)(f) = 2.5 x TO-15 [1 + 103 ö(f-60 Hz)] 
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FIG 17 A calculated o (x) versus T plot of white phase 
noise (a = +2) with some 60 Hz FM superimposed. 
The power in the 60 Hz sidebands has been set 
equal to the power of the white phase noise in a 
1 kHz bandwidth, fj,.  Note:  S (f) = ( v2/f2) s

y(
f) 

and (Ht) = UTT)
2
 v2 • x(t) .   ^ 
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QUARTZ OSCILLATOR (DIANA) VS COMMERCIAL CESIUM (1601) 
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FIG.18 A a (T) versus x plot of the fractional frequency 
fluctuations, y(t) between a high performance 
commercial cesium beam frequency standard and a 
commercial quartz crystal oscillator. 

141 



QUESTION AND ANSWER PERIOD 

DR.  COSTAIN: 

National Research Council. 

Herman Damms had been doing a very similar dual mixer system and it does 
give a fantastic advantage when you have the two oscillators on the same fre- 
quency. As a matter of fact you can only test the system by putting the same 
signals into the two channels. 

MR.  ALLAN: 

That's a good point.   It's very conducive to testing the measurement noise, 
whereas with other systems it's sometimes quite difficult.   This one is very 
amenable to looking at the measurement noise. 
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MEASUREMENTS OF THE 
SHORT-TERM STABILITY OF  QUARTZ  CRYSTAL  RESONATORS  - 

A WINDOW ON FUTURE  DEVELOPMENTS  IN CRYSTAL OSCILLATORS 

F.   L.  Walls and A.  E.  Wainwright 

TIME AND  FREQUENCY DIVISION 
NATIONAL BUREAU OF  STANDARDS 

ABSTRACT 

Recent measurements of the inherent short-term 
stability of quartz crystal resonators will be 
presented.  These measurements show that quartz 
resonators are much more stable for times less than 
Is than the best available commercial quartz os- 
cillators. A simple model appears to explain the 
noise mechanism in crystal controlled oscillators 
and points the way to design changes which should 
permit more than 2 orders of magnitude improvement 
in their short-term stability.  Stabilities of 
order 1 part in 10  at .001 s appear obtainable. 
The achievement of short-term stabilities of this 
level would in many cases greatly reduce the time 
necessary to achieve a given level of accuracy in 
frequency measurements. Calculations show that a 
reference signal at 1 THz, derived from frequency 
nultiply.'.ng a 5 MHz source with the above measured 
crystal stability, should have an instantaneous or 
fast linewidth of order 1 Hz.  These calculations 
explicitly include the noise contributuion of our 
present multiplier chains and will be briefly 
outlined. 

INTRODUCTION 

Quartz crystal controlled oscillators play a key roll in fre- 
quency metrology in that they are used in nearly all preci- 
sion frequency measurement and generation devices.  Indeed, 
the short-term frequency stability of virtually every pre- 
cision frequency source is determined by a quartz crystal 
controlled oscillator. The short-term frequency stability 
sets a fundamental limit on the minimum amount of time 
necessary to reach a specified level of accuracy in frequency 
measurements, limits the spectral purity, and limits the 
highest frequency to which an oscillator can be multiplied 
and still be used as a precision source. 
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In the following we will show experimental results which in- 
dicate that the inherent short-term stability of some quartz 
crystal resonators is at least 100 times better than the 
best commercially available crystal controlled oscillators. 
Next we will briefly outline the reasons for the decrease in 
stability of the crystal controlled oscillators relative to 
the quartz crystals and indicate how the short-term stability 
is related to spectral purity and how these limit the maxi- 
mum frequency to which the frequency of an oscillator may be 
multiplied and still be used as a precision source. 

EXPERIMENTAL RESULTS 

Figure 1 shows a schematic diagram of the phase bridge used 
to measure the inherent short-term stability of the quartz 
crystal resonators.  Two crystal resonators which are as 
identical as possible are driven by the same low noise source. 
By careful adjustment of crystal tuning and the balancing of 
the relative Q's, the output from the double balanced mixer, 
which is used as a phase detector, is independent of both 
residual amplitude and frequency modulation in the source. 
This reduction of noise from the source is crucial to being 
able to measure small time varying frequency deviations of 
the crystals [1] .  At balance the mixer output is directly 
proportional to the difference in the resonance frequency of 
the two crystal resonators.  This voltage can now be pro- 
cessed to yield both the spectral density of fractional fre- 
quency fluctuations, S (f), or the time domain stability, 
^y(T), per the recommendation of the IEEE subcommittee on 
frequency stability [2]. 

Figure 2 shows a typical example of frequency domain data. 
Sy(f) for a pair of 5 MHz crystal resonators is plotted ver- 
sus Fourier frequency offset, f, assuming equal contribution 
from each crystal.  Note the change from flicker of frequency 
to random walk frequency modulation at a Fourier frequency 
equal to one half of the crystal bandwidth. Crystal drive 
was approximately 200 microwatts. Figure 3 shows a similar 
plot for a pair of very high quality 5 MHz crystals. The 
change from flicker of frequency to random walk of frequency 
modulation should occur at a Fourier frequency of 1 Hz, 
which was the lower limit of our spectrum analyzer. 

Figure 4 shows the time domain data for the same pair of 5 
MHz quartz crystal resonators. The solid dots are the 
actual time domain measurements. The lower heavy solid lines 
show the frequency domain data translated to time domain [2], 
where h, and h_2 are the intensity coefficients for the 
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-1      -2 
assumed power law spectral densities £  and f  respec- 
tively. These data show that the inherent time domain 
stability of the quartz crystals improves as the sample time, 
T, becomes short compared to the inverse half angular band- 
width Yf of the crystal.  The functional dependence is 

öy(T) = ICT
T

. As one goes to shorter and shorter times the 
stability becomes worse again due to noise in the isolation 
amplifier and the measurement system. This noise causes an 
uncertainty in the measurement of the position of the zero 
crossing.  If the noise is white then the frequency fluctu- 
ations will have a white phase modulation character and Oy(T) 
will go as j"1 for times larger than the inverse bandwidth 
of the measurement system, which in this case was ~ 4 x lo""6 

seconds. 

The line labelled "Johnson noise from amplifier" indicates 
the estimated contribution of our measurement system to 
Oy(T). Calculations of the Johnson noise in the series loss 
resistance of the crystal, RSf show that this contribution to 
Oy(T) is very small compared to that of most active 
circuits [1] . 

For comparison, the stability of these same two crystals in 
a high performance crystal oscillator at 65° C is also indi- 
cated in Figure 4. Note the dramatic difference in stability 
for times less than Is.  This difference is just the noise 
contribution due to the electronics in the crystal controlled 
oscillators. The difference for measurement times greater 
than Is is primarily due to the decrease in the stability of 
this crystal pair at 65° C. 

The character of the oscillator stability for times less 
than Is is very similar to that of the crystal measurements 
below 10ms, only the level is different.  Our measurements 
show that the noise in the buffer amplifier fully explains 
the short-term stability of the oscillator. 

The above confirms the widely held belief (see e.g.[3,4]), 
that Johnson noise sources in the amplifier and oscillator 
stages that are not filtered by the crystal are the cause of 
the observed noise in this and most low drive crystal 
oscillators.  Short-term stability could be greatly improved 
merely by increasing crystal drive. A factor of 100 increase 
in crystal drive should produce a factor of 10 improvemont 
in the short-term stability of the oscillator.  Recent meas- 
urements [5] by J. Groslambert,  G. Marianneau, M. Oliver 
and J. Uebersfeld on a crystal controlled oscillator with 
50yW of crystal drive, yield a factor of 10 improvement in 
the short-term stability as compared to the oscillator of 
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of Figure 4 which has approximately lyW of drive.  In 
both oscillators multiplicative phase modulation was redu- 
ced by local negative feedback as originally suggested by 
D. Halford [6]. Additional improvements in short-term 
stability can be obtained by using a high input impedance 
buffer amplifier and driving it with a series resonant cir- 
cuit from a point in the oscillator where the noise is 
bandwidth limited by the crystal. This can increase the 
signal level to the buffer amplifier by a factor of 10 
without changing the level of Johnson noise in the buffer 
amplifier. This should improve the short-term stability by 
a factor of 10. Moreover, most buffer amplifiers are de- 
signed for isolation and not low noise. With a little more 
care in the design of the buffer amplifier, the noise level 
could be reduced by approximately a factor of 4.  The net 
result should be a crystal controlled oscillator with a 
short-term stability at least 100 times better than present 
state-of-the-art commercial 5 MHz crystal controlled oscil- 
lators.  Stabilities approaching one part in 10^* at .001 
seconds appear feasible.  Even at this level the short-term 
stability will be limited by the electronics and not the 
crystal resonators, if the best available crystals are used. 

The medium term stability of a crystal controlled oscillator 
is determined by the flicker of frequency level in the 
crystal. Measurements on a number of crystal pairs show 
that the flicker of frequency level or stability floor is 

approximately given by o  {T)= 10  . This has been y       W 
verified for crystals ranging in frequency from 5MH2 to 
125MHz and crystal Q's from 104 to 2 x 106.  Individual 
crystals with identical Q's sometimes vary as much as a fac- 
tor of 10 in their stability floor, indicating that fabrica- 
tion techniques have a considerable influence on stability 
beyond just considerations of obtainable crystal Q's.  The 
departure of solid line derived from h_i from the experimen- 
tal time domain data is probably due to the limited amount 
of frequency domain data that could be taken to cover this 
region. 

Figure 5 illustrates the effect of white phase modulation or 
additive Johnson noise on the spectral purity of the signal 
and how this limits the maximum frequency to which an os- 
cillator can be multiplied and still be used as a precision 
signal source. 

Curve a shows the rf spectrum of a precision 5MHz crystal 
controlled oscillator after multiplication to 9 GHz (x-band). 
The broad base is called the noise pedestal while the central 
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peak is called the carrier. The noise pedestal determines the 
short-term fractional frequency stability of the oscillator. 
In this case Cy(T) »(2 x lO"1 )/T: The carrier width is 
determined by the flicker of frequency level of the oscilla- 
tor. The width is approximately 

Av = 2v (oy(ThickJ. .006HZ 
at 9.2GHz for the present oscillator. The narrow peaks of 
a and b have a width of 10 KHz which is the bandwidth of the 
spectrum analyzer. Curve b shows the rf spectrum at 9.2GHz 
when the additive noise level has been increased by a factor 
of 50 over its initial value.  This corresponds to a short 
term stability of a« (t) = ^O"11/*. Note that the relative 
power in the carrier has dropped 8dB and that the height of 
the noise pedestal has risen 34dB.  The power in the carrier 
is now -8dB or 16% of the total available power. Curve C 
shows the rf spectrum at 9.2 GHz when the additive noise has 
been increased by a factor of 150 over its initial value. 
This corresponds to a short term stability of Oyd) = 3 x lO"11. 
The carrier has now totally disappeared! 

Although there still is power available, the line width has 
increased a factor of 10° from .006 Hz to 600 KHz.  Clearly 
Curve c can no longer be used as a precision reference sig- 
nal.  These results are of significance for the design of 
both precision frequency oscillators and of the total system 
in which they are used.  For, as Figure 5 illustrates, the 
addition of even relatively small amounts of noise can 
seriously degrade the short-term stability, the spectral 
purity, and the useful operating range of a precision 
frequency source. 

These results can be generalized and summarized by the 
following. The relative power in the carrier, Pc» and the 
relative power in the pedestal, P , are given by[7] : 

Pc(v) ■ e"*P(v), and 

P = ! . P = ! . e-V
V) 

P      c 

where  * (v) = /pedestal S (f) pedestal yx   (—=-) df 

Recall that Sy{f) is the spectral density of fractional 
frequency fluctuations, v is the carrier frequency, and f 
is the fourier frequency offset from the carrier.  The short- 
term fractional frequency fluctuations for white phase noise 
or additive Johnson noise is given by: 
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:T> -(-T-)(?r-)y(3 Sy(f)B0)y: 

whefe B0 is the bandwidth of the noise. 

CONCLUSIONS 

It has been shown: (1) that the inherent short-term stability 
of the resonators is vastly superior to the best available 
commercial crystal controlled oscillators, (2) that the 
short-term stability of a crystal controlled oscillator is 
dominated by noise processes in the buffer amplifier, (3) 
that the adoption of several design changes should produce 
crystal controlled oscillators with short-term fractional 
frequency stabilities approaching  , . _ 10~15 and (4) 

that the short-term stability or, alternately, the spectral 
purity limits the maximum frequency to which an oscillator 
can be used as a precision source. 
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FIGURE 1  Passive system used to measure the inherent 
frequency stability of pairs of similar quartz 
crystal resonators. 
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FIGURE 2  Frequency domain measurements on crystal pair 
5A-200 at 28° C.  These are 5 MHz crystals with 
a bandwidth of 200 Hz.  Sy(f) is shown for a 
single crystal. 
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FIGURE 3  Frequency domain measurements on crystal pair 
5B-2 at 28° C. These are 5 MHz crystals with a 
bandwidth of 2 Hz. S (f) is shown for a single 
crystal. * 
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FIGURE 4  Time domain measurements as a function of sample 
time T, for crystal pair 5B-2 at 28° C. Also 
shown are the frequency domain results of Figure 
3 converted to time domain, and the stability of 
a high quality oscillator controlled by one 
5B-2 crystal at + 65° C. y  =  TTBW; here the 
bandwidth is BW = 2 Hz 

FIGURE 5  rf spectrum of 5 MHz crystal controlled 
oscillators after multiplication to 9.2 GHz 
for 3 different short-term stabilities. 
Curves a, b and c are for oscillators having 
short-term fractional frequency stability of 

ay(T) = 2 x 10~13, 10 -11 and 3 x 10 -11 

respectively. 
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QUESTION AND ANSWER PERIOD 

DR.  WINKLER: 

Winkler, Naval Observatory. 

You have mentioned the role of buffer amplifiers as contributors to noise.   I 
think probably for practical applications the most important example of that is 
the buffer amplifiers in the cesium standards which we have. 

The 5 megahertz crystal oscillators which provides the output at 5 megacycles 
has to be buffered very extensively in order to prevent reflective power and 
side bands getting back into the oscillator and into the multiplier which would 
shift the frequency of the cesium resonance. 

But on the other hand, that severe buffering deteriorates somewhat the per- 
formance of that crystal for very short integration times. One second or 
shorter. 

Now there are two possibilities. If people have a requirement, and I know of 
some such requirements, to use the output of that 5 megahertz source not only 
for time keeping but at the same time also for generation of microwave signals, 
where spectral purity is required there are two ways to go about that.   One 
would be to take out part of the buffering in the output circuits, to increase it 
directly which is dangerous. 

The other one would be to phase lock a second crystal oscillator which could be 
designed according to your recipe and so to provide that spectral purity from a 
secondary oscillator. 

Now, would you like to comment on these two possibilities, particularly what is 
your estimate on the required quality of that second oscillator?  If you really do 
not need any stability, any inherent stability, beyond one second integration 
time, which would be provided by the phase-lock loop on the cesium, what 
would be the requirement for such a second crystal? 

DR.  WALLS: 

I'm not sure I understand exactly where you want the requirements—on the 
crystal or on the crystal oscillator? 

DR.  WINKLER: 

On the crystal and the crystal oscillator.   It is clear that you need still a high 
Q crystal for that. 
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DR.  WALIS: 

Yes.   You would want to have as high a Q cryb   1 as you could which is about 
2-1/2 million at 5 megahertz and you would want 10 drive it rather hard, you're 
not interested in stability at 10 seconds or 100 seconds, for example.   And you 
would want very few stages of buffering, not 10 or 15 stages. 

DR.  WINKLER: 

But am I correct in assuming that actually that design could be extremely simple? 
You wouldn't even need temperature control, maybe. 

DR.  WALU3: 

That's true. 

DR,  WINKLER: 

So it's not an expensive substance. 

DR.  WALU3: 

It shouldn't be. 

DR.  WINKLER: 

It would not cost $15,000 per unit? 

DR.   WALI5: 

No.   I agree.   It could be a much simplified design. 

DR.   HELLWIG: 

I'd also like to comment on your question.   If one substitutes higher performance 
crystal oscillators in existing cesium standards, but still goes through the buffer 
amplifiers of the existing cesium amplifiers, you will not realize the better short- 
term stability.   So be careful in doing that.   That is my advice. 
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The other comment is, as I said yesterday, you have to get away from the one 
second time constant of the cesium if yon replace the internal oscillator. 

DR.  WINKLER: 

What you just said is one should not go about replacing the internal workings but 
put a makeshift externally to that oscillator. 

DR.   WALU3: 

I would prefer that. 

DR.  WINKLER: 

Yes.   It's much cheaper and much more direct and much more reliable. 

DR.  WALLS: 

Yes, one should really think in terms of systems, right?  And you can, if you 
use two components, sometimes have the best of both worlds rather than having 
one device be everything to all people. 

MR.   PHILLIPS: 

The Naval Research Lab has taken some of these items into account and devel- 
oped a system called a disciplined time and frequency oscillator. 

That wasn't the system we developed.   And we have noticed very large improve- 
ments when multiplied to X band so that these are very real effects and this is 
a very powerful approach for the person who needs the long-terms stability of 
a cesium and then must require the short-term stability so that he can have a 
pure signal at microwave frequency.   So this is a very real thing and we have 
been addressing it.   I wondered if you have, in commercial oscillators, looked 
at this particular system? 

DR.  WALIÄ: 

Well, we have commercial 5 megahertz oscillators that we have multiplied to 
X band and the measurements you saw there were on some commercial 5 mega- 
hertz oscillators.   They weren't laboratory designed oscillators.   We have not 
tried to change the internal power or the buffer amplifiers yet.   That is some- 
thing that we hope to do. 
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DR.   KARTASCHOFF: 

In this context of crystal oscillators, I Just remembered that about 15 years ago 
the Marconi Company in England developed a crystal oscillator system where 
they had a high Q crystal in the bridge and they servoed the frequency of a half 
driven second crystal oscillator to that bridge.   Of course that was done with 
tube technology about 15 years ago, but it might be that this scheme, in view of 
the results of the measurements of Dr. Walls, might be well worth looking at 
again. 

DR.   HELLWIG: 

I think it is a concept worth pursuing. I claim the concept, which I call the dual 
crystal concept, would be superior if that second crystal is not used in an oscil- 
lator but passively. 

I think that is even superior.   Replacing tubes by transistors will help too. 
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THE MAGNETIC MATRIX TIME INTERVAL METER* 

S.   K.  Merrill and B. V.  Rodgers 
EG§G, Inc. 

ABSTRACT 

A time interval meter is being developed 
which allows the recording of a number of 
event times with high resolution over a 
relatively long period of time. 

INTRODUCTION 

In a number of experimental areas, a means for accurately recording rela- 
tive times of occurrence of a series of events is needed.    A technique 
which easily lends itself to such recording was investigated during the 
development of a high-speed single-transient recording device, the 
Magnetic Matrix Recorder. ^^   The application of this technique to a time- 
interval meter results in a system that has capabilities for measurement 
of large timing intervals with high resolution, multiple channels timed 
directly from the same reference source, non-volatile radiation-hard data 
storage, computer-compatible data retrieval, and small physical size. 

DISCUSSION 

The basis of the system is a matrix of thin-film magnetic recording 
elements, located at the intersections of two orthogonal sets of control 
traces (Figure 1).    With no current flowing in the lines, the magnetiza- 
tion of an element points either direction along an "easy" axis built 
into the matrix during fabrication.    The application of a sufficient 
current to a word line will pull the magnetization into the hard axis. 
A current in the bit line pulls the magnetization toward the easy axis, 
the direction depending on the polarity of the current.    When the word- 
line current is removed, the magnetization will fall back to the easy-axis 
direction it is being pulled toward, recording the state of the bit-line 
current at that instant. 

.In the application of this technique to a Time Interval Meter  (TIM), the 
bit lines are driven with bipolar signals developed by time-code generating 
digital logic.    The word-line currents are controlled by the events of 
interest, with the state of the clock recorded at the time each word-line 
is triggered. 

*This work being supported by the U.S. Atomic Energy Commission, Nevada 
Operations Office, under Contract AT(29-1)-1183. 
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An initial bread-boarded prototype of such a TIM was constructed, and 
verified the feasibility of the concept.    The unit presently under con- 
struction is an engineering prototype designed to allow a full investigation 
of the capabilities of this technique (Figure 2). 

The time code in this unit is synchronized by a 100-MHz crystal-controlled 
oscillator feeding two separate generators.    The first generator produces 
an 8-bit binary Gray code, a minimum-transition timing code, which gives 
2.5-nanosecond resolution over a period of 0.64 microseconds.    The second 
generator contains a set of delay lines, giving eight separate phase- 
delayed signals at the main oscillator frequency.    Combined with the 
Gray code, this allows 0.5-nanosecond resolution, for somewhat greater 
than 10 bits of overall resolution. 

In this design, the word-lines are controlled through buffer logic by 
differential ECL-compatible input signals.    A record enable signal, 
externally supplied by the system user, serves to gate the channels only 
during the time of interest.    A calibrate mode is also provided, in which 
an external calibrate signal will strobe all 16 channels at the- same 
instant, allowing channel-to-channel calibration of the unit at any time. 

Since the timing code generators are free-running, the data recorded 
gives the relative time of occurrence for each event.    If an absolute 
time measurement is desired, one channel would be strobed by a reference- 
time signal to relate the data to an absolute standard.    Also, since the 
code is cyclic, the units can be cascaded to increase the system time 
range covered.    For example, adding another unit with 16 bits of Gray 
code to the above would allow timing over .04 seconds with 0.5-nanosecond 
resolution. 

Although tests have not yet been performed on the engineering prototype, 
an idea of the overall system performance can be gathered from the bread- 
boarded prototype.    Since the system is digital, its timing accuracy is 
affected primarily by variations in logic behavior caused by changes in 
temperature or supply voltages.    With the unit calibrated, the overall 
accuracy is expected to be within ±1 least-significant-bit (±0.5 ns in 
this case).    The other source of error is in the oscillator driving the 
code generators, which has a specified accuracy of 0.0001% for the present 
unit.    However, any external oscillator capable of being adapted to ECL 
levels can be used to obtain higher stability and accuracy. 

To read out data from the matrix, the word line for a selected channel is 
strobed by the internal readout logic, and the outputs of the bit-line 
sense amplifiers are transferred to buffer registers.    In the manual read- 
out mode, the channel is selected with front-panel switches and the data 
appear on a light-emitting diode display.    Under the remote mode, readout 
takes place through computer control via a CAMAC Dataway at rates up to 
the CAMAC maximum of 1 megaword/second. 
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The digital circuitry is primarily ECL logic, with the high-speed portions 
using Motorola's MECL III circuits.    For both speed and size benefits, the 
circuits surrounding the matrix card are fabricated using hybrid circuit 
techniques.    Both thin and thick film approaches have been used.    A plug-in 
module arrangement allows ease of fabrication and maintenance as well as a 
multilayer circuit capability in the hybrid portion.    The engineering proto- 
type unit will be housed in a 1 3/4" x 19" rack chassis, with further 
packaging emphasis directed toward a CAMAC Instrumentation Module. 
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OMEGA NAVIGATION SYSTEM STATUS 
AND FUTURE PLANS 

CDR Thomas P Nolan 
Mr. David C. Scull 

USCG OMEGA Navigation System Operations Detail 

INTRODUCTION 

OMEGA is a very low frequency (VLF) radio navigational 
system operating in the internationally allocated navigation 
band in the electromagnetic spectrum between 10 and 14 
Kilohertz. Full system implementation with worldwide 
coverage from eight transmitting stations is planned for 
the latter ISTO's. Experimental stations have operated 
since 1966 in support of system evaluation and test.  These 
stations provided coverage over most of the North Atlantic, 
North American Continent, and eastern portions of the North 
Pacific. This coverage provided the fundamental basis for 
further development of the system and has been essential to 
the demonstrated feasibility of the one to two nautical 
mile root-mean-square system accuracy. OMEGA is available 
to users in all nations, both on ships and in aircraft. 

HISTORICAL 

OMEGA uses very low radio frequencies and phase-difference 
measurement techniques to provide radio navigation infor- 
mation. These principles were proposed to the Navy in 1947 
by Professor J. A. Pierce of Cruft Tiaboratory, Harvard 
University. 

As a result of his proposals and his experiments in 
measuring phase delay at VLF and establishing the phase 
stability of signals at VLF, the Navy developed an experi- 
mental system operating in the vicinity of 50 kHz with a 
sine wave modulation of 200 Hz. The system was designed by 
Naval Electronics Laboratory Center (NELC), San Diego, and 
was called Radux. Radux had an accuracy of three to five 
miles and a range of about 2,000 miles. While this system 
showed the wisdom of using phase-difference measurement 
techniques, the attained accuracy and desire to obtain even 
greater range resulted in another system which combined a 
separate VLF transmission near 10 kHz with the low frequency 
(LF) signal. This system was called Radux-OMEGA. To 
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further Increase the range of the system, the LF signals 
were discontinued. The single frequency VLF system was 
called OMEGA and, later, expanded to a multi-frequency 
OMEGA system. Thus, OMEGA can trace Its development back 
over a twenty-year period. 

Early transmissions from the shore-based stations were 
derived from a conventional primary-secondary configuration. 
Modern transmission of OMEGA signals is derived from a 
cesium frequency standard at each station and each station 
is controlled as a source ot standard rivals. This 
arrangement is most efficient and practical for a global 
system because the navigator can pair stations in any con- 
venient way to obtain useful hyperbolic geometry and signals. 

SYSTEM CONFIGURATION 

TRANSMITTING ANTENNA SITES - 

The OMEGA na/igation system is a shore-based electronic aid 
to navigation that uses measured signal phase-differences 
from sets of stations for fix reduction. Eight stations 
geographically dispersed are required to provide worldwide 
coverage. Two of the eight stations are located on U. S. 
sovereign soil. The remaining six are being sited in 
cooperation witn partner countries. 

Experimental stations, operating since 1966, were located 
at Forestport, New York; Bratland, Norway; Trinidad, West 
Indies; and Haiku, Hawaii. These stations employed either 
existing facilities or temporary electronic equipments 
which proved adequate for the evaluation phase. The stations 
provided about one kilowatt of radiated power.  Two of these 
four stations were selected as sites for permanent stations: 
Bratland, Norway; and Haiku, Hawaii. 

The first high power OMEGA station of tho projected con- 
figuration of eight stations is located in La Moure, North 
Dakota. This station has been operational since late 1972. 
The second station to be built on U. S. sovereign soil is 
located at Haiku, Hawaii. This site is the location of one 
of the original experimental stations. This station, like 
all others, will broadcast a signal of ten kilowatts. 

The Bratland, Norway, site originally used during the 
operational evaluation phase provided signal coverage from 
temporary electronics housed in vans.  In cooperation with 
the Government of Norway, this site was selected as one of 
the eight permanent stations. This station has since been 
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completed with a permanent new facility housing a full set 
of new OMEGA electronics.  It is currently broadcasting 
with an effective radiated power of six to seven kilowatts 
but once antenna problems are resolved, the station should 
radiate ten kilowatts. 

As was the case with Norway, rather than negotiating for 
permission to build and operate U. S. transmitting statxons 
on foreign soil, the Navy sought out foreign partners to 
join the U. S. in completing the OMEGA system. This policy 
emerged from the consideration that OMEGA is not peculiarly 
a military system, nor even a U. S. system, but an inter- 
national navigation system that can be and undoubtedly will 
be used by all seafaring and airline operating nations of 
the world. 

The Governments of Japan, Argentina, and Liberia have con- 
cluded diplomatic agreements with the U. S. for stations 
on their soil. The final agreement with France for a 
station on their soil is near final approval. Construction 
work is currently in progress on these stations. The sites 
are located on the Island of Tsushima in the Sea of Japan, 
on the Island of La Reunion in the Indian Ocean, Golfo 
Nuevo, Argentina, and near Monrovia, Liberia, respectively. 

Diplomatic negotiations are currently in progress with tne 
Government of Australia for siting of the final transmitting 
station. Figure 1 depicts the existing stations along with 
stations under construction and a probable location for tne 
Australian station. 

SYSTEM DESIGN 

SIGNAL FORMAT - 

The system design calls for a network of eight stations each 
transmitting a continuous wave (CW) signal which is period- 
ically interrupted to allow it and other OMEGA signals to 
enter a time sharing or multiplex pattern. The various 
OMEGA stations always transmit in the same order with the 
length of the transmission varying between 0.9, 1.0, 1.1, 
and 1.2 seconds from station to station. Each transmitting 
station broadcasts three basic navigational frequencies 
10.2, 11-1/3, and 13.6 kHz and is also capable of broad- 
casting what has been termed two unique frequencies. The 
original purpose of these frequencies, unique to each 
station, was for use in the synchronization process through 
interstation communication. The high stability of atomic 
frequency standards (cesium beam) now used in the system 

167 



has made this requirement obsolete and other uses have been 
proposed. A final use for these frequencies has not been 
determined, however, and Is still under study. 
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Fig, 1—OMEGA Navigation System 
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The complete, as originally envisioned pattern ot trans- 
mission for all stations Is shown In Figure 2.  It should 
be noted that the various pulses are length-coded to pro- 
vide one of several ways In which emissions of the various 
stations can be Identified. Each of the shared carrier 
frequencies (that is, every frequency except the unique 
ones) passes through a particular phase at the end of each 
30 seconds.  Thus, at each half-minute of time, all carrier 
frequency currents in all transmitting stations pass through 
zero with a positive slope. Thus, all stations are synchro- 
nized to a given point in time and can be considered inde- 
pendent.  It is important to note the OMEGA epoch does not 
correspond with universal coordinated time (UTC). 
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PROPAGATION - 

The OMEGA navigational system Is a skywave dominant system 
that Is Inherently dependent on the ability to predict 
propagatlonal factors associated with such skywaves In order 
to arrive at a useful navigational system. Thus, the 
accuracy of navigation Is dependent on ability to derive a 
useful set of corrections, such that the navigator at a 
given time and location can reduce the phase-difference 
measurements to a geographic position. 

The field strength and velocity of propagation at VLF form 
too complex a subject for detailed discussion In this short 
paper.  A simple summary can be given best In terms of the 
mode and wave guide theory. We would like to have a single 
mode of propagation greatly exceeding all others at all 
necessary distances. This condition Is most nearly met 
near 10 kHz. At higher frequencies such as 20 kHz, the 
excitation of the first-order transverse magnetic wave Is 
Inferior to the excitation of the second-order wave, 
especially at night, while the attenuation rate of the 
first-order Is considerably less than that of the second. 

There Is, at VLF, a considerable asymmetry In transmission 
normal to the horizontal component of the earth's magnetic 
field. At the geomagnetic equator, at 10.2 kHz, the day- 
time attenuation rate for transmission toward the West Is 
more than twice the value for transmission toward the East. 
This results In large differences in useful range of a 
signal in various directions. Transmission toward the West 
(at the geomagnetic equator) cannot be used for more than 
4,500 nm. Toward the East, however, transmission is satis- 
factory for about 10,000 nm, except that there is a region 
probably a few hundred miles in radius, at the antipode of 
the transmitter, where the large field strength is provided 
by rays coming from many directions and the prediction of 
resultant phase is difficult. 

The velocity of propagation is relatively less affected by 
direction than is the field strength. Of major importance 
is the change in velocity between day and night. The veloc- 
ity is reduced by transmission over land, but the effect is 
not major unless the land is of unusually poor conductivity, 
as in the arctic and antarctic regions. 

From the practical standpoint, these phenomena result in 
resonant modes, each with a different velocity and attenua- 
tion, being developed within the spherical shell wave guide 
between the earth and ionosphere. At frequencies near 10 
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kHz, the first mode is generally dominant over others at 
ranges greater than 600 miles. At tne same time, diurnal 
changes in ionospheric height are responsible for expansion 
or compression of the wave guide along the propagation path, 
with the result that there is a corresponding variation in 
the propagated pnase. 

Propagation of the VLF signal must be corrected to coincide 
with charted phase contours prior to navigator utilization 
to attain OMEGA*s phase-of-the-signal fundamental measure- 
ment. Propagation corrections accomplish this melding 
operation. 

These corrections are easily predicted because the basic 
parameters concerned with propagation of the first mode are 
known and ionospheric heights can be calculated along day/ 
night paths. This is not to oversimplify the task of calcu- 
lation, since effects of the geomagnetic field on east-west 
propagation paths and the secondary phase retardation 
factors attributed to ground conductivity must also be con- 
sidered. 

Previously, all published propagation correction tables 
were based on a global theory of OMEGA propagation incor- 
porating theoretical and empirical principles where the 
relative contributions of the various effects are determined 
by regression analysis on millions of hours of data. The 
physical model has undergone continual refinement for ten 
years. Currently, skywave corrections for limited areas 
are also receiving the benefit of a "Force-Fit" wherein 
local prediction errors are determined by monitoring »ad 
then removed over whatever spatial extent may be justnied 
by the statistics.  Regardless of the method of derivation, 
the purpose of the propagation correction is to remove 
undesirable variations so that the observations can be 
corrected to charted LOP's with the best practical accuracy. 
A sample propagation correction table is shown as Figure 3. 
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Fig, 3—Sample Propagation Correction Table 

The two principal sources of error are propagational varia- 
tion and ability to predict propagation corrections. The 
distinction is significant. Propagation corrections are 
computed for intervals well in advance of use. Thus, they 
cannot be expected to reflect particular propagation condi- 
tions on any single day, but only the anticipated average 
phase-difference observations for the location and time 
considered. Error with perfect propagation corrections 
would still exist, since, in general, phase difference 
measurements on a particular day would not exactly match 
the anticipated normal measurements. The distinction is 
largely academic to the practical navigator since he is 
constrained to use published propagation corrections. To 
the system designer, however, the distinction is real, 
since propagation correction errors can be reduced as expe- 
rience is gained and prediction techniques are refined. 

Figure 4 shows a typical phase variation curve, Tne pre- 
dicted values indicated are derived from calculations and 
are available in the form depicted in Figure 3, The dif- 
ference in predicted and actual values includes both errors 
noted above. This sample is typical and would produce 
about one-half mile for the navigational fix. 
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Fig. 4—Typical Phase Variation Curve 

LANE IDENTIFICATION - 

If positional measurements are made in terms of carrier 
phase at only a single frequency, it is clear that the phase 
observations will be identical at a large number of points 
in a nearly rectangular grid. At 10.2 kHz the separations 
of these ambiguous points would be about 8 miles, or 1/2 
wavelength. This problem of ambiguity would never arise if 
the navigator should start from a known place and carry his 
positions forward by making observations (or having them 
continuously recorded) at intervals smaller than the time 
within which his errors of dead reckoning could reach 4 
miles. On shipboard, this is the chosen solution. In an 
aircraft, however, a 4 mile uncertainty can accumulate in a 
few minutes, and the navigator might not care to place his 
entire reliance upon tne continuity of operation of his 
equipment and of the signal reception. 
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For these and other reasons, the system has been designed 
to provide lane identification, in such a way that It may 
be used (or not) at the operator's convenience.  In OMEGA, 
complete identification must be acne in several stages. 

If one made a second measurement of a line of position at a 
frequency of 3400 Hz (1/3 of 10.2 kHz), it is clear that it 
would coincide with one of each three possible 10.2 kHz 
positions, if  the error of the measurement at the lower 
frequency wen safely less than 1/2 of the period of the 
higher frequency. Since 3.4 kHz cannot be radiated success- 
fully from the OMEGA antenna, this comparison is made by 
measuring the phase of the beat between 10.2 kHz and 13.6 
kHz. These two frequencies cannot be radiated simultaneous- 
ly, but in effect the 10.2 kHz phase is stored for the 
carrier-frequency measurement and this stored phase can be 
compared with the 13.6 kHz phase when it appears. 

Continuing the process, a period of 3400 Hz signal can be 
identified by a measurement at a frequency three times 
lower, or at 1133-1/3 Hz. This frequency is the difference 
between the 10.2 kHz carrier and the 11-1/3 kHz carrier. 

These multiple frequencies are employed as noted to create 
lanes wnich are larger than tne basic 8 nm half-cycle wave- 
length. Use of the 3400 Hz frequency generates a 24 nm lane 
and 1133-1/3 Hz generates a lane width of 72 nm. Use of 
these frequencies reduces the problem of lane ambiguity 
commensurately. Very few receivers should need to resolve 
ambiguities of 72 nm unless an intermittent operation is 
expected. Figure 5 shows the relationship of these lanes. 
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Fig. 5--Lane Resolution Relationships 

SYNCHRONIZATION - 

As noted previously, tne definition of syncnronization in 
OMEGA is that all antenna currents shall be in absolute 
phase whatever the locations of the antenna. This defini- 
tion obviously neglects the fact that tne various stations 
actually radiate their common frequencies at different 
epochs. The sources of frequency are, however, continuous 
and in phase. This condition is achieved and maintained as 
follows. 

Each station is controlled by the mean of the frequencies 
of four standards, each locked to an atomic resonance but 
adjustable over at least a few parts in 1011. All needed 
frequencies are derived from this combined source, and are 
internally checked and maintained to achieve very high 
reliability of phase. The precision of frequency is sucn 
that each phase can be trusted to 1 micro-second per day. 
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This frequency source is used to provide all radiated signals 
and also to drive a clock. At eacn station, this clock is 
used to record the time of arrival of every signal from 
every other station.  Once each day these observed times of 
arrival are reduced to a single number for each station. 
By appropriate calculations, these numbers are intercompared 
to each other and to standard time, such as from the Naval 
Observatory, to compensate for any offset that may occur 
between the atomic clocks of the various stations. 

TRANSMITTING STATION IMPLEMENTATION 

The OMEGA system, when completed, will consist of eight 
stations as discussed earlier. For ease in identification, 
these stations have been assigned letter designations of 
A through H. Table I identifies the station by letter 
designation, location, and antenna type. 

TABLE I 

STATION LOCATION 

A Bratland, Norway 
B Trinidad/Liberia 
C HaiKu, Hawaii 
D La Moure, North Dakota 
E La Reunion Island, 

Indian Ocean 
F Golfo Nuevo, Argentina 
G Soutn East Australia 
H Tsushima Island, Japan 

ANTENNA TYPE 

Valley Span 
Valley Span/Grounded Tower 
Valley Span 
Insulated Tower 

Grounded Tower 
Insulated Tower 
Ground-Tower   (Proposed) 
Insulated Tower 

Except for the commutation pattern depicted in Figure 2, the 
electronics characteristics of the station are alike.    Tne 
principal difference is associated with the  antenna type 
which has some effect on the bandwidth, and thus on the rise and 
decay times of the waveform.    These minor differences have 
no practical impact on the navigator.    The selection of the 
antenna type was based on site characteristics and cost 
associated trade-offs. 

The Norwegian Station construction was completed in December 
1973 by the Norwegian Telecommunications Administration. 
This station is currently broadcasting the OMEGA signals at 
an effective radiated power of six to seven kilowatts. 
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The Trinidad OMEGA station, in existence as an operational 
evaluation station since 1966, will be replaced by a new 
station in Liberia.  Relocation of this mid-equatorial 
Atlantic station to the African Coast will improve the 
OMEGA coverage available to the major shipping and trade 
routes from Europe around Cape of Good Hope.  Liberia, in 
cooperation with the United States, has made final the site 
selection and survey. Construction is in progress with a 
scheduled completion date of September 1975. 

The Haiku, Hawaii, OMEGA station renovation and upgrading 
has been completed.  A new valley span antenna complex and 
ground system has been installed. Interior building reno- 
vation to accommodate a new electronic suite is included. 
Construction has been completed. 

The La Moure, North Dakota, OMEGA station was the first 
permanent OMEGA station. This station has been providing 
operational signals since October 1972. 

The La Reunion Island OMEGA station is under construction 
by the French Navy on a site near Port des Galets. This 
site is located in the Indian Ocean cyclone area which has 
significant impact on construction schedules, in particular 
tne schedule for erection of the 1,400' tower.  Tower 
fabrication and erection schedules currently support an 
on-air date of no earlier than December 1975. 

The Argentine OMEGA station at Golfo Nuevo, located in the 
coastal area of central Argentina, is approximately 600 
miles south of Buenos Aires. This region of the country is 
comparable to the southwestern United States, and its flat 
terrain provides an excellent platform tor a tower antenna 
system. The tower for OMEGA Argentina is on site with 
construction in progress under supervision of the Argentine 
Navy.  Scheduled on-air date Is July 1975. 

The Government of Australia is currently reviewing a pro- 
posal from the Government of the United States that 
Australia construct and operate an OMEGA navigation station 
on their sovereign soil.  It is anticipated this station 
might be located in southeastern Australia.  In all likeli- 
hood, it will use a tower antenna system. Until diplomatic 
procedures nave been completed, no estimate of an on-air 
date can be made, but past experience has indicated about 
thirty-six months is required from final site selection to 
on-air. 
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Japan Has undertaken to construct an OMEGA station on 
Tsushima Island In the Sea of Japan. This venture repre- 
sents the first ma^or OMEGA construction program to be 
totally directed by a partner nation. Design has been 
completed and construction is in progress. This station 
will feature a 1,500' cylindrical tower antenna structure. 
It is now broadcasting and it is expected that the station 
will be operational by April 1975. It will provide the 
first expansion to system coverage since 1966. 

SYSTEM MANAGEMENT 

Overall system implementation is continuing under tne 
direction of the U. S. Navy OMEGA Project Manager1. 
Agencies of the other participating nations are coordinating 
their programs with the United States. The U. S. Coast 
Guard operates the U. S. stations. 

The Coast Guard OMEGA Navigation System Operations Detail2 

was established in July 1971. Tnis organization has 
recently assumed operational responsibility for the OMEGA 
system. It is intended that the Coast Guard Operations 
Detail operate the system tor the Navy pending total imple- 
mentation or when mutual agreement is reached for the Coast 
Guard to assume full U. S. responsibility for the OMEGA 
system. 

OMEGA stations on foreign soil will be operated by host 
nation agencies who will be responsible for maintaining the 
OMEGA signal without interruption and in phase with the 
worldwide OMEGA navigation system. These agencies are 
listed in Table II. 
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TABLE II 

STATION 

A. Norway 

B. Liberia 

C. Hawaii 

D. North Dakota 

E. La Reunion 

F. Argentina 

G. Australia 

H. Japan 

AGENCY 

The Norwegian Telecommunications 
Administration 

Department of Commerce, Industry, 
and Transportation 

U. S. Coast Guard 

U. S. Coast Guard 

French Navy 

Argentine Navy 

Department of Transport Coastal 
Services Division 

Japanese Maritime Safety Agency 

Commander Neal F. Herbert, USCG 
OMEGA Project Office (PME-119) 
Naval Electronic Systems Command 
Washington, D. C., 20360 
(202) 692-8777 

Commander Thomas P. Nolan, USCG 
Commanding Officer 
USCG OMEGA Navigation Operations Detail 
U. S. Coast Guard Headquarters (G-ONSOD/43) 
Washington, D. C., 20590 
(202) 245-0837 

179 



QUESTION AND ANSWER PERIOD 

MR.  STETINA: 

Fran Stetina from Goddard. 

How long will the Trinidad station be operational? 

MR.  SCULL: 

Until the Liberian station becomes operational which we estimate now as being 
December of '75. 

MR.  STETINA: 

Is the North Dakota station going to be torn down for maintenance? 

MR.  SCULL: 

I hate to use the word, "torn down." I don't know all the details.   I'm not in the 
engineering aspect of the system, but evidently there is some problem with some 
of the insulators on the radials.   They may be able to do some of this work while 
the station is transmitting.   But there is some indication that they will stay off 
for a day or two. 

DR.  WINKLER: 

The case of the unique frequency falls under three different considerations. 

Number 1—communications. I think you have shown on your third slide that the 
OMEGA system was not to be used for communications. That would imply that 
we should not use the system to communicate time-of-day as has been proposed 
by several users. That communication was to have been done by switching on 
and off some of these remaining five segments on two frequencies. 

Point number 2—unique frequencies are capable of being received by receivers 
without switching—without segment switching, and if all the power which Is avail- 
able on 5 segments, is concentrated on just one unique frequency which can 
proceed without switching, I think one has additional navigational capability. 
Particularly important for fast moving crafts—aircraft where duty cycle Is of 
major importance and signal-to-noise is of major importance. 
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Such a use also would be in the interest of a very large community spread 
throughout the Department of Defense and other agencies where people phase 
track with the simplest possible equipment to provide for local standards for 
frequency measurements.   The Army, I believe, has some 900 of these stations 
on the air. 

That point will be even more important in the future if, and when, the Navy 
high power communication stations would switch to the MSK instead of FSK. 
The unique frequencies at that Urne may be the only source for simple phase 
tracking VLF frequency standards. 

The third point is a question of cycle identification.   It has been proposed, and 
has been tested very successfully by the NASA group under A.   Chi, that two 
unique frequencies spaced closely together, 250 hertz, can be used in a very 
simple straight-forward way to Identify a particular cycle.   The point, however, 
is, that that can be also done with one unique frequency and some switched seg- 
ments, 13.6 combination to unique or the 10.2 to unique.   This provides a sim- 
ilar capability. 

I do not yet understand, and I hope that the next paper on the GRAN system will 
explain, why the lane identification problem is not really the same as the cycle 
identification problem.   So if I consider all of these problems and the compli- 
cation, my conclusion is that it may be the wisest to transmit just on one unique 
frequency and to attempt the cycle identification in conjunction with the OMEGA 
navigational frequencies which are switched, and not to use the segments for 
communicating time-of-day for which probably better methods are available. 

MR. SCULL: 

I think in the original implemstation plan for OMEGA unique frequencies were 
to be used for interstations communications.   At some point they decided this 
was probably not the best way to go.   This is from the standpoint that the time 
you need to communicate between stations is generally when you lose a station 
in the area due to a power failure or some other means. 

So really the use of unique frequencies for that purpose was sort of lost some- 
where along the line.   Your description of various uses of unique frequencies, 
I think, are very appropriate and in discussions we've had with you and Andy 
Chi, I feel quite confident that we can almost accommodate all of the require- 
ments by getting together and actually comparing these. 

The only thing is time is getting short and we must go with a unified position in 
this area. 
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DR.  OSBORN: 

Is there any recent body of data since Beuker's data was taken that relates to 
phase stability of the signal on land? There's been a considerable controversy, 
as I'm sure you know, as to what the phase stability is. 

MR.  SCULL: 

I've seen some but I think you're possibly trying to describe, or are describing, 
the modal propagation problems that we've had.   In the near field around our 
megatransmitter we do get mulümode propagation effects which do appeai' to 
interfere with the stability of the signal.   These also occur at distance from 
the transmitter in certain regions, particularly in the transequatorial regions. 

Yes, we do have data on these.   Most of the data is based on ionospheric models. 
Primarily because there isn't a receiver built that will detect modal interference 
when it occurs.   It's only through an analysis of long-term data that this can be 
shown and through comparison with ihe theoretical models such as integrated 
prediction problems, a program developed by NELC that we can see this type of 
thing. 

I think the data concerning the stability of the standards which are used to syn- 
chronize the system, generally within a few microseconds on the present four 
stations network, isn't published any place but I'm sure we can make this avail- 
able to interested parties. 

DR.  OSBORN: 

So you're essentially saying then that you're content with Beuker's data, is that 
correct? 

MR.  SCULL: 

No, —I read one of Beuker's reports where he indicated it was modal interfer- 
ence on certain paths and I certainly agree that this occurred.   I'm not too sure 
where it happens in all regions of the earth's globe.   If this is enough to limit 
the use of the system I'd say no.   I think it's been well recognized that on cer- 
tain paths we will have modal interference problems and the way around that is 
the built-in redundancy of the OMEGA signals. 

This is where things become very acid between say, the Coast Guard which is 
calibrating the system and agencies like the Defense Mapping Agency which pro- 
duce charts for this system.   We have to know what stations will be virtually 
interfered with at a particular time on a given path; so we can guide the navi- 
gator, publish the proper LOP's on a chart. 
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Again, it's just a physical phenomena that occurs, I think we're not able to de- 
fine it very well at this point and not until we improve our data base. 

DR.   KLEPCZYNSKI: 

In November there was a meeting on OMEGA here in Washington and I believe 
there was a paper which did something like Beuker just did and which should be 
published in their proceedings.   Do you recall that paper? 

MR. SCULL: 

Yes, I think it's part of the work done by NASA at Langley, Virginia and they 
noticed modal interference on the North Dakota path, which is an overland path. 
Modal interference can happen in the ocean regions as well, and generally some 
of the studies that we have done on modal interference support their contention 
that certain hours of the day we get modal Interference.   In fact on the Trinidad 
signal when we receive in a Y, an east-west path, we have severe modal inter- 
ference.   I was there a couple of weeks ago looking at it during the day and it 
exists. 

But the way around that is to choose other stations in the system, but, of course, 
we do have to know which ones to choose and that's a very important point.   We 
have to develop the data base and the data bank is aimed toward that goal. 

MR.  KEATING: 

Mr. Keating, Naval Observatory. 

I would like to return to the distinction between lane identification and cycle 
identification.   Is there is a distinction and if so, what is it? 

MR.  SCULL: 
■ 

Lane identification is a word I think used by the navigator where maybe cycle 
identification is a word used by the propagation physicist or the PTTI scientists. 

Essentially there is no difference, except you get into a complication: hyper- 
bolic systems lane is half a wave length and the cycle identification system is 
a full wave length.   But generally they are interchangeable words.   Please cor- 
rect me if I'm wrong somebody.   I think that's a safe assumption. 

MR. CHI: 

I'd like to make an observation on Dr. Wlnkler's excellent summary of the po- 
tential applications of OMEGA for navigation by using additional frequencies. 
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It is certainly an excellent way to use as many frequencies as possible, in parti- 
cular, as strong a signal strength as possible.   However, there are some prob- 
lems which should probably be considered. 

One is lane identification or cycle I. D. Specifically, it's on the phase stability. 
The theory, if one uses the present model for propagation delay prediction, is 
not quite as good as we would like to have, especially if you want to expand to 
global coverage.   For certain areas it is good. 

On the other hand, the use of the unique frequencies which permit all the timing people 
to enter in the measurement of the time transmission, improves the propagation de- 
lay measurement by simply using clocks to measure the propagation delay. The re- 
sult could be overwhelming in the refinement of the model of the prediction. 

Additionally, I feel that the phase stability obtained by using two closely spaced 
frequencies would help in the reception of the signals, although one can certainly 
use present OMEGA navigation frequencies for timing.   There is no difference 
between using two or even three frequencies.   Of course, the minimum is two. 
The problem involved is that if there are sudden phase pertubations, if the fre- 
quencies of the pair on diffusion are too far apart, the difference in phase will 
not be quite as close as it would be if the frequencies were closely spaced. 

Certainly there is room for discussion in the design and transmission of the 
frequencies.   On the other hand, I believe the objective in the application of the 
OMEGA system, is the same as in the Loran-C system.   It is to serve as many 
users as possible. 

The question is what is really needed. 

MR. BEEHLER: 

At the risk of disagreeing a bit with Dr. Winkler on his home ground, I think we 
shouldn't be too hasty about writing off the utility of a time-of-day code on 
OMEGA.   At NBS we have been studying this question as long ago as five years, 
and after throughly exhaustive studies, of the user community, we have 
come to a couple of conclusions.   One of them is that there is a real need, par- 
ticularly for wide scale or wide spread systems, for data monitoring networks 
which can benefit appreciably from providing, or making generally available, 
time-of-day information to which the user has access on a 24 hour a day con- 
tinuous basis and at a fairly nominal cost. 

Now, our studies indicate the number of users are fairly significant.   For ex- 
ample, there are many hundreds of data monitoring stations involving geophys- 
ical data, and they do need to have, for example, a time code that can be put 
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right onto their chart recorders for a time index and this sort of thing.   I think, 
contrary to what Dr. Winkler indicated, that while there are other alternatives, 
they are not nearly as good, at least in short-term.   Perhaps satellites will 
eventually turn out to be better.   But I think this is a good short to medium term 
solution to good time of day information. 

NBS has made proposals for doing this in a fairly simple way.   Furthermore 
we feel that it can be done compatibly with some of the other proposed uses for 
the unique frequencies. 

So I would like at this point simply to kind of reaffirm the NBS interest in the 
time code on OMEGA and state that we do have funding available for further ex- 
perimentation that is committed if that is agreeable at some point with the 
OMEGA people.   Finally, I would like to conclude with kind of a quick question 
or ask for clarification.   I tended to interpret your comment about not using 
OMEGA for communications as referring to the original, more internal use of 
the system or internal communications within the system, rather than the more 
general interpretation of communicating any kind of information such as time-of- 
day to the outside.   I wonder if you could elaborate at all on that? 

MR.  SCULL: 

Well, just briefly.   I base everything on the SOR, the Statement of Operational 
requirements that's put forth by the Navy in the system and developed in the 
system.   They do not address in that document any requirement for the unique 
frequencies. 

The primary objective is to use it as a navigational system. 

MR.  TAYLOR: 

You remarked that the positional accuracy of the system was one or two miles. 
I'd like to know whether this is a conservative estimate on your part.   Do you 
think you can get better, or is it going to be hard to attain this?  The second 
question is, is this accuracy based on equipping a ship with a cesium beam 
standard for running the OMEGA instrument or whether it's including the oscil- 
lator that's presently installed by some of the companies in the equipment? 

MR.   SCULL: 

That's a two-part question. The figure I used is one to two nautical miles. I 
believe it is a conservative figure, if you use the qualification, after the sys- 
tem is calibrated. 
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I 

We have demonstrated that accuracy in certain parts of the North Atlantic area. 

Further accuracy is achievable through the use of differential OMEGA which re- 
quires the establishment of a local monitor; asuming that local propagation 
conditions are the same, we can use a differential technique and there have been 
various studies,  range of accuracies runs from a quarter of a mile or even 
down to a tenth of a mile, over distances of 150 to—well, I think the most accu- 
rate figure I saw is a quarter mile up to 50 miles in range.   After that it falls 
off to something like three-quarters of a mile in 150 miles. 

But there have been numerous reports and I think a lot of them have been hard- 
ware limited.   We haven't had the receivers until quite recently to be able to 
demonstrate this. 

Yes, greater accuracy is achievable.   Another point, however, is that in the 
continental United States it has been established that Loran-C will serve as the 
system for the coastal component zone navigation, and we have no plans at least 
within the Coast Guard to implement differential OMEGA in the continental 
United States. 
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RECENT FIELD TEST RESULTS USING OMEGA 
TRANSMISSIONS FOR CLOCK SYNCHRONIZATION 

A. R. cm 
S. C. WARDRIP 

Goddard Space Flight Center 

ABSTRACT 

This paper presents the results of clock synchronization experiments 
using OMEGA transmissions from North Dakota on 13.10kHz and 
12.85kHz.   The OMEGA transmissions were monitored during April 
1974 from NASA tracking ^tes located at Madrid, Spain; Canary Island; 
and Winkfield, England.   The sites are located at distances between 
6600 kilometers (22,100/is) to 7300 kilometers (24,400/us) from North 
Dakota. 

The data shows that cycle identification of the received signals was ac- 
complished.   There are, however, discrepancies between the measured 
and calculated propagation delay values which have not been explained, 
but seem to increase with distance between the receiver and the trans- 
mitter.   The data also indicates that three strategically located OMEGA 
transmitting stations may be adequate to provide worldwide coverage 
for clock synchronization to within ± two (2) microseconds. 

INTRODUCTION 

The field tests were conducted from April 1 through April 22, 1974.   The ob- 
jectives of these tests were to determine the adequacy of unique OMEGA trans- 
missions for time determination at distances greater than 6000 km from the 
transmitter and to collect experimental data that would indicate the minimum 
number of sites, appropriately located, required for worldwide clock synchro- 
nization to within ±2/18. 

Receiving transmissions from the OMEGA North Dakota (N. D.) station, data were 
collected at Madrid, Spain (7185 km); Canary Island (7298 km); and Winkfield, Eng- 
land (6626 km).   Previous test results conducted at Greenbelt, Md. (1934 km); 
Washington, D.C. (1922km)and Rosman, N.C. (1794km)were reported at the 1973 
PTTI Meeting.W Further tests will be conducted during September-October 1975 
at Hawaii and Australia.(2) Transmissions from OMEGA stations N.D. and Hawaii 
will be used. Transmissions from OMEGA N.D. will be monitored at Kauai, Ha- 
waii (5926km)and from both N.D. and Hawaii will be monitored at Orroral, Aus- 
tralia (14,408km and 8443km respectively from the transmitters). 
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Equations (3) and (4) can be used to calculate the measured propagation delay if 
the receiving station clock time is known relative to the transmitter clock. Hav- 
ing measured the propagation delays via portable clock, the received VLF sig- 
nals can be used to synchronize a receiving station clock. 

■■, 

The use of the OMEGA system for time transmission not only will augment ex- 
isting systems such as Loran-C by providing an additional capability in the north- 
ern hemisphere, but would also provide coverage in the southern hemisphere 
where Loran-C transmitters do not exist and time synchronization la limited to 
within ±25 ps. 

PROPAGATION DE1AY MEASUREMENT 

If the phase velocities for two VLF signals (f j and f2 ) are Vj and v2 respectively, 
then the propagation delays for a path length D are: 

»Pi = ^ M 

and 

h2 = % (2) 

Since the two signals were emitted in phase at time txm at the transmitter, the 
signals as received at a station at time t^   relative to the station clock must sat- 
isfy the following conditions^: 

txm-trv! =tpT = nTa + (nl + Anl)ri (3) 

txm - t,v2 = tpm
2 = n Ta + (n2 + An2 )T2 (4) 

where t^   and t^   are the time of signal reception of f 1 and f2 relative to the 
receiving station clock, and t-™ and tJP are measured propagation delay values. 
The received cycle of each carrier, n, and T^ is determined from the phase 
measurements Ani and An2. 

The ambiguity identification of n for ra (20 milliseconds) is considered a priori 
knowledge or determined from the theoretical predicted propagation delay (see 
table 1) which is in error by much less than 4 milliseconds.   The receiver de- 
sign'actually requires the ambiguity resolution to 4 milliseconds (see cycle iden- 
tification p. 193 and reference 2). 
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Table 1 

Ambiguity Identification of n from Predicted Propagation Delays 

NASA 
i       Tracking 
|          Sites 

Predicted Delay (/is) Ambiguity Determination 

'P. 
(13.10kHz) 

'P: 
(12.85 kHz) 

n nra(/is) 

Madrid 23,974.8 23,972.1 1 20,000 

Canary Island 24,346.3 24,343.5 1 20,000 

Winkfield 22,113.0 22,110.5 1 20,000          | 

EXPERIMENTAL DATA AND PROCESSING 

VLF phase data at each station visited were recorded in both analog and digital 
form as shown in Figure 1. The analog data was rep lotted for the 13. land 12.85 
kHz signals to demonstrate the diurnal phase signature for each station as shown 
in Figures 2,3, and 4 (solid line).   The predicted phase data furnished by C. P. 
Kugel of the Naval Electronics Laboratory Center (NELC) is the dotted curve. 
It can be seen from these figures that the agreement between the observed and 
predicted phase Is rather good. 

(MBA mm SYSTEM RECOMED DATA MMTN DAKOTA TO SSfC 

PHASE RIOTS Of MV MS (AUG. SI. 1974) 
ANALOG DAT» 

&% Anj 
IU(Wk 13.1 IM 

BROKEN LINE -01 CYCLES FULL SCALE SOLID LINE-10 CYCLES FULL SCALE 

onrnzEO 
INFO 

GMT 
TJIE 

v> 

Figure 1.   VLF signal phase data as recorded by the 
OMEGA Timing Receiver in analog (left) and digital 

(right) form. 
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Figure 2.   Diurnal phase records of OMEGA 
North Dakota transmitted signals as received at 
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MEASURED AND PREDICTED DIURNAL PHASE OF 
13.1 KHi OMEGA N.DAKOTA TO CANARY ISLAND, SPAIN 
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Figure 3.   Diurnal phase records of OMEGA North 
Dakota transmitted signals as received at Canary 

Island, Spain on April 6 to 11, 1974. 
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Figure 4.   Diurnal phase records of OMEGA North 
Dakota transmitted signals as received at Winkfield, 

England on April 16 to 20, 1974. 

The digital data were grouped in time periods according to the diurnal phase rec- 
ord.   This was done by taking the average of the data points obtained over 15 or 
20 minute intervals during the periods of sunrise, daytime, sunset, and nighttime 
(see table 2).   Due to local interference problem in Madrid, only phase record 
during the daytime transmission period were collected. 

With reference to the results given in table 3, An j is the phase difference of the 
received signal (13.10kHz) relative to the station clock and similarly for An2 
(12.85kHz).   The difference of the two received signal phases is given as An12 
which is Anj - ^n2. 

CYCLE DETERMINATION 

Combining equations (3) and (4): 

At    =   Atm = tm  -tm 
Atp *   mp       lPl      lP2 = (Hj + All! ) Tj - (112 + Anj )T2 (5) 

Let: 

m = n, -n2 

AT = n-Tj 
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Table 2 

Time of Day (GMT) When Data Were Collected 

^      Time of Day Madrid* Canary Island** Winkfield** 

Sunrise — 0630 - 1050 0510 - 1150 

Day 1100-1800 1110 - 1810 1210 - 1650 

Sunset — 1830 - 0250 1710 - 2350 

Night — 0310 - 0610 0010 - 0450 

♦Data was collected at IS minute intervals. 
**Data was collected at 20 minute intervals. 

Table 3 

Average of Measured VLF Signal Phase in April 1974 

Averaging 
Period 

Madrid 
(April 4-7) 

Canary Island 
(April 6-11) 

Winkfield 
(April 16-19) 

AUj An12 Anj An12 Anj An12 

Sunrise — — — .140 — .557 

Day .825 .899 .063 .141 .508 .556 

Sunset — — — .136 — .554 

Night — — .808 .164 .999 .556 

and 

then equation (5) becomes: 

_    Ti T2     _  _Ti T2 
b      T2-T1 AT 

Anl2 = Anj - An. 
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wfmmm'pvvm.- 

At™ = (ni + An!) (T2 + AT) - (nj + Anj) T2 

= (nj - n2 + An! - An2) T2 + (n! + Ani )AT 

;. At^ = (m + An!2)T2 + (n! + An! )AT (6) 

Rewriting equation (6): 

. T2        At™ 
n! +An! = -(m + An!2) ^f + -# 

Atm 

= (m + An^)^ -  ?r^_ (7) 

Similarly: 

n2 +An2 = (m + An^) - - —X (8) 

Either equation (7) or (8) can be used to determine the received carrier cycle of 
either f! or fj respectively.   This is so because An!, An2 and An^ are measured 
quantities; m is the highest integer multiple of the beat frequency period within 
the propagation delay value between the transmitter and the receiving station. 
Values of (n) and (m) are therefore known.   The values of (n) and (m) used for 
the stations visited in 1973 and 1974 are given in table 4. 

The particular cycle of a carrier signal received at a station as calculated from equa- 
tion (7)or (8) Is found by assuming a parametric value for At™, i.e., At™ = 0, 
1, 2, 3, 4, etc. fis. After n! + Anj has been calculated, the value is rounded to 
an integer by the following rule: 

(a) Round nj + An, downward to n^ if 

Anj <0.44546-* 0.4455 -* 0.446 -»-0.45^ 0.4-► 0 

(b) Round n! + An! upward to n! + 1, if 

An! > 0.54546-* 0.5455-> 0.546-► 0.55-»> 0.6-»■ 1 

The 0.1 cycle difference, between the upper bound of one cycle, n^ (0.44546) 
and lower bound of another cycle, ni + 1, (0.54646), is the wall thickness of the 
cycl well. This Is the same as saying that 90% of the data is grouped correctly 
into a particular cycle and 10% of the data Is grouped Into either one cycle high 
or one cycle low. 
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Table 4 

(n) and (m) Values Used for Cycle Determination 
for OMEGA North Dakota and NASA Tracking Stations 

|                 Station 
Predicted 

Propagation 
Delay (/us) 

Ambiguity Reduction           i 

n m 
Predicted 

Propagation     | 
Delay (/us)       | 

•           Rosman, N.C. 5994 0 1 1994 

USNO, Wash., D.C. 6421 0 1 2421             | 

GSFC, Md. 5458 0 1 1458 

NELC, Ca. 7388 0 1 3388             I 

Winkfield 22113 1 0 2113             1 

Madrid 23974 1 0 3974             | 

Canary Island 24346 1 1 346 

PROPAGATION DELAY ANOMALY, AtJ1 

The knowledge of the propagation delay anomaly in the frequency range of 11.05 
kHz and 13.15kHz is not accurate.  This is because there is a lack of adequate 
phase velocity data in this frequency range.   A more accurate method to deter- 
mine the propagation delay anomaly is perhaps by the use of the time measure- 
ment.   Table 5 gives a comparison of predicted and measured propagation delay 
values. 

One area in which more research needs to be done is the determination or anal- 
ysis of propagation anomalies in the OMEGA frequency range where propagation 
predictions are not known to sufficient accuracy for microsecond clock synchro- 
nization.   The propagation delays must be measured with a clock which is known 
relative to the clock at the transmitter.  An alternate approach is to obtain au 
average of the measured phase differences for ft and f2 for day and night time 
transmissions.   From these average values one can calculate the propagation 
delay, such as shown by Table 6.  Table 6 gives the sample calculation of cycle 
determination for data obtained from Winkfield. 
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Table 5 

Comparison of Predicted and Measured Propagation Delay Values in 
Microseconds for Indicated Values of tp's 

Station 
Predicted Measured Received Carrier (f,) 

Cycle Determination 

'p, 
Atp n m Atp S Predicted Measured 

Winkfield 22,113.0 2.5 1 0 0 
3 

22,253.7 
22,099.5 27 27        | 

Madrid 23,974.8 2.7 1 0 0 
3 

23,644.8 
23,498.1 52 45 

Canary 
Island 

24,346.3 2.8 1 1 0 
3 
4 
5 

24,585.7 
24,508.6 
24,432.3 
24,355.9 

57 59        1 
58        | 
57        i 

Greenbelt 6,458 — 0 1 2 6,463.8 84 84 

RESULTS 

The propagation delays for each station visited were measured.   The results are 
given in Table 5.   It is to be noted that for Atp = 3 jus, the measured propagation 
delays for Winkfield and Madrid are lower than the predicted values; Canary 
Island Is higher. 

A sample calculation of cycle determination of n, for Atp = 0, 1, 2, 3, 4/is is 
given in Table 6.   The average of the measured propagation delays are 2097.5 
and 2137.3 /is respectively for day- and night-time transmission paths. 

It is noted that the propagation anomaly for a particular receiving station is de- 
termined only when the station clock is known relative to the transmitter clock. 
This Information can be obtained by the use of a portable clock.   During these 
field tests the OMEGA North Dakota station was measured relative to the U.S. 
Naval Observatory (USNO) Master Clock (MC) via a portable clock.  It was de- 
termined by the USNO that OMEGA North Dakota was slow relative to USNO-MC 
by 7.4 microseconds.   Also, during the tests a portable clock referenced to the 
USNO-MC was used.   All known biases such as clock differences must be taken 
Into account in the calculation of the propagation delay values.   Once these values 
are established, microsecond time can be obtained since the only limitation is 
the phase stability of the received VLF signals. 
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Table 6 

Sample Calculation of Cycle Determination for data 
Obtained from Winkfield, England. 

r»«*«, Data 
No 

Anj 

Cycle 

An12 

Cycle 

nj For Atp = tj} (MS) = 

(27 + An1)T1 

isatc 

0 1 2 3 4 

1974 Apr 16 9 0.487 0.562 29 29 28 27 27 2099.2 

1310 - 1750 

|  (Day Time 
Path) 

17 13 0.510 0.548 29 28 27 27 26 2100.0 

18 15 0.508 0.556 29 28 28 27 26 2099.8 

19 15 0.498 0.560 29 29 28 27 27 2099.1       | 

1974 Apr 16 15 1.088 0.556 29 28 28 27 26 2144.1 

0110 - 0530 

(Night Time 
Path) 

17 15 1.003 0.554 29 28 28 27 26 2137.6 

18 15 0.955 0.566 30 29 28 28 27 2133.9 

19 15 0.950 0.547 29 28 27 27 26 2133.6 

t™ (Day) = (27 + An^ Tj = 2097.5 na 

t™ (Night) - (27 + An^ Tj = 2137.3 us 

CONCLUSIONS 

Results based on the phase data collected during the field tests show that cycle 
determination of a received carrier signal can be determined and that the accu- 
racy of time measurement using two VLF signals is within ±2 microseconds. 

For a worldwide time transmission system the field test results indicate that a 
minimum of three transmission stations are needed.   These stations which trans- 
mit the present dual frequency format must be selected from the OMEGA Navi- 
gation System appropriately in order to provide the coverage. 
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FREQUENCY CALIBRATION TECHNIQUES 

James M. Williams, Jr. and Joseph M. Rivamonte 
U.S. Army Metrology and Calibration Center 

U. S. Army Missile Command, Redstone Arsenal 

ABSTRACT 

The techniques and standards used by the U. S. Army 
Metrology and Calibration Center for Frequency calibration 
are discussed. 

I.    INTRODUCTION 

This paper on frequency calibration techniques is intended as a tutorial discussion 
of the frequency calibration techniques used by the U. S. Army Metrology and 
Calibration Center (USAMCC).    Hopefully, a discussion of the equipment and 
techniques used by USAMCC will assist persons faced with the task of performing 
similar measurements. 

Background 

The most stringent workload for frequency calibration by USAMCC is presently 
frequency counter time base oscillators.   Requirements for time exist in the Army, 
however, these requirements are presently being met by NBS and the U. S. Naval 
Observatory.   Pending final studies of the long-term requirements for time in the 
Army, USAMCC may be required to provide frequency and time calibration 
support.   In the meantime, the Army must support crystal oscillators of virtually 
every type now commercially available. 

Until about 1968, frequency calibration of crystal oscillators used the 5, 10, and 
15 megahertz signals from WWV. As accuracy measurements exceeded the capa- 
bilities of WWV reception, USAMCC engaged in a program to improve frequency 
calibrations. 

The first attempt to replace VHP signals visualized no dependence on radio signals. 
A prototype calibration system, constructed for USAMCC by a contractor, used a 
rubidium frequency standard for frequency calibration.    Analysis by USAMCC of 
the rubidium system and other techniques showed that VLF signals could meet Army 
requirements in the most cost effective manner. 
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II. THE ARMY FREQUENCY CALIBRATION EQUIPMENT 

The equipment now used for frequency calibration (refer to Fig. 1) includes a VLF 
tracking receiver, a quartz oscillator, a frequency difference meter, and an 
Omega gating unit.   This system is used in a small number of fixed locations, but 
is principally used in mobile Army Calibration Teams which are referred to as 
"ACT's."   An AC1 may move as often as twice a week or may remain for 90 days 
in one location. 

A. VLF Receiver.   The VLF Tracking Receiver, Tracor Model 599J, is the 
key element of the system.   The VLF Tracking Receiver (Tracor Model 599J) com- 
pares the phase of the received signal to the phase of a local 1 MHz frequency 
source and produces an error signal which is displayed by a strip chart recorder. 
It is used to monitor the frequency of the quartz oscillator which is then corrected 
as shown by the VLF receiver's phase plot. 

B. Quartz Oscillator.    The Quartz Oscillator, Vectron Model FS-323, 
MIS-10223, has a basic stability specification of * 5 parts in 10'u per day. 
Output frequencies are 100 kHz, 1 MHz, and 5 MHz.    No battery is used with 
the oscillator.    Consequently, every time the ACT truck is moved, the quartz 
oscillator must be restabilized and adjusted as shown by the VLF receiver. 

C. Frequency Difference Meter.    The Frequency Difference Meter (FDM), 
Hickok Model FDM 2100, is used to compare stable 100 kHz, 1 MHz, and 
5.0 MHz sources to the ACT's quartz oscillator or other local standard.    The FDM 
compares an unknown frequency standard with a reference frequency standard and 
indicates the difference.    The FDM indication is a relative reading; therefore, the 
accuracy and stability of the reference must be considered in using the FDM.   The 
comparison capability of the FDM is from 0 to t 10 parts in 10' through 0 to ± 10 
parts in 10'' (direct reading). 

D. Omega Gating Unit.    The Omega Gating Unit, Tracor Model 543, 
enables the VLF receiver to operate with the Omega navigation signals or with the 
standard VLF transmissions.    Since Omega stations broadcast in 1-second bursts 
while time sharing the same frequency with the Omega stations, it is necessary to 
gate the VLF receiver ON only during the desired 1-second burst. 

III. GENERAL TECHNIQUES 

After arriving at a new location the calibration team will energize the frequency 
calibration system and align the antenna for maximum signal strength.   After the 
desired VLF signal is located, the VLF receiver is used to monitor the warmup of 
the quartz oscillator.    Fig. 2 shows an actual warmup of the Vectron Quartz 
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Oscillator following a 24-hour OFF period.   Fig. 2 has been redrawn from the 
original strip chart.   Note that each vertical segment represents 15 minutes. 

Fig. 3 shows another warmup for the same oscillator also after 24 hours OFF, 
however, this time the frequency error is corrected.   Thereafter, the operator 
monitors the VLF receiver and makes corrections as needed.   The procedure, as 
shown, uses all daylight paths from the transmitter to the receiver site.   In remote 
locations, obtaining a good DoD signal can be a problem if rapid set up of the 
quartz oscillator is desired. 

After set up of the equipment, calibration is performed according to a Technical 
Bulletin step-by-step procedure for each test item.   Typically a Technical Bulletin 
of 1968 vintage required adjustment of the time base oscillator to a minimum 
frequency difference with a standard oscillator by observing the drift rate on a CRT 
display.   Having adjusted for a minimum frequency difference, calibration of the 
oscillator was considered complete.   USAMCC has attempted to improve the 
calibration procedure for quartz oscillators while still keeping costs down to a 
reasonable level.   Current procedure is outlined as follows: 

A. Warm up all oscillators to manufacturer's specifications. 

B. Set the time base oscillator to a minimum frequency difference with the 
standard oscillator.   (As a rule of thumb we say adjust to a minimum frequency 
difference which is less than the daily stability specification.) 

C. After setting to a minimum frequency difference, monitor the oscillator's 
stability.   To date, we have only implemented this change for 24-hour stability 
specifications. 

USAMCC's present procedure is to observe those oscillators with 24-hour stability 
specifications of approximately ±5.0 parts in 10     per 24 houu 'or 24 hours and 
oscillators with specifications of approximately 3 parts in ]Qr per 24 hours, for 
8 hours.   A 24-hour stability is extrapolated from the 8-hour measurement. 
Stability specifications for weekly or monthly rates extend over too long an inter- 
val to allow ACT's to monitor a significant period.   Extrapolation of 24-hour data 
in these cases is not recommended. 

Short-term stabilities - for example, over a period of 1 second - are presently not 
being calibrated by USAMCC.   Discussions with several manufacturers have shown 
little benefit to be expected from such a calibration at this time.   Comments on 
the validity of not performing regular measurement of the short-term stability of 
quartz oscillators are of interest to USAMCC. 
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At present, the Arm/ Calibration System has made no significant changes to the 
calibration of air bath crystal oscillators.   Tests have shown that frequency changes 
due to temperature variations under normal operating conditions exceed daily 
crystal long-term aging specifications.   Discussions with one manufacturer showed 
that calibration of an air bath crystal temperature characteristics might be much 
more useful than any attempt to determine the long-term aging rate from observa- 
tions over a relatively short time period at a fixed temperature.   However, such a 
calibration of temperature characteristics would be expensive and probably achieve 
little real benefit in increased accuracy of the product. 

The problem of characterizing the actual accuracy of quartz oscillators over an 
extended period requires historical data.   As automation enables data keeping and 
analysis to reach affordable levels, we plan to keep records on the stability of 
instruments.   At present each calibration is a separate entity with no data carried 
forward to the next calibration.   Data keeping would particularly aid the customer 
to determine the expected accuracy of his equipment under field conditions and 
would give solid data on which to base calibration intervals. 

Due to manpower and power restrictions, we have been asked to look into shorten- 
ing the warmup time for oscillators prior to calibration.   We plan to conduct test- 
ing during the next year on some high density frequency counters to determine if 
this shortened warmup can be used without undesirable effects on the required 
accuracy of the equipment the counters support. 

IV.   PROBLEMS 

A. VLF Receiver.   The VLF receiver has been generally reliable, both in 
terms of maintenance and operation.   Some locations have had difficulty obtaining 
good quality DoD signals for a sufficient length of time.   In Europe, for example, 
a full 8-hour workday is not available from a DoD signal which has an all daylight 
path - except for Omega.   Due to these problems and other complaints, the 
Omega gating unit was added to the VLF receiver. 

B. Omega Gating Unit.   The Omega gating unit's main difficulty lies with 
synchronization.   No VHF time signals are available, or any other source of time, 
except in those few cases where a calibration team is operated near an organiza- 
tion with access to a time signal such as a communications unit.   Instead of time 
signals, the Omega gating unit is synchronized by ear.   The advance or retard 
controls are manipulated as necessary to match the blinking light for the required 
time segment with the tone from the selected Omega station.   It has been often 
necessary to utilize headphones and careful adjustment of the blanking on the 
receiver to find the Omega signal.   The synchronization is performed with the VLF 
receiver ON all the time  - not gated.   After the Omega signal and the required 
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time segment are aligned, then the receiver is switched to the gated position and 
the phase track observed to determine if the receiver has locked on to the Omega 
signal.   Reception of Omega is made more difficult by the noisiness of the recep- 
tion.   In fact, if one attempts to adjust the gating in the gated mode, the 1-second 
burst of noise is filtered by the receiver and sounds very similar to an Omega 
signal.   Consequently, it is necessary to get an accurate identification of the 
Omega tone and not confuse it with noise. 

C. Quartz Oscillator.   The quartz crystal oscillator has performed well with 
one exception, that exception being an unexpectedly high failure rate due to 
crystal fracture.   At one point over 5% of the 150 units fielded had suffered crystal 
fracture.   No exact reason has been determined but part of the problem may lie 
with the physical shocks the oscillator unit absorbs in a mobile environment. 

D. Antennas.   The VLF receiver was originally supplied with a loop antenna 
which was effective - if somewhat cumbersome.   The difficulties of antenna 
erection and storage, combined with new requirements which necessitated monitor- 
ing by the VLF receiver at locations outside the truck, made a more convenient 
antenna necessary.   A ferrite core antenna was procured which utilizes a low 
noise amplifier to achieve the required sensitivity.   The ferrite antenna has proven 
to be a very satisfactory unit with no significant failures.   The unit is easily field 
mounted and in many good signal areas in the United States functions well setring 
on top of the receiver in unshielded locations. 

E. Frequency Difference Meter. 

The frequency difference meter has had excellent reliability.   The zero center 
meter display of frequency difference has proven to be particularly well suited to 
adjusting one oscillator to match the frequency of another.   The CRT display has 
proven to be of little benefit and requires periodic replacement due to burning of 
the phospher. 

An additional output of 25 kHz was obtained with the frequency difference meter 
produced for the Army Calibration System which is derived from the 5 MHz output 
of the local frequency standard.   By attenuating the 25 kHz signal to a level 
approximating that of a typical RF signal (which would be present at the input to 
the VLF receiver) a system checkout can be easily performed which will give the 
user added confidence in his equipment (refer to Fig. 4).   Since the VLF receiver 
is a phase tracking device, feeding a 25 kHz signal in the antenna connector and 
a 1 MHz signal in the reference oscillator input will yield a vertical track on the 
recorder chart when the signals are derived from the same oscillator. 
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If the ideal frequency difference meter were purchased now, it would have both a 
zero center meter for setting oscillators to a minimum frequency difference and a 
digital displc/ for monitoring the stability of the oscillator under test. 

V.   SUMMARY 

The systcr.i used by USAMCC has generally performed well and has thus far justified 
its selection over alternate techniques and systems.   Reliance on VLF does require 
labor/Setting up and operating the VLF receiver, making judgments on the displayed 
phase plot, and adjusting the quartz oscillator. 
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"THE GLOBAL RESCUE ALARM NET (GRAN): 
CONCEPT AND APPROACHES" 

Clara L. Calise and CDR William R. Crawford, 
Naval Air Test Center 

ABSTRACT 

The GRAN Experiment is designed to prove a world-wide 
search and rescue (SAR) system utilizing Omega navigation 
system signals and geo-synchronous satellites.  In order 
to develop a SAR system, the original NASA Omega Position 
Locating Equipment (OPLE) experiments have been expanded 
by the Naval Air Test Center, Patuxent River.  Specifically, 
a fourth frequency (10.880 KHz) has been added experi- 
mentally to two Omega transmitters.  This will increase 
line of position (LOP) ambiguities from 72 nautical miles 
to 360 nmi apart. Algorithms have been developed to 
resolve the 360 nmi ambiguities.  During September and 
October 1974, two series of tests were conducted with 
Lincoln Experimental Satellite 6 (LES-6) to demonstrate 
the position locating potential of the four-frequency 
Omega concept. This paper presents the experiment design, 
results, and conclusions as they apply to the GRAN system. 

INTRODUCTION 

The Global Rescue Alarm Net (GRAN) was conceived as a worldwide 
search and rescue (SAR) system designed to provide real time 
distress alerting, identification and position location.  The 
Omega Navigation System, presently under construction, will 
provide the information from which the distress site will 
be computed.  The GRAN concept basically consists of portable 
battery powered search and rescue communicators (SARCOMs), 
appropriate frequency translators aboard earth synchronous 
satellites (SARSATs) , and a network of three or more ground 
receiving stations (SARCENs) (figure 1) .  The GRAN concept 
has been under development for five years.  It evolved as an 
application of the OMEGA Position Location Experiment (OPLE) 
performed in 1967 by the NASA Goddard Space Flight Center. 
In this experiment, raw OMEGA navigation signals were received 
at a remote test site, upconverted in frequency to VHP, and 
retransmitted to a synchronous satellite (ATS-1 and 3) 
for relay to a ground processing center where a geographic 
position was computed. This experiment demonstrated that 
OMEGA data could be relayed without distortion.  (reference 1). 

In 1969, the U. S. Naval Air Test Center at Patuxent River, 
Maryland, performed an OPLE test using a low power (less than 
5W EIRP) UHF uplink. This series of experiments demonstrated 
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the feasibility of low power SARCOMs for retransmission of 
raw OMEGA data to earth-synchronous satellites (reference 8). 

The OPLE experiments required a foreknowledge of the re- 
transmission site to within 72 miles which is the ambiguous 
"lane" structure of the basic three frequency OMEGA system. 
For the GRAN application to search and rescue such forekaovledge 
cannot be assumed.  Thus, it became necessary to devise a 
method for obtaining unambiguous position location from 
Omega in the absence of any foreknowledge of position. 

Originally, OMEGA was proposed as a five frequency system 
with ambiguities arising approximately every 3600 miles. 
However, the U. S. Navy found little demand for the five 
frequency format.  Instead, maritime users seemed willing 
to accept a three frequency system with its 72 mile 
ambiguities. This appeared to pose no special problems for 
ships which could "initialize" their Omega receivers at 
known geographic positions upon embarkation, and keep count 
of lanes as they slowly traversed the seas to their desti- 
nations.  The U. S. Navy was satisfied to construct the less 
costly three frequency Omega system with its concommitant savings 
in individual receiver-processor units for shipboard use. 
It is probable that that decision underestimated the potential 
user population for OMEGA, particularly air traffic. As of 
this writing at least one U. S. carrier is testing Omega 
receivers as a potential replacement for some on board inertial 
platforms which have demonstrated very high cost of acquisition 
and maintenance.  For instance, many Boeing 747 passenger 
jets carry three inertial platforms. These remarks are offered 
to justify the GRAN efforts to expand the present three 
frequency Omega system to a four frequency system. These 
efforts are well within the scope of the original Omega 
concept, and the applications for an expanded Omega satisfy 
an unforeseen demand for a worldwide, reliable, inexpensive 
area navigation system. 

The GRAN concept utilizes a four frequency OMEGA format with 
an additional signal at 10.880 KHz.  The additional frequency 
was selected by Dr. J. A. Pierce of Harvard University, and has 
been added to two Omega transmitters for test purposes. The 
addition of the fourth frequency increases the lane width from 
72 nmi to approximately 360 nmi, and permits use of the 
maximum likelihood estimator technique for resolution of 
position within the larger lane. 

The location of the SARCOM in distress is accomplished in three 
steps: 

1.  Reception from one of three geo-synchronous satellites 
determines which 1/3 of the earth's surface contains the 
distress site. 
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2. A coarse lane estimate is then determined by one of 
two methods: 

a. Signal-to-signal comparison of the relayed Omega 
can be used to reduce the area of interest to approximately 
1000-2000 nmi. 

b. Difference in time of arrival (TOA) of the Omega 
pulse envelope to determine a 360 nmi lane. 

3. A maximum likelihood estimator, or walkup algorithm, 
refines this estimate to a correct 8 nmi lane and then further 
to a 1-2 nmi area. 

The signal-to-signal comparison is based on the fact that 
the amplitude of very low frequency (VLF) signals decrease 
in strength approximately inversely with distance from the 
transmitter.  A comparison of signals from Omega receivers 
potentially could be used as a coarse ranging function. 
Preliminary computations indicated an accuracy of + 500 nmi 
at the baseline (between two Omega stations) and + 750 nmi 
at the farthest location away from the baseline, ""initial 
experiments to prove this concept were conducted by the Naval 
Air Test Center and Texas Instruments, Dallas, Texas, and 
are reported in reference (2). These experiments indicate 
that when the Omega transmitters are at full power (10 KW at 
10.2 KHz) the signal-to-signal ratios may provide a coarse 
ranging function, but this function will not satisfy the GRAN 
requirements for a + 180 nmi estimate to the increased lane 
width from the additional Omega frequency.  The method of 
time of arrival (TOA) is more applicable to the GRAN needs 
than the signal-to-signal comparison. 

The solution to determine the TOA of the pulse envelope can 
be approached in a number of ways,  une approach that has 
been considered is outlined in figure 2. Four frequency Omega 
data from a recent test period has been stored on magnetic 
tape. This data would be digitally filtered to obtain the 
four individual Omega frequencies from each station. Reconstruction 
of the signal would then be accomplished using a third order 
hold technique.  The reconstructed signal would then be sampled 
in quadrature and a technique developed by Mr. Eric Swanson 
of the Naval Electronics Laboratory Center (NELC), San Diego, 
(reference 3) would be used to construct a pulse envelope. 
The envelope for each frequency would then be cross correlated 
with a mooel of pulse rise and pulse decay to establish a 
relative time of arrival. The resulting pulse time of arrival 
estimate would then be averaged.  The final result would be 
a TOA estimate with respect to the time reference, recorded 
on the data tapes, for each Omega station frequency. This 
approach will work only if amplitude information is available 
to determine the start of the signal.  Since this amplitude 
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information is not available in our present system configuration, 
another approach also is being considered. 

Instead of detecting pulse TOA via amplitude, a means for 
frequency detection is being explored.  This can be accomplished 
by; 

1. Fast Fourier Transform 

The application of this technique depends on the rise 
time of the pulse.  If the signal is distorted enough in the 
rise time region by the automatic gain control (AGC) in the 
ground station, then the frequency may not be detected until 
the level period of the pulse, thus, diminishing the possible 
use of a fast fourier transform. 

2. Coherent Detector 

This detector provides a translation of the carrier 
frequency to direct current.  It does not destroy phase infor- 
mation nor does it destroy amplitude information. The coherent 
detection is efficient especially when signal-to-noise ratios 
are low.  It has the disadvantage that pulse rise times may 
be distorted. 

3. Zero-Crossings Detector 

Information contained in the zero-crossings of the 
waveform can be used to detect the presence of signal in noise. 
Of particular interest is the distance between the crossings 
of the waveform along the zero voltage axis.  The variations 
in distance depend on whether signal plus noise is present, 
or noise alone.  One possible form of this detection is 
a phase filter which is dependent on the frequency of the 
input signal and not its amplitude. 

These are just a few of the possible avenues for solution 
of TOA estimation.  Each is being evaluated to determine its 
adaptability to the needs of the GRAN system. 

The final step in determining position location utilizes the 
maximum likelihood estimator derived by LCDR C. J. WayIan of 
the Naval Postgraduate School, Monterey, California (reference 
6) . His work was supported by the GRAN project and has been 
incorporated in the GRAN processing technique.  This maximum 
likelihood estimator assumes that the correct major (360 nmi) 
lane has been identified. The estimation is then performed 
within this unambiguous lane by fixing the sum of the great 
circle distances from each of the Omega stations to the 
center of the lane of interest, and then varying one great 
circle distance over a range of values necessary to traverse 
all candidate lines of position (LOP) in the given lane, 
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This variation would be + 180 nmi on the baseline between 
the two stations (figure 3). The likelihood function varies 
with great circle distance (figure 4), and the number of local 
maxima in the unambiguous lane is determined by the values of the 
function and the number of Omega frequencies.  The cyclic 
nature of the function shows the necessity for lane ambiguity 
resolution and yields LOP estimates which fall into three 
categories: 

1. Estimates within 1-2 nmi or less of the correct LOP. 

2. Estimates one half wavelength of the four Omega 
frequencies form the correct LOP (minor lane error). 

3. Estimates farther from the correct LOP than the 
previous two (major lane error). 

In the GRAN application at least three stations (two station 
pairs) would be used to obtain two LOP's.  The intersection 
of these LOPs would yield a better position estimate of the 
SARCOM than the use of one LOP. The use of four stations 
(three station pairs) would pinpoint the 1-2 nmi distress 
area. 

Data retransmission tests are presently being conducted at remote 
sites using LES-6 as the SARSAT link and two experimental four 
frequency Omega stations (Forestport and Trinidad).  The data 
collected from each of the seven remote sites will be processed 
using both the maximum likelihood estimator and the walk-up 
technique developed by Professor Pierce (reference 4). Processing 
using the walk-up method, is being done at Texas Instruments, 
Inc., Dallas, Texas.  These results will be compared with 
those of the maximum likelihood estimator as part of the 
analysis to help determine the adapatability of the 
estimator in the present configuration.  Further analysis of the 
data will be done to determine the effect of using skywave 
correction factors in the calculations. 

From the detailed analysis of the collected data it will be 
possible to determine the best position estimate, using the 
maximum likelihood estimator, based on a foreknowledge of the 
correct 360 nmi. Also, the best technique for arriving at a TOA 
estimate of this 360 mile lane in order to fit the GRAN system, 
will evolve from this collected data. Each of these pieces 
when added together, will equal a global search and rescue 
system with a position location ability of 1-2 nmi. 
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QUESTION AND ANSWER PERIOD 

MR.   CHI: 

In the global rescue system, what is the philosophy in the first large determina- 
tion of the location of the person to be rescued? How far do you have to know- 
distance wise ? How do you locate it?  Do you have several stations in the globe? 

MS.   CAUSE: 

There will be several SAR centers or, search and rescue centers, located in 
different parts of the world. 

MR.  CHI: 

So what is the ambiguity resolution then you need? 

MS.   CAUSE: 

We need a 360 mile lane, which will be accomplished with the fourth frequency. 
The data that we've selected has shown that if we're using a 360 mile lane we 
can come within, say, one to two nautical miles, in determining the posi ion— 
actually in this case, a line of position, 

MR. CHI: 

If there are numerous users with this equipment, then I believe you will need 
perhaps a system to reduce the distance in order to make quick rescue, 

MS. CAUSE: 

The techniques that we'd use would take the 360 mile lane.   And resolve it down 
to a position, if I understand you right. 

MR. CHI: 

How do you know which 360 mile lane? 

CDR. CRAWFORD: 

The philosophy is, at this point, to make some kind of trade-off between not 
having any knowledge of where you are and zeroing in within one or two miles. 
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First of all, you know which satellite so that puts you in an area—we're talking 
about a global system and we're also talking about getting a snapshot of OMEGA 
data.   And this is really where the trade-off comes in, how long a snapshot do 
you really need. 

So whf n Clara talked about having a computation time of three minutes, we're 
looking at still maintaining the three minute Opal retransmission time of the 
data.   Of course, the longer you collect OMEGA data the better you're going to 
get a feeling for the phase. 

So this puts some demands on the amount of power that you're going to carry in 
the battery in the SARCOM.   Some studies by Eric Swanson at NELC, and he 
took the worse case conditions, indicated that with three frequencies his integra- 
tion time, in order to get within the 72 mile lane, or really half of 72 mile lane, 
was something like between 30 and 45 minutes. 

If you have four frequencies you have more data but with the fourth frequency 
you have the wider lane.   In this case, on the base line you have 360 miles. 
Start looking at that integration time under worse case conditions and the inte- 
gration time then goes down toward between 3 and 6 minutes. 

This is also almost within the present window of Opal transmission time of 3 
minutes of relaying of data.   So, it's a tradeoff between lane width and integra- 
tion time to be able to pick the correct length. 

MR. CHI: 

The reason I raised the question is that I believe the system is very good if the 
time of arrival of rescue is short. In any event, the philosophy of reducing to 
the positional location of the person in need of help, is the lapse of time which 
really is under consideration. Whether you go from 8,000 miles to 360 miles 
and go down to 72, but I obviously have to go to the direct point before you can 
help the person. 

Now, what is the overall time regardless of how you would do it, and what is 
the philosophy of approaching it which would, actually should, allow one to re- 
duce time to a minimum to yet the location of the person? 

I can see there are difficult tradeoffs that you can use.   The question is, how 
long do we have ? 
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CDR.   CRAWFORD; 

I'm going to take a tangent here for a minute.   Let's look at the OMEGA format 
problem which I'm certain is behind some of your comments here.   One of the 
things we proposed, and Miss Calise made reference to it, is that a fourth fre- 
quency, a fourth navigational frequency, be transmitted, and of course the 1088 
does give you with two frequencies differences 226 hertz lanes. 

Another set of frequencies, let's say some timing frequencies, spaced by 250 
hertz certainly is a solution to doing the lane identification, you know, the 72 
mile lane identification in this philosophy of stepping down. Although, then there 
is a tradeoff, there's another tradeoff that we've looked at as far as the band- 
width of the system goes. 

This means that we're looking at trying to fit say, 40 channels into the 100 kilo- 
hertz bandwidth which has already been assigned as a search and rescue fre- 
quency at 406.0 to 406.1 megahertz.   We're looking at a 2-1/2 kilohertz band- 
width for each one of the retransmissions so this allows us to accommodate a 
large number of users* 

So you can use a frequency in time diversity, let's say, because you won't have 
somebody coming on calling for and sending in an alarm at the same frequency 
at the same time.   Now as far as time to get to a person, this is going to be 
primarily determined by the distance from the accident site and the nearest 
search and rescue force. 

Now, we're looking at the total amount of processing time, the retransmission 
between the three minutes, let's say for the SARCOM, and a two minute proces- 
sing time, total computer time, before you get an identification of who it is and 
where he is.   So that this should take approximately five minutes. 

Then you have to relay the information to the appropriate Coast Guard site or 
Air Force recovery site and then it's up to them to get there. 

Does that answer your question as far as time goes ? What we're really looking 
at js—can a small snapshot of OMEGA data, say three minutes long, collected 
li'om anywhere in the world, give us a unique location or, with some confidence, 
let's say a number of locations, but certainly not a complete coverage area that's 
maybe 300 miles square? 

DR.  WINKLER: 

You have proposed a fourth OMEGA frequency which presumably will also be time 
shared.  Could that be accomplished with a unique frequency at each station with 
just one which also should give you the same lane resolution, albeit at a small penalty? 
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The answer's yes ? 

CDR.   CRAWFORD: 

How many unique frequencies would you have on those ? Are you talking about 
eight? 

DR.   WINKLER: 

Yes.   But of course these would not be audible in all segments which you have 
serviced.   It was said in one from North Dakota for instance, cannot be received 
anywhere in the Indian Ocean, I think.   So there would be no likelihood for the 
frequency to appear at that time. 

On the other hand when you hear a certain one loud and strong you would know 
you have your fellow somewhere on North America. It would make identifica- 
tion much simpler, I think. 
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A GENERAL DESCRIPTION OF LORAN-C:   PRESENT AND 
POTENTIAL APPLICATIONS 

Robert H. Doherty 
U. S. Department of Commerce 

Office of Telecommunications 
Institute for Telecommunication Sciences 

ABSTRACT 

Loran-C is a low frequency (100 kHz) pulse naviga- 
tion system.    The pulse format and phase stability 
of the system are of paramount importance for both 
navigation and time synchronization using this system. 

The need for a low frequency loran system was born 
out of the shortcomings of the standard loran system 
used during World War n.   Many early tests of low 
frequency loran culminated in the testing of Cytac by 
the U. S. Air Force in the early and mid 19501 s. 
This was a tactical bombing system, and was a direct 
predecessor to Loran-C. 

Present Loran-C installations operated by the U. S. 
Coast Guard cover much of the northern hemisphere. 
A recent government-wide decision has declared that 
Loran-C will be the U. S. Coastal confluence naviga- 
tion system for the immediate future.   Therefore, 
Loran-C stations are presently being installed or 
planned to cover the entire U. S. coastline. 

In addition to standard navigation and timing appli- 
cations of Loran-C, auxiliary navigation and timing 
applications are presently being considered or are 
potentially available.   These include differential or 
relative Loran-C for high precision positioning, 
urban vehicle or residence location by the AEC, the 
FBI and the Census Bureau, off shore oil drilling, 
and collision avoidance by ships or aircraft. 
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Finally, the unique nature of the Loran-C pulse trans- 
mission allows one to separate ground wave and sky- 
wave transmission.   Also, the pulse provides a transient 
capable of validating transient propagation theory. 
Therefore, the Loran-C transmissions have proven to 
be very effective diagnostic tools for validating propaga- 
tion theories.   Continued efforts in this direction will 
undoubtedly lead to improved prediction and calibration 
procedures for use with all Loran-C systems. 

INTRODUCTION 

Loran-C is a hyperbolic radio navigation system utilizing 3 or more 
transmitters in a simple chain configuration (see figure 1).    The 
transmitters radiate fast rising pulses so that a phase and envelope 
measurement can be made on the early part of the pulse (ground 
wave), before the arrival of the first hop sky wave (the first signal to 
arrive after reflecting once from the ionosphere D-regioh--see 
figure 2).   By tagging a point in time on the ground wave portion of 
the radio wave pulse, stabilities of about one order of magnitude 
more accurate than the combined ground wave and sky wave phase 
measurement on the propagated pulse are observed (i.e. to propaga- 
tion time measurement error less than one microsecond).   The abov« 
description explains the method for deriving time information from 
Loran-C within the ground wave range of any trandmitter. 

For navigation purposes, the user must also be v/ithin ground wave 
range of two or more slaves.   A similar propagation time measure- 
ment is made on the slave and the master and the difference between 
these measurements is shown as a TD (time difference).   A single TD 
measurement will define an LOP (line of position) relative to the 
master and slave.    Two LOP1 s relative to a master and two slaves 
will then define a position fix as indicated in figure 1. 

To insure that the master and subsequent slave signals will not over- 
lap in time within the service area, coding delays are introduced into 
the slave transmissions in a sequential order.   Each station radiates 
groups of 8 pulses, and the master station radiates a ninth pulse for 
identification purposes.   All stations transmit the phase of the pulse 
in a   0   or 180* coded format.   This phase code aids in automatic 
receiver identification and automatic phase synchronization of the 
receiver with the master and slave signals.    The phase coding also 
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gives protection against synchronous CW interference. 

Figure 1.     Loran-C static grid depicting the effect of terrain 
anomalies in a three station chain. 

This )00 kHz pulse type loran radio navigation system was first 
developed in the early and mid igSO's by the U. S. Air Force  as a 
tactical system under the name Cytac.    The objective of the develop- 
ment was a ground based bombing system for use in aircraft [1] tar- 
geting.   In the early tests on this system it was recognized that radio 
signal propagation time was influenced by the electrical properties of 
the ground over which the signals propagated.   These electrical 
properties can be represented compactly as a ground impedance. 
Thus, the impedance of the ground was considered tobe primarily 
determined by such ground electrical constants as the conductivity, 
the dielectric constant, and the permeability.   At 100 kHz the effect of 
conductivity is dominant and theoretical calculations [2] used 
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impedance calculators [3] which converted conductivity into impedance 
and then calculated a secondary phase correction, or the phase cor- 
rection due to the fact that the signals travels slower than the speed of 
light in microseconds.   Early attempts to evaluate the effect of ground 
conductivity and indeed to predict and update predictions by using 
measured data have been reported [1] . 

s^y^First-Hop, Sky Wave 
!    \ 

Ground      /   /V\ 
Wove   //     \'\f Second-Hop, Sky Wave 

Sampling 
Gale 

LORAN-C 
PULSES 

X^ 
^ 500 
Time (/isec) 

1000 

Sampling 
Gate 

10     20     30 
Time (/xsec) 

Figure 2.     Loran-C pulse as transmitted along with the effect of 
ground wave and sky wave signals received. This figure 
also demonstrates the ground wave sampling prior to the 
sky wave arrival time. 
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The early measuring equipment was quite complex and required con- 
siderable size and power to operate as demonstrated in figure 3. 

k  
4.-       , tr' 

Figure 3.     Vehicle housing Cytac (predecessor to Loran-C) receiving 
equipment in 1954. 

Attempts to measure effects in rough terrain,  such as those depicted 
in figure 1, were very difficult as shown in figure 4.   Recent ad- 
vances in electronic miniaturization have allowed back pack receivers 
shown in figure 5 to replace two 15 kw die sei generators and seven 
relay racks of equipment that were housed in the tractor trailer dur- 
ing the Cytac tests.   Today, rough terrain spatial variation may be 
more readily investigated.   Complete resolution of a propagation 
change on an individual path requires the direct phase measurement 
of propagation time from a particular station.    To make these meas- 
urements today, the equipment shown in figures 6 and 7 is employed. 
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Figure 4.     Difficulty with 1954 vehicle in attempting to make 
measurements particularly in irregular terrain. 

Following the U. S. Air Force development of this loran system, the 
U. S. Coast Guard adopted the system for navigation on the high seas. 
The system was named Loran-C by the U. S. Coast Guard, and a 
number of loran chains (comprising a master station and two or more 
slaves) for over the ocean coverage were subsequently installed [4]. 
The impedance of sea water has a value, A = 0. 001055 exp (i 0.7854) 
relative to free space or 377 ohms.   This corresponds to a conductivity 
of 5 mhos per meter and a dielectric constant of  ea  = 80 where the 
permeability of a propagation medium, e = e2 ^o    and   EQ    is a univer- 
sal constant of nature, Co = 8. 8542(l0"12 )F/m.    It can also be noted 
that sea water is an excellent conductor at 100 kHz and a good ap- 
proximation for sea water would be:   A = 0   and the conductivity, o =«. 
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Figure 5.     Back pack Loran-C receiver used in measurement 
program in 1973. 

The salt water model for secondary phase correction was relatively 
simple and using the salt water curve in reference [1], algorithms 
for this model were programmed into seve al receivers.   Although 
the secondary phase correction is directly related to physical para- 
meters of the path of propagation, the salt water model has some- 
times been accepted as a standard, and corrections over and above 
the salt water corrections are termed "additional secondary phase" 
(ASP) corrections.    These "additional secondary phase" corrections 
have no physical significance, because it is the total secondary phase 
correction that is significant.   The "additional secondary phase" 
correction cannot be derived directly from theory, but can only be 
deduced by differencing two separate theoretical calculations.   The 
physical cause of the secondary phase correction is (1)   the ground 
impedance discussed above and (2)   the earth curvature.   In 
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exceedingly irregular terrain as indicated in figure 1, the earth curva- 
ture factor may become a significant contributor to the secondary 
phase corrections as pointed out by Johler [3]. 

t'',1 #*;'■»'« 

Figure 6.    Vehicle housing modern Loran-C equipment capable of 
measuring both direct propagation time (U) and time 
difference (y)  for calibration purposes. 

Two points relative to this secondary phase factor in irregular terrain 
are quite significant:    (1)   The spatial variations are essentially static, 
that is,the measurements are repeatable with time;    (2)   The spatial 
variations can be uniquely predicted using Maxwell' s equations and 
existing propagation theory, if one is sufficiently thorough in defining 
the propagation path from the transmitter to the receiver.    Therefore 
spatial variations in the Loran-C system can be calibrated or 
predicted. 
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Figure 7.    Close up of equipment housed in vehicle shown in 
figure 6. 

Loran-C Applications Present and Potential 

Loran-C Ground Wave Applications 

Loran-C is and always has been a navigation or position fixing system, 
and this context always dictates its area deployment and the specific 
transmitter locations.    These dictates, however, do not necessarily 
limit the use of the system for other reasons, such as timing or dia- 
gnostic propagation studies.   Conversely the lack of stations, for ex- 
ample in western U.S. have often limited the auxiliary usage of the 
system.   The recent U.S.  decision to make Loran-C the coastal con- 
fluence navigation system should help this problem.    The present and 
future deployment of Loran-C chains is adequately covered in a sub- 
sequent paper in this proceedings by LCDR J. F. Roeber. 
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The decision to employ Loran-C as the coastal confluence navigation 
system does not require mid continental deployment of the Loran-C 
system.   A number of governmental and civilian agencies are potenti- 
ally interested in using Loran-C in the continental U.S.   There is a 
specific interest in using Loran-C to located non-urban or rural 
residences in the 1980 census; there is interest in vehicle tracking 
and locating by both the F.B.I. and the A.E.C.; and there is con- 
siderable interest in using Loran-C for locating off shore oil drilling 
platforms.   There has also been considerable interest in using 
Loran-C or the mini loran version of Loran-C for urban vehicle 
tracking.   This last application is most difficult because large steel 
structures and power and telephone lines can act as re radiators and 
thus destort the received signal. 

In addition to the long range navigation system, Loran-C, some short- 
er range systems variously known as Loran-D, mini loran, augment- 
ed loran, etc. have entered the picture.   All of these systems have 
been developed to meet specific needs in areas where Loran-C cover- 
age is not available.   The only notable change between these short 
range systems and the Loran-C long range system is the use of 1 6 
rather than 8 pulses in the Loran-D system and the changing of the 
ground wave sampling point from 30 to 50 microseconds (3r<* to 5"1 

cycle).   Both of these changes are possible because it is a short range 
system where oae hop sky wave time delays are greater, and multi 
hop sky wave interference is less severe. 

Loran-C low frequency ground wave propagation, as mentioned pre- 
viously, differs from the speed of light propagation by the small cor- 
rection, denoted as the secondary phase correction.   For example, 
figure 8 shows predicted and observed variations of approximately 
2 microseconds over a small change in path distance on a path where 
the total propagation time is approximately 1000 microseconds.   The 
solid cruve represents predictions along a path that crosses Death 
Valley California.    The Xs represent measurements at points that lie 
essentially on this path including point D that was directly below the 
precipitous drop into Death Valley.    The C3 marked 1 through 9 
represent measurements made along the highway that decended grad- 
ually into Death Valley.   A much more complete description of the 
experiment is given in reference [5].    This is considered to be a 
severe or maximum deviation case in the navigation or timing pre- 
dictability of the system.   Although this variation represents only 1 
part in 250 to 300 of the predicted propagation time,  such a variation 
could develop an error of several thousand feet in a navigational fix. 

232 



This size of error, if not corrected, is unacceptable in many appli- 
cations.   Fortunately, the prediction ability exists, but it is not 
simple. 

The spatial variations described above are essentially time invariant 
i.e. you would always return to the same place with the same meas- 
urement.   As one probes further and further into the measurement 
capability of this system,  one finds that the system is capable of 
measuring temporal phase changes in the ground waves [ 6] .   These 
changes have been correlated with weather variations such as temper- 
ature changes, as well as the passage of frontal systems.   The degree 
of correlation of these signals with weather phenomena suggest that 
measurements of the signal might be used as an adjunct to weather 
predictions.   The te nporal variations can approach one or two micro- 
seconds in the most severe case.   This case is a long propagation 
path over land subjected to sub freezing conditions.   Over shorter 
propagating paths, in temperate climatic regions and propagation 
paths over sea water temporal variations seldom exceed   0.1 or 
0.2 microseconds. 

Figure 8.     Predicted and observed direct propagation time (U) for a 
Loran-D signal in rough terrain. 
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One obvious method for eliminating the error caused by temporal 
variations over long paths is by using "differential" or relative 
Loran-C.   In this mode of operation a station at a known control 
location will observe and broadcast corrections to users within the 
vicinity of the control station.   Figure 9 and reference L 7] show some 
initial comparisons between differential loran and differential Omega. 
The upper solid curve designated A shows a differential Loran-C meas- 
urement over a 10 day period where the distance between the two 
receivers was 300 km.    The lower solid curve designated B shows 
measurements over the same 10 day period for receiver separation 
of 700 km.    The standard deviations for these measurements were 

C7A   = . 08 and  crB = .JJ microseconds.   For comparison the bars re- 
presenting 1. 62 microseconds and 2. 63 microseconds were given by 
Nard[8] for differential Omega.   Also peak deviations for differential 
Omega give by Beukers [9] exceeded the scale of the graph.    These 
measurements are explained in greater detail in reference L?] .   A 
subsequent study [10] has shown that a U. S. Coast Guard harbor 
and estuary requirement for 50 feet positional accuracies could be 
met using a relative loran concept.   Continuing studies of the same 
data used in the "differential" or relative Loran-C study [10] has 
shown that major temporal variations during summer months are due 
to chain variations.   New data will be collected during the winter 
months in early 1975 for direct comparison with the summer data 
previously reported. 

The use of loran in a relative or "differential" mode can improve 
position fixing capability and potentially could be used for aircraft or 
ocean vessel collision avoidance through retransmission of the meas- 
ured TDs to other craft in the immediate vicinity.   Accuracies of this 
order of magnitude are also potentially competitive with the extensive 
DME-VOR system used by commercial aircraft. 

It was recognized prior to i960 [11] that Loran-C would be capable of 
time synchronization of remotely separated clocks.   Furthermore, if 
time synchronization can be established periodically, time interval 
measurement capability also exists.   In the 1961 publication, it was 
suggested that synchronization capability of 1 mirr< second or better 
could be achieved operationally using ground WP.VL propagation.   The 
paper also stated that operational capabilities of 10 microseconds 
could be achieved using sky waves.   A subsequent publication [12 ] in 
1972 reported ground wave synchronization capability with   o =0.28 
microseconds, and that initial tests by NASA suggested sky wave 
synchronization capabilities on the order of several microseconds 
were possible. 
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Figure 9.     Differential Loran-C compared to differential Omega. 

Loran-C has been used extensively for synchronizing clocks at widely 
sei arated locations where there was a need to measure a common 
event.   Specifically, this timing capability was very important in the 
early space program, and in measuring the arrival time of pulses 
from nuclear detonations.   It should be recognized that the prediction 
capabilities discussed earlier will be of paramount importance in a 
time synchronization application if the ultimate timing potential of the 
system is desired. 

Loran-C Sky Wave Applications 

Sky wave signals will always be delayed relative to ground wave sig- 
nals, because they travel further in reflecting from the ionospheric 
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D-region as shown in figure 10.   By sampling the received Loran-C 
pulse at a later time, it is possible to monitor a signal primarily 
related to a single reflection from the ionosphere.   This is parti- 
cularly true at ranges where the ground wave signal is weak relative 
to the sky wave signal.   Many sky wave measurements have been 
made at existing Loran-C transmitting locations through the courtesy 
of the U. S. Coast Guard.   To date these measurements have been 
used primarily for diagnostic purposes to validate propagation theory 
and for ionospheric studies. 

There has been interest in using sky wave signals for both navigation 
and timing purposes.   The limitation for sky wave use of the system 
has been the inability to resolve the proper cycle of the sky wave 
pulse.   Resolving the proper cycle on the leading edge of the uncon- 
taminated ground wave signal is possible by making a separate 
envelope measurement.   In the sky wave case, the ground wave and 
sky wave mix as shown in figure 11  L1 3] . 

Figure 10.   Pictorial display of surface wave path and D-region 
ionospheric propagation path. 
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The theoretically predicted signal in figure 11 looks quite similar to 
the measured signal in figure 12.   An example of the diagnostic use of 
these sky wave signals was the interpretation of the solar eclipse 
measurements in figures 12 and 13 in terms of oxygen and ozone 
changes in the ionospheric D-rcgion during an eclipse [14,15,1 6] .   In 
references [is] and [16] many other observed phenomena on the 
Loran-C sky wave signals are noted and explained.   Also, observa- 
tions of nighttime sky waves yielded identification of particle precipa- 
tation events in the D-region at lower latitudes than had been pre- 
viously suspected [l?] .   Continuous observations of these signals have 
indicated that changes in the D-region occur seasonally as well as 
diurnal changes shown in figure 14.   Variations with geomagnetic 
latitude have also been noted [15]. 

Problems and Limitations of Loran-C 

The propagation limitations on the Loran-C ground wave systems have 
been previously noted.   By way of review, spatial variations of I to 3 
microseconds will produce positioning errors 1,000 to 2,000 feet if 
not properly removed.   Removal of these large errors is possible by 
calibration or prediction using physiographic features of the surface. 
Temporal variations of tenths of microseconds will produce position- 
ing errors in the hundreds of feet if not properly removed.    Temporal 
variations over sea water and temperate land paths will be much 
smaller.   Removal of temporal variations can best be achieved by 
using differential or relative loran.   It may be possible after further 
studies to predict temporal variations similar to the way spatial 
variations can be predicted now. 

System or chain variations of approximately tenths of microseconds 
or hundreds of feet presently occur in the Loran-C chain operation. 
These variations could probably be reduced or removed by different 
chain operating procedures or by installation of new equipment.   This 
type of variation is also removed by using differential or relative 
Loran-C techniques. 

A Loran-C problem that will increase with increasing density of 
Loran-C installations is the cross rate interference problem.   As can 
be seen from figure 14, any interference problem Loran-C has with 
itself will be worse at night.   The cross rate interference (one  Loran- 
C chain interfering with another) can be minimized by proper selection 
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Figure 11.   Theoretically predicted ground wave and sky wave 
pulse arrival times. 
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of pulse repetition rates. The problem cannot be eliminated entirely 
by repetition rate selection, and as more chains are added more sig- 
nals will be radiated, and the problem will become more severe. 

Proper cycle identification is a Loran-C problem because loss of 
proper cycle identification is nearly always the limiting factor in 
establishing the usable range of the system.    This problem is more 
a function of different receiving equipment rather than propagation 
conditions.   Fundamentally all Loran-C receivers measure an 
envelope arrival time and phase or cycle arrival time.   The envelope 
arrival time determines the coarse time and the phase or cycle arri- 
val time gives the ultimate accuracy in units, tenths, and hundreths 
of microseconds.   The difference between the envelope and cycle 
reading is denoted as the envelope to cycle "difference" or discre- 
pancy (ECD).   From this description,  it can be seen that an ECD oc- 
curs for each signal and two ECDs are involved in a time difference 
(TD) measurement.    The propagation theory predicts ECD as a func- 
tion of distance from the transmitter.    To the author' s knowledge, 
no receiver manufacturer has attempted to program this ECD cor- 
rection into their receivers.    The theory also predicts large ECD 
variations in the vicinity of irregular terrain [16].   The ECD varia- 
tions associated with irregular terrain are unique to each particular 
terrain path. 

Finally,  one of the most serious problems with Loran-C is the 
"jargon" used by the Loran-C community.    It is difficult to commu- 
nicate with people outside the Loran-C community when those within 
understand a complete set of acronyms and speak in terms of them. 
As a result of these problems in communications between the loran 
community and the non loran community, a new set of nomenclature 
is proposed here.    This nomenclature uses subscripts freely, and 
letters previously unassociated with Loran-C measurements.   For 
example,    y   is used to denote a time difference measurement rather 
than TD;    u   is used to denote a direct measurement of the propaga- 
tion time of a Loran-C signal from a single transmitter.    The prop- 
agation of Universal time through the system, which includes the 
baseline propagation time and the coding delay for the slaves, is 
designated by   U.    Formerly this measurement was called   TOA   to 
stand for time of arrival.   For the   ECD (envelope to cycle difference) 
described above, the Greek symbol   F   was selected.    The envelope 
propagation time correction is designated by   Tc   and the cycle or 
phase propagation time secondary phase correction by tc,  such that 
r=T -t  .   The secondary phase correction is denoted tc and time delays 
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associated with receivers are denoted  R.   A subscripting system 
y-jj , U.   . , F^ :    etc is used to refer to locations   i  and  j,    such 
that   <p^ ,* \j , or  (pi , X. |    are the latitude and longitude of these 
locations.     In all cases, the   i   refers to a transmitter location, 
i = 0   is used for the master transmitter, i = 1 for the slave with the 
lowest coding delay (formerly called slave A, slave X, or slave W), 
i = 2 for the slave with the second lowest coding delay, etc.   In all 
cases the   j   stands for the receiver location 0j » ^-j •    If the   j   sub- 
script for a particular measurement is   4 or less,   then the receiver 
is located at a transmitting site.  The   j   subscript may become as 
large as necessary to describe a given set of Loran-C measurements. 
Since the time difference measurements always involve the slave 
arrival time minus the master arrival time, there will be no  y 
values with an   i   subscript of   0. 

The East Coast Loran-C chain will be used as an example to demon- 
strate how this system works.   For the master at Carolina Beach, 
1=0,; for the Z slave (4th slave in the East Coast chain) at Dana, 
Indiana, i = 4.   For an arbitrary location where   j = 7, the arrival 
time of the master signal will be   UQ 7 = Ti/c(do  7) + tc(dQ 7) + R^, 
and the arrival time of the Dana slave signal will be U .  -=r\/ c(d^ j) 
+ tc(d4 7) + R7 +   0^, where   d   stands for distance, r|   for the surface 
index of refraction,  c   for the speed of light in a vacuum, and    $A 

for the coding delay associated with the no 4 slave,  Dana, plus the 
propagation time from the Master to the Dana slave.   Following this, 
the time difference will be simply   y^ n = U^ y - UQ  J.   At the 
master station the direct phase measurement of the t)ana slave sig- 
nal would be   U4 Q, and the time difference would be   y4 Q-   -^t the 
Dana slave the direct phase measurement of the master would be 
UQ 4   and the time difference would be   y^ 4.    The   F's    at these 
sites would have the same subscripting as the   U1 sand they would 
relate to the envelope measurement or prediction minus the phase 
measurement or prediction [ 1 6] . This same nomenclature has been 
expanded to include the differential Loran-C measurements and their 
associated time constants. 
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CONCLUSIONS 

It would appear^ in view of the great user interest and recent govern- 
ment wide decisions, that Loran-C will remain a viable and useful 
system for the forseeable future.   At the present time it would 
appear that Loran-C is one of the better long range timing and time 
interval standards available for general use.   Loran-C still has a 
considerable unexploited potential in differential usage, such as 
collision avoidance and high precision position fixing.    Loian-C has 
been very useful for validating low frequency propagation theory for 
both ground wave and sky waves.   It has also been useful as a 
diagnostic tool for probing the ionospheric D-region to better evaluate 
its characteristics.   This particular usage of the Loran-C system 
could be exploited and extended much further. 
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QUESTION AND ANSWER PERIOD 

DR.   REDER: 

If you are in a mountainous region and you have a Loran-C receiver, how ac- 
curately can it determine your position? 

MR.   DOHERTY: 

If you are in a mountainous location with a loran receiver and you're interested 
in being about to return to that position, then we feel that the accuracy is of the 
order of 50 feet.   If you're interested in knowing precisely where that position 
is, then the answer is how much money are you willing to spend to predict where 
that position is theoretically.   Because we again feel that we can approach the 
50 foot accuracy if we have the information necessary to predict it, but this 
means the terrain and impedance, information all the way back to the transmit- 
ting station. 

Now, we're rapidly approaching the ability to do this entirely digitally on com- 
puters.   So, well you say it's trivial.   It's not trivial.   It takes big computers 
and lots of tapes and things like that, but we are getting to the point where we 
can do this. 

MR.   KEATING: 

Mr. Keating, Naval Observatory. 

One of the problems with this approach is that it requires, I believe, a fairly 
detailed knowledge of the terrain, the conductivities, the area over which you're 
going to integrate.   You're quite right about this numerical integration being 
very complex, but how do you go about getting this data ?  Some of this mapping 
of the terrain can be horrendous or is your method much simpler? 

MR.   DOHERTY: 

No, it's not much simpler.   Well, maybe it is in one way.   The terrain mapping 
information exists in the form of digitized tapes at DMA for many locations.   It 
boils down to a single tape for the entire United States, from which you can go 
from path A to path B. 

We have done that much and we believe that the detail is sufficient for the anal- 
ysis that we have done here.   We don't have the impedance information on mag- 
netic tape I might indicate at the present time.   We're proposing that it should 
be done. 

247 



DESIGN AND OPERATION OF A 
LORAN-C TIME REFERENCE STATION 

Kenneth Putkovlch 
U.S. Naval Observatory 

ABSTRACT 

The purpose of this paper Is to explore some of the 
practical questions that arise when one decides to 
use Loran-C In a time reference system.   Since the 
subject of Loran-C PTTI has been covered extensively 
In the literature (see bibliography), a minimum of 
time Is devoted to the concept and Implementation of 
precise time on Loran-C.   An extensive effort Is made 
to provide basic, practical Information on establish- 
ing and operating a reference station.   This paper 
covers four Important areas In this regard. 

1. The design, configuration and operational con- 
cepts which should be considered prior to es- 
tablishing and operating a reference station 
using Loran-C. 

2. The options and tradeoffs available regarding 
capabilities, cost, size, versatility, ease 
of operation, etc., that are available to the 
designer. 

3. What measurements are made, how they are made 
and what they mean. 

4. The experience the U.S. Naval Observatory Time 
Service Division has had In the design and op- 
eration of such stations. 

In general, an attempt Is made to answer basic ques- 
tions which arise when Loran-C is being considered 
for use in a time reference system. 

INTRODUCTION 

The purpose of this paper is to explore some of the practical problems 
that arise In using Loran-C in a precise-time reference system (PTRS). 
The use of Loran-C for timing has been covered extensively in the pub- 
lications listed in the bibliography.    For the purpose of this paper it 
is assumed that the intended user has satisfied himself that his timing 
requirements can be met using Loran-C and that his location is such 
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that reception of Loran-C is possible.    In general, this is relatively 
easy to determine; in a few cases it may require some on-site field 
testing.    In any case, a sound design philosophy of determining specif- 
ic requirements and examining and analyzing systems available to meet 
these requirements is an absolute necessity. 

DESIGN, CONFIGURATION AND OPERATIONAL CONCEPTS 

The design, configuration, and operational concepts are formed with the 
objective of creating a system which will produce consistently useful 
data.   As design parameters vary according to system requirements in 
each individual case, a universal design is virtually impossible.    The 
aspects common to all the systems dictate some design uniformity; how- 
ever provisions must be made to allow for system modification where in- 
dividual var    tions may become necessary.   The design philosophy should 
be one of flexibility, allowing for a variety of contingencies. 

Configuration or hardware concepts must also be extremely flexible to 
allow for unforeseen operating problems, variations in space available 
for equipment installation, or additional capabilities which may be 
needed.    Operational concepts are the most important and least appreci- 
ated factor in putting a system into operation.   The successful imple- 
mentation of operational concepts is an absolutely necessary complement 
to the design and configuration concepts.   Operational concepts deal 
with the people involved and thus are the factors which may well spell 
the difference between success or failure. 

In developing these concepts, there are a number of questions which 
must be answered definitively if the design and operation of the sta- 
tion is to have a chance at being successful. 

A.   What types of data are required? 

1. Is it necessary to know time-of-day, phase, or both? 

2. Will measurements be relative or absolute? 

3. To what accuracy do the quantities measured have to be 
known? 

4. To what precision do the measurements have to be made? 

The types of data required will dictate the type and complexity of 
equipment needed.   The realization of absolute time-of-day to 5 micro- 
seconds with a precision of ± 0.1 microsecond requires more sophisti- 
cated techniques and equipment, for example, than that needed to deter- 
mine relative phase to an accuracy of 10 microseconds with a precision 
of ± 1 microsecond.    Obviously, any measurement requiring greater accu- 
racy and precision requires more sophisticated techniques and equipment. 
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What is not obvious is the great difference in the degree of difficulty 
in making an absolute time-of-day measurement and making a relative 
phase measurement.   This is true not only due to the inherent difficul- 
ties in making absolute measurements of any type but also due to the 
limitations which presently exist in the Loran-C time dissemination and 
monitoring scheme. 

B. How current must data be, how often must they be reported and 
what means are available for reporting? 

1. Are data needed in teal-time, hourly, daily or after-the- 
fact? 

2. Is a special reporting system necessary? 

3. What facilities are available for data communication? 

The intended use of the data dictates when, how and if they are to be 
sent to a central collection point.    If data are for use solely in- 
house at the site, there is no need for reporting.    However, if the 
site is part of a network requiring real-time response capability for 
system synchronization, consideration must be given to designing a re- 
porting system.   This involves developing a meaningful recording format 
with uniform and consistent notation as to units, sign, etc., develop- 
ing a standard message format with built-in data error checks and  lav- 
ing a communication network available which is compatible with system 
needs. 

C. Where is the station going to be located? 

1. Is the location within groundwave or skywave range of a 
Loran-C transmitter? 

2. What are the local signal reception conditions? 

3. What local primary power is available for operating the sta- 
tion? 

4. How much and what kind of space is available for equipment? 

The location is a vital factor in the design and operation of a time- 
reference station using Loran-C.    Groundwave reception versus skywave 
reception means the difference between units and tens of microseconds 
in system capability.    Severe interference problems may require addi- 
tional equipment and impose additional demands on operating personnel 
if consistent data are to be obtained.    Poor regulation and frequent, 
extended outages of primary power are conducive to equipment breakdowns 
and data discontinuities.   Limitations in installation space and oper- 
ating enviornment may impose restrictions on the reference station de- 
sign. 
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D. How will the station be initially synchronized and periodically 
checked for proper operation? 

1. Can portable clock visits be made? 

2. Is there an operational PTTI satellite system available? 

3. Are there other timekeeping activities in that locale? 

If a station is to be part of a coordinated reference system, some 
means of performing an initial synchronization and periodic checks must 
be available for verification of output data.    If there are other time- 
keeping activities in the area or if access to a PTTI satellite system 
is available, the problem is minimal.    If that is not the case, and the 
location is not on a routinely traveled portable clock route, clock 
synchronization can be a vexing and costly problem. 

E. Who will be operating the station and taking data? 

1. Will a highly qualified and interested scientist, engineer, 
or technician be in charge? 

2. Will the station be operated by civilian or military person- 
nel? 

The success or failure of any field operation is dependent upon field 
personnel.    This is particularly true in the case where timekeeping is 
a secondary objective only loosely related to the station's primary re- 
sponsibilities.    The qualifications, attitudes, and interest of those 
immediately involved in the system, coupled with the command or manage- 
ment structure, can be the factor that spells success in situations 
where the technical aspects are marginal or the factor that assures 
failure in situations that should otherwise be successful. 

F. How will logistical support be handled? 

1. Is local logistical support available? 

2. Will all logistics be handled from headquarters? 

If the station is located in an area where supplies and services are 
available, no problems usually exist.    Location in areas where no local 
suppliers exist or transportation facilities are meager may require ex- 
tensive preplanning if the logistical  problems are to be overcome. 

G. How will equipment maintenance and repair be handled? 
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1. Will maintenance be on a repair or replacement basis? 

2. Will It be local or by a central depot? 

3. Will It be on a component, card, module or equipment basis? 

All equipment Included in the system must be chosen on the basis of fa- 
vorable, established performance and mean-time-before-failure charac- 
teristics.    However, most equipment needs periodic maintenance and some 
equipment will eventually fail.   How these problems are to be solved is 
dependent on several factors such as station location, logistical sup- 
port available and the capabilities of local personnel.   At one ex- 
treme, one might have higlily qualified personnel in a location where 
expert help and adequate logistical support is available.    In this 
case, local repair at the component level would be indicated.   At the 
other extreme, one might have inept, disinterested personnel at a re- 
mote site with no support available.    In this case, replacement of the 
equipment and repair at some central depot would be necessary.   The de- 
cision on what approach is to be used must be made early in the design 
stage as the speed with which a system failure can be corrected is an 
important factor in deciding how redundant the system must be made. 

H.    How will training of site personnel be accomplished? 

1. Will training be on site, on-the-job at each site or cen- 
tralized? 

2. Are operating personnel permanent or subject to reassignment 
on a regular basis? 

The probability of success in designing and operating any system is di- 
rectly proportional to the capabilities. Interest and enthusiasm of the 
operating personnel.   Good data can be obtained by skilled, interested 
personnel using a relatively poor system, while unskilled, disinterest- 
ed personnel can turn the finest system into a shambles.   Training can 
consist of anything from a formal, structured classroom and laboratory 
course to Informal, on-the-job, self-instruction from an instruction 
manual.    Whatever the means of instruction, motivation and interest are 
two factors which must be stressed.    In cases where personnel are fre- 
quently reassigned, the problem is compounded by this repeated turnover 
and provisions must be made for periodic retraining. 

DESIGN OPTIONS AND TRADE OFFS 

The options and trade offs regarding cost, size, versatility, ease of 
operation, etc., available to the system designer are illustrated in 
Figure 1 and Table 1.    Table 1 summarizes the most important character- 
istics of typical general equipment configurations.    Figure 1 provides 
a breakdown of the equipment and costs for each configuration.   Numer- 
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SUBSYSTEM EQUIPMENT BASIC AUTOMATIC AUTO/REDUNDANT 

Clock 5-23K 5-23K 10-45K 

CLOCK Mir,rostepper 3,000 

Distribution Amp 1,500 3,000 

TRF Receiver 750 

RECEIVER 
Auto Receiver 
Multifilter 
GRP Generator 850 

6,800 
650 

13,600 
1,300 

Oscilloscope 2,000 2,000 2,000 

DISPLAY 
Counter 

Recorder 

1,800 

2.000 

1,800 

4,000 

DC Standby 1,500 3,000 

POWER Uninterruptible 2,600 

MISC Racks, etc. 200 800 2,500 

TOTAL (EXCL USIVE OF CLOCKS) 3,800 17.050 36,800 

Figure 1.    Loran-C Reference Station Equipment Costs 

Basic Manual Basic 
Automatic 

Automatic 
Redundant 

Cost (without clock) $3-4K $15-20K $30-40K 
Size (inches of rack) 20-30 40-50 90-100 
Versatility Least Better Best 
Ease of Operation Difficult Moderate Moderate 
Continuity of Data Least Better Best 
Skill Required High Moderate Moderate 
System Precision ±1-5 ±0.1-1.0 ±0.1-1.0 

(microseconds) 

Table 1.   Comparison of Typical Systems 

254 



DISTRIBUTION AMPLIFIER 

OSCILLOSCOPE 

PATCH PANEL 

LORAN-C RECEIVER 

RECORDER 

STANDBY POWER SUPPLY 

DISTRIBUTION AMPLIFIER 

TIME INTERVAL COUNTER 

PATCH PANEL 

SWITCH PANEL 

LORAN-C RECEIVER 

RECORDER 

STANDBY POWER SUPPLY 

Figure 2.    U.S. NAVAL OBSERVATORY PRECISE TIME REFERENCE 
STATION 
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ous other configurations are possible.   A typical Naval Observatory 
PTRS is shown in Figure 2.   As is generally true with most systems, im- 
proved operational capability means increased size and cost. 

MEASUREMENTS 

Typical measurements made in a Loran-C time reference system are sim- 
ple.   The required output data are time interval between the local 
clock and the Loran-C clock.   Using corrections available from the 
Naval Observatory, (TSA Series 4), time relative to the master clock 
can be determined.    Present state-of-the-art equipment is available for 
making time interval measurements with a precision of 0.1 nanosecond. 
This is several orders of magnitude greater than the usable limits of 
Loran-C transmissions; hence no measurement problems exist which are 
due to hardware limitations. 

There are, however, problems of initially interpreting the meaning of 
the measurements.    System delays (propagation times, antenna and re- 
ceiver delays, tracking point locations, etc.) must be defined, meas- 
ured and removed from the time-interval measurement to arrive at clock 
differences.    The definition and measurement of these quantities are 
difficult and require special skills, techniques and equipment.   Total 
uncertainties of several microseconds can exist in the measurements and 
calculations made to determine delays.    Improper definition of tracking 
point and antenna characteristics can lead to half-cycle and full-cycle 
errors of five or ten microseconds.    Final resolution of discrepancies 
usually involves field testing with a well calibrated system and por- 
table atomic clocks. 

USNO EXPERIENCE 

The Time Service Division of the U.S. Naval Observatory has been re- 
sponsible for the design, construction, and operation of a number of 
precise-time reference stations in the past seven years.   Results have 
been mixed, with success or failure of any station being directly re- 
lated to the organization and personnel operating the station.   As one 
would expect, laboratories, whether government or private, directly in- 
volved in time-keeping are most adept at successfully employing Loran- 
C in time reference centers.   Conversely, at locations where PTTI is a 
secondary effort, where highly qualified and interested personnel are 
unavailable, where personnel changes are frequent and where operational 
responsibility is spread over several organizations, attempts at con- 
sistent operation of the stations have met with numerous problems sev- 
erely limiting their value and adversely affecting their data output. 
Even though much more effort is expended in putting those stations to- 
gether and training station personnel, they experience significantly 
more discontinuities in data, more equipment failures and more opera- 
tional problems than expected.   Attempts to lessen the impact of these 
problems by building redundancy into the instrumentation have met with 
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only limited success.   More equipment In unfavorable circumstances 
seems to engender more equipment failures.   With the exception of cor- 
recting obvious technical faults, Improved operations at these loca- 
tions depends entirely on what solutions can be found to the problems 
Involving operating personnel Idlosyncracles.    It has become obvious 
that these problems are common to all organizations which seek to es- 
tablish remote monitoring capabilities and are particularly acute In 
areas such as precise timekeeping where continuity and traceablllty are 
of primary Importance. 

CONCLUSION 

An attempt has been made to highlight some of the problems encountered 
In using Loran-C In a precise-time system.    Equipment exists to take 
full advantage of the timing capability Inherent in synchronized Loran- 
C transmissions.    Success at employing this equipment Is dependent on 
operating personnel, organizational structure and system design philos- 
ophy.   The concept of remote time-reference stations employing Loran-C 
has been proven workable; however, implementation is extremely diffi- 
cult if proper conditions are not available. 
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QUESTION AND ANSWER PERIQD 

DR.  WINKLER: 

I think Ken is absolutely correct, but there is another way of looking at it.   My 
way of looking at it is that you're going to run into problems at ary rate, what- 
ever you do.   Our example is the SATCOM stations, the planning for the precise 
time reference stations is a good one, I think.   Whatever you do, you will run 
into problems.   If time is short, as it usually is, you may combine the learning 
period by throwing everything together and make the people learn how to do it 
while the system accumulates experience.   That is a very unorthodox philosophy 
of management, but if it is coupled with a great degree of redundancy which also 
you must have at any rate, because even the best clock will stop, even at the 
best station, the best operators will goof, if you combine these, you end up, 
still despite all the trouble, with an operating system, and I think today, despite 
all the problems, there are many stations which produce with very little initial 
effort very useful data.   And that is the other side of the coin.   I think they both 
have to be looked at, but, of course, I think then the problems are increasing, 
the ones which Ken has mentioned, particularly I think our transportation prob- 
lems.   There is no question about they are on the increasing side. 

We have had no shipment recently without a damaged part and I'm increasingly 
becoming concerned.   Maybe in a timing field where we do operate with greater 
requirements for attention and training, we may be the first ones to notice 
something.   But I have a feeling that it will be more difficult to translate basic 
capabilities as mentioned by Bob Doherty before into actual operational ones, 
which was what Ken Putkovich has been talking about.   And where there is a 
factor of a thousand between the two. 

MR.   MITCHELL: 

First off, we must have the transportation system that they use in Guam because 
we have that problem also.   Being in the same area as Guam, I'm sure it is the 
same transport. 

We have just recently started collecting data from SSI.   Now SSI is a low power 
transmitter for Loran-C and due to the distance we're way down in the mud on 
the signal and it's fairly hard to distinguish when we are on the signal and if it 
is the right signal. 

The multifilter that you mentioned, would this help us in determining the signal 
and does it have any drawbacks ? 
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MR.   PUTKOVICH: 

Yes, it will help you if your noise is essentially discrete—in discrete frequencies 
I should say.   You can, with the currently available filters, probably notch out, 
I think, 6 or 8 discrete frequencies that are bothering you.   If you have a really 
bad noise problem where your noise is across the full spectrum, I don't know 
whether that will help you.   There are drawbacks in using the multifilter in that 
you introduce additional delays and additional uncertainties in your system. 

MR.   MITCHELL: 

One other question.   Is there anybody that publishes some kind of data on new 
equipment that's available for the Loran-C ? I know we're kind of out of the 
country there and it's kind of hard for us to get information.   We would like to 
make improvements to the system if we could. 

Is there a source of information for this ? 

MR.   PUTKOVICH: 

Well, there's a problem in that area in that you have a very limited number of 
people producing Loran-C equipment and it was specifically requested that we 
don't advertise for any particular companies.   It turns out however, that if you 
want a cesium oscillator, you don't have very many places to go and the same 
thing is true if you want Loran-C equipment.   There is only one company that 
produces an automatic timing receiver now, possibly two; and if you get in touch 
with that company, you get the information on what's available. 

MR.  STRUCKER: 

Pete Strucker with the Navy Metrology Engineering Center California. 

I'd just like to comment on that noise condition and say that you can get a syn- 
chronous filter that will take care of broad band noise and it will pull the signal 
right out of the noise for you. 

MR.   PUTKOVICH: 

It's produced by the same company, incidentally. 

DR.   WINKLER: 

There is one more point maybe which we should also mention in this context and 
that is even for precisions of a tenth of a microsecond, temperature control in 

260 



the Loran-C receiver environment is an absolute must.   Some of these filters 
have temperature coefficients which are inordinately high and I think they could 
be Improved. 

We have 5 receivers on hand which are interrogated every hour by the computer. 
After you subtract from the readings, the individual receiver system delays 
(they operate on two antennas) you should end up with identical measurements 
every hour for these 5 receivers.   They all operate in a reasonably well tem- 
perature-stabilized environment. 

Now what is the standard deviation for an individual reading?  It is in the order 
of 50 nanoseconds and peak-to-peak variations can occur of several tenths of a 
microsecond, and we have no explanation for that except the temperature sensi- 
tivity of the receiver, number one.   And number two, I think also not to be for- 
gotten is coherent interference.   It's not only crossrate interference as men- 
tioned before, but in most areas of civiliation, unfortunately civilization also 
produces coherent carriers, highly coherent carriers. 

In Europe transmissions at 75 and 60 and 50 kilohertz, in the United States 60 
kilohertz and 88 kilohertz are very dangerous and when that carrier comes on 
at 88 kilohertz it's being sampled coherently and unless you are careful to elim- 
inate that interference, you will have unavoidably a step of several tenths of a 
microsecond, in your received signal due to that source. 

Coherent interference and temperature instability are two things which one must 
remember. 

DR.   RE DER: 

Training of personnel seems to be a crucial thing.   Now, you could say all right, 
let's try the handbook, you know how to do It, a cookbook.   The trouble with a 
cookbook by the time it's finished, the system's obsolete.   Now, you do publish 
a lot of tables—daily phase values and so on.   Why not every time you run into 
a specific problem and since you are the ones who have apparently most the re- 
ceivers in the United States, so you should also have a lot of problems, so every 
time you run into such a problem write a very short thing in a single page and 
distribute it to users ? 

DR.   WINKLER: 

It is not a joke, but we now have an automatically produced teletype, which is 
sent to each station and every day inadvertently sent messages to the wrong 
address identifier and they don't look it up. 

261 



It's a real problem.   Any kind of a sophisticated system which depends upon 
people looking even into instruction manual will be doomed, I believe. 

MR.   PUTKOVICH: 

That's exactly true.   We go to many of the stations to find out why we're not 
getting good data from them, and you can't find the instruction manuals.   You 
can't even find TOC tables that they're supposed to be using to set their receivers. 

DR.  WINKLER: 

You must have redundancy. 

MR.  STRUCKER: 

One of the ways that we tried to overcome this training problem, since we do 
have a lot of time Loran-C calibration systems on board ship where the per- 
sonnel are rotated, was to produce a series of videotapes starting from the 
history of time and time dissemination and Loran-C and the operation of the 
system—how you use the system to calibrate the device that you have to cali- 
brate, maintenance of the receiver, and we even included some of the HP tapes 
on replacing the beam tube and on and on and on. 

We found the personnel are more apt to sit down and watch a TV program since 
everybody is already tuned In to television, rather than sit down and read a 
lengthy manual, and in most cases, we found it worked quite well. 

I'd like to add one other thing though, we did have a problem with the series of 
videotapes, we also had to supply a video cassette player and a TV set, and we 
did run into some problem with installing TV sets in the calibration labs aboard 
ships. 
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PERFORMANCE OF  LORAN-C CHAINS uELATTVE TO UTC 

A. R. Chi 
Goddard Space Flight Center 

ABSTRACT 

With the advent of space science and applications the require- 
ments for precise and accurate time and time interval have 
approached to the order of microseconds and below.   To 
meet these needs users must examine the various techniques 
to maintain the time scale and assess their long-term 
performance. 

Loran-C navigation system has been widely used in the last 
few years as a precise time reference signal for international 
comparison of the primary clocks in the northern hemisphere. 
This paper presents the long-term performance of the eight 
Loran-C chains in terms of the Coordinated Universal Time 
(UTC) of the U.S. Naval Observatory (USNO) and the use of 
the Loran-C navigation system to maintain the user's clock 
to a UTC scale. 

The atomic time (AT) scale and the UTC of several national 
laboratories and observatories relative to the international 
atomic time (TAI) are presented.   In addition, typical per- 
formance of several NASA tracking station clocks, relative 
to the USNO master clock, is also presented. 

Recent revision of the Coordinated Universal Time (UTC) 
by the International Radio Consultative Committee (CCIR) 
in its 13th Pleaary Assembly is given in an appendix. 
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PERFORMANCE OF  LORAN-C CHAINS RELATIVE TO UTC 

INTRODUCTION 

National time keeping and maintenance agencies lor each country have primary 
responsibilities in the maintenance and dissemination of accurate time to the 
users.   These primary clocks which provide the accurate time are maintained 
on a long term basis and are traceable to the origin of an epoch.   The time 
signals^- are disseminated through radio frequency emissions or other techniques 
to users, including other national time keeping agencies.   The international com- 
parisons of time signals among the national time keeping agencies comprise the 
data base for the adoption of uniform time scales such as the Coordinated Uni- 
versal Time (UTC) and the International Atomic Time (TAI).   It is the time as 
a scale rather than the time as an epoch that is in increasing demand by modern 
users. 

With the advent of space science and applications in the last decade the require- 
ments for precise and accurate time and time interval have approached the capa- 
bilities of national time keeping and maintenance agencies.   To satisfy the so- 
phisticated users, the national time keeping agencies issue time corrections 
periodically in the form of bulletins or announcements.   These corrections are 
given relative to a primary time standard or master clock.   For example, the 
Bureau International de 1'Huere (BIH) issues a monthly circular, circular D, 
which gives the time comparison between the various national time standards' 
relative to UTC and TAI.   The use of these bulletins, announcements, and cir- 
culars and the long term stability of the primary time standards relative to the 
internationally adopted time scales is presented in this report.   Users who need 
precise and accurate time and time interval on the order of microseconds or 
better undoubtedly recognize the need to use these corrections.   The proper 
interpretation of the user's requirements in terms of time or time interval, the 
difference between accuracy and precision of measurement, and the accuracy 
of maintaining a clock relative to a time scale is generally the responsibility of 
the users who must communicate effectively to those experts who generate and 
maintain the time standards and/or who provide the techniques for clock 
synchronization. 

CLOCK COMPARISON TECHNIQUE AND DATA 

Clock comparison techniques are numerous and vary in accuracy and precision. 
In general, radio frequency transmissions in VLF, LF, and HF bands have been 
used as the work-horse and provided continuous,  reliable and real-time time 
transfer references for clock comparisons.   Portable clocks, satellites (both 
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natural and artificial), and coherent radiations from quasars are in increasing 
use to meet specific needs.   As the accuracy in timing requirements is in- 
creased, not only must the accuracy of transmission and the precision of meas- 
urement be increased, but also the stability of the oscillators (fly wheel) which 
generate the time must be increased. 

The most often used time transfer reference signal for clock comparison among 
primary clocks in national laboratories is the 100 kHz transmissions of the 
Loran-C navigation system.  At present, Loran-C consists of eight chains 
which provide coverage for the northern hemisphere.   The resolution of time 
comparison of an identified cycle of the received signal is about 1/I00th of 
a cycle or 0.1 microseconds. The long term stability of the propagation de- 
lay, even for groundwave, is probably not much better than ±0.5 microsecond. 
The long term stability of the time transmission of a Loran-C chain at present 
is about one order of magnitude lower.   The requirement imposed by users to 
the U.S. Coast Guard who operates the Loran-C chains for controlling the 
emitted time relative to the master clock of the U.S. Naval Observatory is 
much larger.   This requirement has been stated between 15 and 25 microseconds. 
The performance of the Loran-C chains varies from chain to chain but is better 
than the stated requirement. 

The data collected by each national laboratory or observatory is published and 
is available to the users.   For example, in the United States the Naval Observa- 
tory issues to general users a series of time bulletins and announcements on a 
weekly basis, and sends corrections by telegrams on a daily basis to special 
users.   The National Bureau of Standards issues a special publication, NBS 
Special Publication 236, on a monthly basis.   In other countries, for example 
in the United Kingdom, the Royal Greenwich Observatory publishes a monthly 
Time Service Circular.   Also, die National Research Council of Canada pub- 
lishes their Loran-C measurements in letter form once every ten days and Time 
and Frequency Bulletins monthly.   The Institute Electrotecnico Nazionale of 
Italy publishes a monthly circular and the Bureau International de l'Heure pub- 
lishes monthly circulars and annual reports.   The contents, as well as the 
frequency of publications vary as do the needs.   In general, the information 
is readily available and the publications can be had upon request.   Typical 
time service notices, bulletins, announcements, and circulars are given in 
Appendix A. 

HISTORICAL BACKGROUND OF ATOMIC TIME 

Present primary time standards, as maintained by national laboratories, are 
based on cesium atomic oscillators which are made either in the laboratories 
or by a commercial firm.   The time maintained by these oscillators is referred 
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to as atomic time. Historically, A. 1 was the weighted average of nine cesium 
atomic standards which were located in nine laboratories in four countries.2 

This average was maintained by the U.S. Naval Observatory (USNO).   A.l is 
presently the average of an ensemble of 15 to 30 commercial cesium atomic 
standards maintained at the USNO.3  Each individual national laboratory also 
maintained an atomic time scale identified with a laboratory such as the 
U.S. Atomic Time (USAT) of the National Bureau of Standards which is now 
known as AT (NBS).   Other examples are the Greenwich atomic time (GA) 
and now the GA2 of the Royal Greenwich Observatory, and the A3 of the 
BIH. 

As the various atomic time scales went through the process of evolution it be- 
came obvious to many that an international standard must be adopted.   >5 Thus, 
the Xlllth General Conference of Weights and Measures (CGPM) adopted in 1967, 
the definition of the second as "the duration of 9,192,631,770 periods of the ra- 
diation corresponding to the transition between the two hyperfine levels of the 
ground state of the cesium atom 133." The CGPM also defined International 
Atomic Time (TAX) as "the time coordinate established by the BIH on the basis 
of the readings of atomic clocks operating in various establishments conforming 
to the definition of the second, the unit of time of the International System (SI) 
of Units." 

The XHth Plenary Assembly of the International Radio Consultative Committee 
(CCIR) of the International Telecommunication Union, adopted in 1970 the im- 
proved UTC system.   The Improved UTC system was revised by the XHIth 
Plenary Assembly of the CCIR in 1974 as given in Appendix C.   This system 
eliminated the changing frequency offset between UTC and TAI and increased the 
step-time aHjustments from 0.1 to 1 second which is now called a leap second. 
Thus the UTC and TAI have the same rate. 

CLOCK COMPARISONS 

Based on the published clock correction data of BIH, the atomic time scales, as 
maintained by several national laboratories and observatories, are plotted for 
900 days as shown in Figures 1 and 2.   In these figures the ordinate is plotted 
as the clock difference. At, in microseconds between TAI and the AT of a labo- 
ratory shown in parenthesis.   The three abscissas shown are the elapsed time in 
days,, the Modified Julian Day (MJD), and the year, month, and day (YR, MO, 
DY).   The clock off-sets of the several laboratories were not removed, for his- 
torical reasons or by choice, so as to maintain a continuous time scale for the 
particular laboratory. 
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In Figures 1 and 2 these clock offsets were arbitrarily chosen so that the origins 
of the curves are near zero.   The larger slope or clock rate difference between 
TAI and AT (NBS) shown in Figure 2 is attributed to the frequency difference 
between laboratory and commercially made cesium atomic standards.7 Although 
the Physikalisch-Techische Bundesanstalt (PTB) of Federal Republic of 
Germany and the National Research Council (NRC) of Canada also have labora- 
tory made cesium atomic standards, it is not known if these standards are used 
to steer their working standards, which are commercially made cesium atomic 
standards.   Atomic time scales are maintained by national laboratories; their 
relation to the International Atomic Time Scale is of interest.   Only through this 
known relation can the time variant data collected by experimenters in different 
countries be correlated and compared. 

Those measurements which are dependent on the earth's position are made rel- 
ative to the Coordinated Universal Time (UTC).   The UTC of each laboratory 
relative to the UTC of BIH is also plotted for 900 days as shown in Figures 3 
and 4.   The difference between UTC (BIH) and TAI is -10 seconds as of January 
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1, 1972 (with the negative sign indicating UTC late), -11 seconds on July 1, 1972, 
-12 seconds on January 1, 1973, -13 seconds on January 1, 1974, and -14 sec- 
onds on January 1, 1975. 

Figure 5 shows the UTC time comparison of three national laboratories for 550 
days using the East Coast chain of the Loran-C navigation system as the time 
transfer refei-ence signal.   The East Coast chain consists of five stations with 
the master station being located at Cape Fear, North Carolina and four slave 
stations located at:  Jupiter Inlet, Florida; Cape Race, Newfoundland; Nantucket, 
Massachusetts; and Dana, Indiana.   Also shown at the bottom of the figure is the 
time difference between UTC (USNO) and UTC as transmitted by the Mediter- 
ranean Sea chain.   Thus, these data permit the time comparison between the 
East Coast and the Mediterranean Sea chains using UTC (USNO) as the time 
transfer reference.   The obvious single break in the East Coast chain data, 
which occurred on MJD 41994 (Nov. 8, 1973) are due to step time corrections 
made at the master stations as are the two breaks in the Mediterranean Sea data 
which occurred on MJD 41840 (June 7, 1973) and on MJD 42090 (Feb. 12, 1974). 
The smaller step time corrections and frequency changes of the oscillators made 
from time to time at the master station will become obvious when the detailed 
data is examined.   It should be pointed out here that the time transmitted by 
Loran-C chains is required to be within only ±25 microseconds of the master 
clock of the U.S. Naval Observatory (USNO MC).   This requirement (as can be 
seen in Figure 8) is met with a safety factor of one to three. 

Figure 6 shows the relative time differences of the Mediterranean Sea chain and 
the Norwegian Sea chain with respect to UTC of the Istituto Elettrotecnico 
Nazionale (IEN) of Turin, Italy and UTC of the USNO.   From this figure one can 
calculate the UTC time difference between IEN and the USNO and between the 
two Loran-C chains as shown in Figure 7.   It should be pointed out that these 
calculations were made on the assumption that the propagation delays are con- 
stant for the time of observation between the monitoring stations and the Loran- 
C transmitters and between the slave stations and their master stations.   This 
assumption is reasonable for a short period of time (days), and is under ques- 
tion for a longer period of time (months or longer). 

LONG-TERM TIME STABILITY OF  LORAN-C CHAINS 

Figure 8 shows the time differences of six of the eight Loran-C chains relative 
to the master clock of the U.S. Naval Observatory (USNO MC) as a function of 
time for about 900 days.   Figures 9, 10, and 11 show the time difference of nine 
individual Loran-chains relative to the USNO MC.   Figure 9 shows the present 
behavior of time controlled Loran-C chains.   Figures 10 and 11 show the prog- 
ress of implementing the time control of a Loran-C chain.   In Figure 11, the 
performance of the West Coast Loran-D chain, which was recently implemented, 
is also given. 
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For convenience some reference information on Loran-C and Loran-D is 
given in Appendix B of this report.   Table B-l gives the stations of the nine 
Loran-chains, and their repetition rates.   Users of Loran-C are advised 
that the repetition rate for each chain has been changed from time to time since 
1970.   This is done to avoid cross chain interference of the Loran-C tranmis- 
sions and to identify the chains.   Table B-2 gives the basic group repetition 
rates.   Table B-3 gives the Loran-C group period in microseconds for basic 
and specific rates.   Table B-4 gives the phase reversal coding sequence of the 
eight pulses within each group for the master and slave stations. 

USE OF UTC AND LORAN-C 

Based on the excellent performance of the clocks maintained by the national lab- 
oratories and observatories it is obvious that special facilities and supporting 
personnel are required to maintain a constant time scale in addition to an en- 
semble of highly accurate clocks.   This is particularly true if the time scale is 
to be compared to another such as UTC (BIH) or TAX (BIH).   Users who have 
requirements for clock time accurate to a few microseconds or better relative 
to a national time standard such as UTC (USNO MC) or UTC (NBS) must use 
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the corrections provided by the national time keeping agencies. This is true 
even for precise time interval users who may correlate periodicities or com- 
pare independent observations which were made over a long span of time. 

The daily time corrections made to the Loran-C transmission are deter- 
mined by real time measurements made by monitoring stations.   In addition, 
portable clocks or satellite time transfer techniques are used to measure the 
clock differences between the monitoring stations and the US NO.   From these 
clock measurements post corrections are occasionally generated to correct the 
Loran-C corrections.   New users of precise time must pay special attention 
to the proper use of the circulars, bulletins, or announcements issued by the 
national laboratories. 

TYPICAL NASA TRACKING STATION CLOCK PERFORMANCE 

NASA Spaceflight Tracking Data Network (STON) is equipped with cesium atomic 
frequency standards, VLF receivers, Loran-C receivers and WWV receivers. 
Each station has at least one cesium beam tube standard with automatic backup 
to a rubidium gas cell standard and a crystal oscillator standard8 in the event 
of a failure.   Some sites have two cesium standards — one prime and one back 
up.   Eventually, by late 1975, all sites will have two cesium standards.   Each 
station also has either a dual redundant or a triple redundant majority logic time 
code generating system.   The timing systems have many and varied frequency, 
pulse, and time code outputs to meet station frequency and time requirements. 

The station clock is rated with respect to the USNO MC via a naval communi- 
cations VLF transmission such as the VLF station NAA at Cutler, Maine.   When 
it has been determined that the frequency of the station clock deviates by more 
than ±1 x lO"12 , for three months or longer, the station timing engineer is di- 
rected by the network operation engineer in charge of timing to change the clock 
frequency by an amount to minimize the deviation.   A typical performance rec- 
ord is shown in Figure 12 which shows the phase difference between the Canary 
Island station clock relative to the  USNO MC (labeled as time advance) as a 
function of time for fiscal year 1974.    The phase difference measurement is 
actually made by using the NAA VLF station as the transfer frequency reference. 
When the VLF phase suffered a phased jump, as indicated by the crosses which 
are not in coincidence with the circles, the phase is corrected.  If the VLF phase 
record is discontinuous, e.g., due to propagation anomalies, the phase jump 
can often be measured and corrected as shown by the circles.   If the discon- 
tinuity is due to equipment failure, the phase jump can only be estimated.  Since 
a phase jump can be several cycles, the actual measured VLF phase differences 
often fall outside the range of the scale ±100 microseconds.   The fact that the 
phase of a VLF signal is not continuous is a major shortcoming for time trans- 
missions.   The use of dual VLF for time transmission is an approach to remove 
or to reduce the phase jumps. 
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The station clock Is synchronized via a standard time signal emission, such as 
WWV, for coarse time.  The fine time is obtained via a Loran-C signal. Those 
stations which are within the range of the ground wave propagated oignals at 100 
kHz, can usually maintain their clocks to ±20 microseconds or better depending 
on the operation procedure and geographical location relative to a Loran-C chain. 
The curves in figures 12 through 15 represent the time difference and the circles, 
the phase difference. The least squarsfit of the phase difference of v segment of 
data is the frequency difference between the station cesium frequency standard 
and the USNO MC.   Figure 13 shows the Canary Island (CY1) station clock rela- 
tive to USNO via Estartit, a slave station of the Mediterranean Sea chain.   It is 
Interesting to compare these frequency differences as measured via NAA (Fig- 
ure 12) and Loran-C Mediterranean Sea chain (Figure 13),    The agreement is 
within 0.5 xlO12. 

The best performance of a NASA station clock maintained to the USNO MC is 
that of the station at Merritt Island, Florida (MIL) as shown in Figure 14.   For 
the data shown it actually surpasses the performance of the Loran-C East 
Coast chain. While the East Coast chain was used as the transfer time reference, 
the fact that the frequency of the station clock was not adjusted probably 
accounts for its superior performance. 

When a NASA station is located outside the range of the groundwavc propagated 
signal of a Loran-C chain such as Carnarvon in northwest Australia, the 
sky wave propagated signal was used.   For convenience in calculation it was 
assumed that the same mode of propagation took place for the path between the 
station and the transmitter.    Figure 15 shows the station clock performance 
at Carnarvon relative to USNO MC via the 5th hop propagated from Iwo Jima 
of the Northwest Pacific Loran-C chain.   It can be seen from this figure that 
the Carnarvon station clock was maintained to within 75 microseconds of 
USNO MC for the year shown. 

Although extensive analysis of the performance of the NASA's station clocks 
cannot be presented in this paper, enough evidence has been presented to the 
users for the need of the corrections to frequency or time transfer reference 
signals if they are to be used to n.aintain the user's clocks.   Some evidence 
was also presented to support the body of opinion that the best performance 
of a clock is achieved by fewer corrections or perturbations. 

The author wishes to express his appreciation to Mr. John K. Jones, GSFC 
Network Operation Engineer in charge of timing for implementing the computer 
data redaction and analysis of the NASA station clocks relative to USNO master 
clock and for providing the graphs to the author for publication.  He also wishes 
to acknowledge the assistance of Leslie Lobel who plotted Figures 1 through 11 
during the summer of 1974. 
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APPENDIX A 
U.  S.  NAVAL OBSERVATORY 
HASHIIIOTON,  D.C.     20190 

21 AUGUST 1*7» 

DAILY PHASE VALUES AMU TIME DIFFERENCES SERIES k NO. m 

REFERENCES:     (A)  TIME  SERVICE   INFORMATION  LETTER OF  IS AUGUST  107) 
(B) TIME SERVICE ANNOUNCEMI.NT,  SERIES U,   NO.   56  (LURAN-C> 
(C) DAILY  PHASE VALUES AND TIME DIFFERENCES,   SERIES  k.   NO.   319  (LORAII-D) 
(U)  DAILY PHASE VALUES AND TIME DIFFERnNCES.   SERIES k,  NO.  19S  (TV) 

THE TABLE GIVES:     UTCCUSNÜ MC)  - TRANSMITTING STATION UNIT • ONE MICIIOSECWIO 

•MEASUIIEU BY USNO TIME REFERENCE STATIONS MITHIN GROUND WAVE  RANGE BUT CORRECTED TO 
REFER TO USIIO MASTER CLOCK. 

• •COHPUTEÜ FROM DIFFERENTIAL PHASE  DATA  PROVIDED IIY  THE  U.S.  COAST GUARD STATIONS 
UPEHATINO ON Tilt NORTH ATLANTIC REPETITION RATE AND FROM USNO MEASUREMENTS. 

LURAN-C« LURAN-C» LÜRAN-C LOHAN-C«* LOHAN-C** LORAN-C** 
SS3 SI SS7 SL3 SL1 SL7 

NORTHWEST CENTRAL EAST COAST NOIIWEGIAII MEDITERRANEAN NORTH 
FHEItUENCY PACIFIC PACIFIC U.S.A. SEA SEA ATLANTIC 
kHi (OTC) 100 100 100 100 100 100 

MOD 
AUG. Ill »2275 -5.5 - 0.6 -3.1 1.2 -5,1 

1.2271. -5.5 - 0.5 -3.7 1.» -5.1 
Il227!< -3.6 - 0.» -5.« 1.1 -5.5 
1.2270 -5.5 - 0.» -3.7 1.5 -5.» 
k2277 -5.5 - 0.3 -3.6 1.5 -5.5 

1.227« -5.6 . 0.3 -5.5 1.» -5.5 
1.227» -3.6 - 0.2 -5.9 1.2 -5.7 
1.2210 -3.6 - 0.2 -3.7 1.2 -5.6 
1.2211 -5.7 - 0.1 -3.7 1.1 -5.6 
1.2212 -5.« - 0.0 -3.» - -5.» 

1.2215 -3.7 . -0.2 -5.7 . -5.« 
1.2211. -5.7 - -0.2 -5.» - -5.9 
«2215 -5.7 - -0.2 -5.9 - -6.0 
1.2211. -3.8 - -0.5 -5.6 - -6.0 
I.22t7 -5.6 - -C.3 -5.5 - -5.9 

LOHAN-C** LORAN-C« LORAN-D 6 7 5 
SH5 SH7 S7 

SOUTHEAST NORTH WEST COAST OMEGA NO OMEGA NO OMEGA NO 
FHEüUENCY ASIA PACIFIC U.S.A. 10.2 15.1 13.6 
KHZ (UTC) 100 100 100 6,000* 6,000* 6,000* 

IVID 
AUG. Ik «2273 -162.3 - ».» »27 »21 »21 

1.22711 -162.» - ».3 »21 »29 »2« 
I.227S -162.1 - ».» »21 »29 »29 
»227b -162.5 - - »21 »50 »51 
»2277 -162.9 - - »21 »50 »51 

«2271 » . 6.5 »21 »29 »30 
»2279 - . 6.6 - - 
»2210 - - ».• - - - 
»2211 - - ».7 »25 »26 »27 
»2212 - - k.7 »26 »26 »27 

»2213 _ . « »25 »26 »27 
»221» - - • »25 »26 »27 
»2215 - • $.0 »26 »27 »21 
»22tb - - 5.1 »26 »27 »21 
»2217 - - S.l »25 »25 »21 

1 » 2 5 1  UASHINGTON, DC 
FKEdUENCY OMEGA T GBR NAA NLK NBA WTTG 
KHZ (UTC) 15.6 16.0 17.1 11.6 26.0 CHANNEL 5 

11,000* 19,000* 5,000* 12.000* 11,000* EMITTED 
rwo 

AUG. U 627 511 22» 519 - 5.9 
627 517 223 519 - 3.9 
627 517 223 519 075 3.9 
62« 517 223 Sit 075 - 
621 511 22» 519 072 3.1 
621 516 222 519 071 3.1 
627 511 223 519 070 - 
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DAILY  PMA!>e   VALUES  AND  TIME   UIFFEIIENCES  SERIES  It,   NU.   J95   (CONTINUED) 

NATIONAL  TELEVISION  NETWORKS 
NBC IIRC 

1U:25:00 UT  19:51:00 UT 

AUG. U 
2> 
21. 
25 
26 
27 
2» 

IWO 
Ii22ll 
U282 
I.228J 
It22l<t 
t.2285 
1.2286 
1.2287 

27,271.2 
7,292.7 

10,SI*.9 
2.1.52.0 

20,1,56.2 
21.,1.50.0 
11,008.6 

20,21.8.6 
3,215.1 
3,1.92.} 

28,659.2 
1,126.1 

17,1.26.6 
1.06.2 

CBS 
19:26:00  UT 

6,131.2 
23,088.8 
29,U32.3 
22,21.0.1 
5,131.0 

21,388.A 
I.,277.1 

CBS 
1<J:32:00  UT 

33,175.2 
16,066.1 
22,792.5 
IS,219.U 

lit,363.1. 
30,621.0 

ABC ABC 
19:27:00 UT  19:33:00  UT 

9,238.8 
25,532.1. 
26,'178.6 
10,f.52.7 
6,141..5 

22,1.1.8.5 
5,375.3 

2,216 
18,509 
19,V2C 
3,1.93.6 

15,1.28.0 
31,719.5 

NOTES: 

(1) PROPAGATION  IIISTURIIANCES WERE  OBSERVCI)  NEAIt  THE   FOLLOWING TIMES: 
23 AUG.     1135/3 
21.  AUG.     11.30/3 
27 AUG.  1855/3 
28 AUG.  1655/1.. 

(2) NAVY STATION OFK-AIH TIMES: 
NBA 25 AUG. 1127 TO 1128 UT 

11.33 TU 11.31. UT 
1'JIO TO 1912 UT 

(3) (SH3) SOUTHEAST ASIA LOR/.N-C 
12 AUG.  -161.5 
13 AUG.  -160.5 

U)   (SL3-U)   NORWEGIAN  SEA  LOUAN-C  SLAVE  SYLT,   C.EKMANY WAS  OFF THE  AIR 0950 
TO  131.7  UT  27 AUG. 

(5)   Ul-X)  CENTRAL PACIFIC  LORAN-C SLAVE UPOLU POINT,  HAWAII   IS SCHEDULED TO BE OFF 
THE Atlt 1730 TO 0i»50 UT DAILY COMMENCING 1730  UT  27 AUG. AND ENDING 01.30 UT 
1 SEP.  AND FIVE-MMIUTE  PERIODS DAILY AT 1730,   2200.   2300,   0200,  AND 01.30 UT 
COMMENCING 1730 UT 1 SEP. AND ENDING 01.35 UT  15  SEP. 

(b)   (SS3-M)  NORTHWEST PACIFIC LDRAM-C MASTER   IWO JIMA  IS SCHEDULED TO HE OFF THE AIR 
U150  TO 01.30 UT 29 AUG. 

(7) (SS7)   EAST COAST LORAN-C CHAIN  IS SCHEDULED TO BE DECREASED  IN  FREQUENCY BY 
APPROXIMATELY 8.0  PARTS   IN TEN TO THE THIRTEENTH AT  16Ü0 UT 6 SEP. 

(8) (SL7)  NORTH ATLANTIC LORAN-C CHAIN   IS SCHEDULED TO BE  DECREASED  IN  FREQUENCY  BY 
APPROXIMATELY 1.0   PART   III TEN TO THE TWELFTH AT 1600 UT 6 SEP. 

(9) OMEGA  STATIONS OFF-AIR TINES: 
NORTH DAKOTA     21. AUG.     0502 TO 050U UT 

0526 TO 0535 UT 
061.1 TO 061.3 UT 
2217 TO 2220 UT 

25 AUG. 01.35 TO 01.37 UT 
01.52 TO 01.51» UT 
0513 TO 0515 UT 
081.2 TO 081.1. UT 
0921 TO 0923 UT 
0929 TO 0931 UT 
091.8 TO 0950 UT 
101.8 TO 1050 UT 
1257 TO 1259 UT 
11.18 TO 11.20 UT 
1710 TO 1712 UT 
1817 TO 1819 UT 
1918 TO 1919 UT 

TRINIDAD     28 AUG. ABOUT 1005 TO 1015 UT 
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Circular n.  26 IEN - Istltuto Elettrotacnlco Nazlonala - Turin (Italy) 

VLP.  LF AKD I/)RAW C SIGNALS RECEIVEP AT JEW 

REFERENCE: HP 3061 A Cesia-n Standard 
UTC(IEN) - SI3KAL 

micrnseconds 

DATE 
MARCH 
1974 

NAA GBR KSF ESTARTIT 

M.J.D.       * 
Hz        17.8 16.0 60.0 100.0 
T          1400 1400 1400 1400 

9,000+ 9,000+ 1,000+ 

1 42107 891.0 994.5 671.5 ♦9.4 
2 8 891.0 994.0 689.0 ♦9.5 
3 9 887.0 992.5 673.0 ♦9.6 
4 10 885.0 992.0 675.0 ♦9.6 

♦ 9.8 5 11 886.0 992.0 655.0 
6 12 685.5 992.0 625.0 ♦ 10.2 
7 13 - - - ♦9.9 

♦9.^ 8 14 888.0 994.0 624.5 
9 is 8^1.0 QQi.O 593.0 ♦9.9 

10 16 888.0 993.5 609.0 ♦9.9 
♦ 10.0 11 17 868.0 994.0 609.0 

12 18 687.5 935.5 592.0 ♦ 10.0 
13 19 868.0 996.0 579.0 ♦ 10.1 
14 20 869.0 996.0 579.0 ♦ 10.1 
15 21 889.0 996.0 579.0 ♦ 10.1 
16 22 890.0 995.5 551.0 ♦ 10.2 
17 23 889.0 996.0 545.0 ♦ 10.2 
18 24 850.0 996.0 526.0 + 10.1 
19 25 895.0 996.0 513.0 ♦ 10.1 
20 26 893.0 996.5 482.0 + 10.1 
21 27 893.0 996.5 447.0 ♦ 10.1 
22 28 892.0 997.0 430.0 + 10.2 
23 29 691.0 996.0 448.0 + 10.2 
24 30 891.0 997.5 449.5 + 10.2 
25 31 693.0 997.0 450.0 + 10.3 
26 32 890.0 997.0 418.0 + 10.2 
27 33 890.0 997.0 400.0 + 10.1 
28 34 690.0 997.0 385.0 + 10.2 
29 35 691.0 997.0 369.0 + 10.3 
30 36 890.0 997.0 3Ö5.0 + 10.3 
31 37 691.5 997.5 369.0 - 

SYLT IAM 
100.0 5,000 
1400 0800 

xlO3 

+7.0 _ 
+7.2 - 

+7.2 m 
+7.4 - 
+7.0 - 

♦2-7 
+8.2 

— 
- 

+7.8 
+7.5 
+7.2 
+6.9 
+6.9 
+6.7 
+6.8 
+6.9 
+7.0 
+7.0 

1.8 

1.9 

1.4 

NATIONAL  RESEARCH  COUNCIL,   OTTAWA.   CANADA 

LORAN  C MEASUREMENTS 

DATE MJD UTC(NRC)-LORAN  C 
MICROSECONDS 

THE  ABOVE   VALUES  OF UTCCNRO-LORAN  C  REFER  10  EMISSION 
TIMES FROM  THE MASTER STATION AT CAPE  FEAR AT  00:00  UT. 
THE  SIGNAL  FROM THE  NANTUCKET  STATION   IS MEASURED  AT 
15:00 UT ON WEEKDAYS ONLT,   AND THE ABOVE   VALUES  ARE  ALL 
LINEAR  INTERPOLATIONS BETWEEN ADJACENT MEASUREMENTS. 

PROPAGATION AND RECEIVER  DELAY CORKECTIONS  ARE   BASED 
ON A  PORTABLE  CLOCK  COMPARISON MADE ON MAY   21,   197«. 
THIS   CORRECTION   IS   ASSUMED  CONSTANT. 

THE TIME  SCALE  UTC(NRC)   IS BASED ON  TWICE-WEEKLY 
CALIBRATIONS OF  AN HP CLOCK  ENSEMBLE   IN  TERMS OF   CS   III, 
THE   2.1  METRE  NRC   PRIMARY   CESIUM   BEAM   FREQUENCY   STANDARD. 
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APPENDIX B 

Table B-l 

LORAN-C DATA SHEETS 

GENERAL SPECIFICATIONS AND NOTES 

The latitude, longitude, and baseline lengths listed herein were furnished by the 
Defense Mapping Agency, Hydrographie Center and are based upon Mercury 
Datum 1960 - Center of Mass (CM).   Appropriate geodetic satellite shifts have 
been added to relate these coordinates to the center of the earth. 

The following parameterb were used in the computations. 

a. Signal propagation: Use the velocity of light in free space as 2.997942 x 
108 meters/sec. and an index of refraction of 1.000338 at the surface for stand- 
ard atmosphere. 

b. Phase of the groundwave: As described in NBS Circular 573. 

c. Conductivity:  Sigma = 5.0 mhos/meter (seawater).   Baseline electrical 
distance computations were made assuming a smooth, all seawater transmission 
path between stations. 

d. Permittivity of the earth, esu:  e2 = 80 for seawater 

e. Altitude in meters:  h2 = 0 

f. Parameter associated with the vertical lapse of the permittivity of the 
atmosphere:  a = 0.75 

g. Frequency = 100 kHz 

h.   Fischer Spheroid (1960): 

equatorial radius (a) = 6,378,166.000 meters 

polar radius (b) = 6,356,784.283 meters 

flattening (f) = (a-b)/a = 1/298.3 

Inquiries pertaining to the LORAN-C system should be addressed to: 

Commandant (GWAN-3) 
U.S. Coast Guard 
400 Seventh Street, S.W. 
Washington, D.C., 20590 

NOTE 1. Monitor station and/or antenna physically relocated. Positions given 
on old Data Sheets no longer valid. System control established using correlated 
numbers. 
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U. S. Naval Observatory 
Washington, D. C. 20390 

Table B-U 

Daily Phase Values Series 4 

LORAN-D Transmissions 

17 October 1973 

No. 350 

Experimental transmissions of precise time are available in the western part of the United States via the 
LORAN-D system.   These transmissions are compatible with LORAN-C timing receivers.   TOC tables and 
computed propagation time delays between user monitoring stations and any of the transmitting stations can 
be obtained from USNO. 

The chain operates with a repetition rate of 49,300 microseconds.   Coordinates and total emission delays are: 

Glendale, Nevada (M) 36° 
Palmdale, California (SA) 34° 
Middlegate, Nevada (SB) 39° 
Little Mountain,  Utah (SC) 41° 

Effective 23 Oct.  1973 the transmission schedule of the master station (M) will be 1800 to 0200 UT seven 
days a week and of the slave stations (SA, SB, SC) will be 2000 to 2400 UT seven days a week.   Any changes 
in transmission schedule will be announced in Series 4. 

41' 17'.'6 N, 114° 38' 39'. '3 "A' ON TOC 
32' 40'.'5 N, 117° 51' 17', !2 W 12,255.0 Mlcrosec. 
17' 08'.' 2 N, 118° 00' 53', '9 W 24,380.0 Mlcrosec. 
14' 46'.' 9 N, 112° 13: 25', '.4 W 36, 830. 0 Mlcrosec. 

U. S. Naval Observatory 
Washington, D.C. 20390 

17 July 1974 

No. 389 

Daily Phase Values and Time Differences Series 4 

The coordinates and total emission delays of the west coast U. S. A.  LORAN-D stations are as follows: 

Master Lake Meade Aux, Nellis AFB, Nv 36° 
A  Slave Pearblossom, Ca 34° 
B Slave Fallen, Nv 39° 
C  Slave Little Mountain, Ut 41° 
Monitor China Lake NWC, Ca 35° 

The chain is maintained on time to the UTC time scale every day between the hours of 1900 and 2300 UT. 

For more details see time service announcement Series 9, No. 83, of 19 lul. 1974. 

14' 57'.'296N 114° 58' 57'.'459W ON TOC 
32' 40'.' 453N 117° 51' 17'.'220W 12.077.30 118 

31' 00'.' 402N 118° 54' 48'.'054 W 24,675.14 118 

14' 46'.'924N 112° 13' 25';413W 37,019.61 )18 

41' 14,.,393N 117° 45' 16'.'i68W 
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Tible B-2 

LORAN-C Basic Group Repetition Rates and Periods 

1                    Basic 
j                Designator 

Rate 

(pps) 

Correaponding Period 
for Specific Rate 0 

(Msec) 

SS 

SL 

SH 

S 

L 

H 

10 

12-1/2 

16-2/3 

20 

25 

33-1/3 

100,000 

80,000 

60.000 

50,000 

40,000 

30,000 

Table B-3 

LORAN-C Group Repetition Periods for Specific Rates 

I      Specific 
j         Rate 

Basic Repetition Rate (jisec) 

SS SL SI S L H 

i            0 100,000 80, 000 60, 000 50,000 40,000 30,000 

!         i 99,900 79,900 59,900 49.900 39,900 29,90u 

i            2 99, »00 79,8)0 59, 800 49,800 39,800 29,800 

1            3 99,700 79.7)0 59,700 49,700 39,700 29,700 

4 99,600 79,600 59,600 49,600 39.000 29.600 

5 99,500 79,500 59, 500 49,500 39,500 29,500 

6 99.400 79,400 59,400 49,400 39,400 29,400 

7 99,300 79,300 59,300 49,300 39,300 29,300 

Table B-4 

LORAN-C Pulse Coding for Master and Slave Stations 

i     Code 
i   Group 

Pulse Phase in Degrees 

1 2 3 4 5 () 7 8 

M-l ) 0 180 180 ) 180 ( 180 

M-2 ) 180 180 0 0 0 0 0 

1      S' ) 0 0 0 0 180 180 0 

S-2 0 180 0 180 0 0 180 180 
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APPENDIX C 

REVISION OF UTC 

As Adopted hy The 13th Plenary Assembly of 
The International Radio Consultative Committee (CCIR) in 1974 

(Excerpted from CCIR Recommendation 460-1—effective date January 1, 1975) 

ANNEX I 

TIME SCALES 

A. Universal Time (UT) 

In applications in which an imprecision of a few hundredths of a second can- 
not be tolerated, it is necessary to specify the form of UT which should be used: 

UTO is the mean solar time of the prime meridian obtained from direct 
astronomical observation; 

UT1   is UTO corrected for the effects of small movements of the Earth rel- 
ative to the axis of rotation (polar variation); 

UT2   is UT1 corrected for the effects of a small seasonal fluctuation in the 
rate of rotation of the Earth; 

UT1   is used in this document, since it corresponds directly with the angu- 
lar position of the Earth around its axis of diurnal rotation.   GMT 
may be regarded as the general equivalent of UT. 

B. International Atomic Time (TAI) 

The international reference scale of atomic time (TAI), based on the sec- 
ond (SI), as realized at sea level, is formed by the Bureau International de 
l'Heure (BIH) on the basis of clock data supplied by cooperating establishments. 
It is in the form of a continuous scale, e.g., in days, hours, minutes and sec- 
onds from the origin 1 January 1958 (adopted by the CG. P. M. 1971). 

C. Coordinated Universal Time (UTC) 

UTC is the time-scale maintained by the BIH which forms the basis of 
a coordinated dissemination of standard frequencies and time signals.   It 
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corresponds exactly in rate with (TAI) but differs from it by an integral 
number of seconds. 

The UTC scale is adjusted by the Insertion or deletion of seconds (positive 
or negative leap-seconds) to ensure approximate agreement with UT1. 

D.   DUT1 

The value of the predicted difference UT1-UTC, as disseminated with the 
time signals is denoted DUT1; thus DUT1 * UT1 - UTC.   DUT1 may be regarded 
as a correction to be added to UTC to obtain a better approximation to UT1. 

The values of DUT1 are given by the BIH in integral multiples of 0.1 s. 

The following operational rules apply: 

1. Tolerances 

1.1 The magnitude of DUT1 should not exceed 0.8 s. 

1.2 The departure of UTC from UT1 should not exceed ±0.9 8.* 

1.3 The deviation of (UTC plus DUT1) from UT1 should not exceed 
±0.1 s. 

2. Leap seconds 

2.1 A positive or negative leap second should be the last second of a 
UTC month, but first preference should be given to the end of 
December and June, and second preference to the end of March 
and September. 

2.2 A positive leap second begins at 23h 59m60s and ends at 0h (P 0s 

of the first day of the following month. In the case of a negative 
leap second, 23h 59ni 58s will be followed one second later by 
0h 0m QS 0f the first day of the following month.   (See Annex III.) 

2.3 The BIH should decide upon and announce the introduction of a 
leap second, such an announcement to be made at least eight 
weeks in advance. 

♦The difference between the maximum value of DUTI and the maximum departure of UTC from UT1 
represents the allowable deviation of (UTC + DUTI) from UTI and is a safeguard for the BIH against 
unpredictable changes in the rate rotation of the Earth. 
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3.    Value of DUT1 

3.1 The BIH is requested to decide upon the value of DUT1 and its 
date of introduction and to circulate this information one month 
in advance.* 

3.2 Administrations and organizations should use the BIH value of 
DUT1 for standard-frequency and time-signal emissions, and are 
requested to circulate the information as widely as possible in 
periodicals, bulletins, etc. 

3.3 Where DUT1 is disseminated by code, the code should be in ac- 
cordance with the following principles (except § 3.5 below): 

—the magnitude of DUT1 is spec'fted by the number of emphasized 
second markers and the 3ig;: of DUT1 is specified by the posi- 
tion of the emphasized second markers with respect to the min- 
ute marker.   The absence of emphasized markers indicates 
DUT1 = 0; 

—the coded information should be emitted after each identified 
minute. 

Full details of the code are given in Annex II. 

3.4 Alternatively, DUT1 may be given by voice or in Morse Code. 

3.5 DUT1 information primarily designed for, and used with, auto- 
matic decoding equipment may follow a different code but should 
be emitted after each identified minute. 

3.6 In addition, UT1-UTC may be given to the same or higher pre- 
cision by other means, for example, in Morse Code or voice, by 
messages associated with maritime bulletins, weather forecasts, 
etc.; announcements of forthcoming leap-seconds may also be 
made by these methods. 

3.7 The BIH is requested to continue to publish, in arrears, defini- 
tive values of the differences UT1-UTC, UT2-UTC. 

*In exceptional cases of sudden change in the rate of rotation of the Earth, the BIH may issue a correction 
not later than two weeks in advance of the date of its introduction. 
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ANNEX H 

CODE FOR THE TRANSMISSION OF DUT1 

A positive value of DUT1 will be indicated by emphasizing a number (n) of 
consecutive second markers following the minute marker from second markers 
one to second marker (n) inclusive; (n) being an integer from 1 to 8 inclusive. 

DUT1 = (n x 0. l)s 

A negative value of DUT1 will be indicated by emphasizing a number (m) of 
consecutive second markers following the minute marker from second marker 
nine to second marker (8 + m) inclusive; (m) being an integer from 1 to 8 
inclusive. 

DUT1 = -(m x 0. l)s 

A zero value of DUT1 will be indicated by the absence of emphasized sec- 
ond markers. 

The appropriate second markers may be emphasized, for example, by 
lengthening, doubling, splitting, or tone modulation of the normal second 
markers. 
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QUESTION AND ANSWER PERIOD 

MR.   DOHERTY: 

I wanted to ask, on that first series of slides, what was the reference?  Was it 
the average of all of the various standards?  How various standards deviate. 
What was the base ? 

MR.  CHI: 

The base is BIH minus the different laboratories. 

MR.   DOHERTY: 
i 

I wanted to mention one other thing I forgot in connection with the history of 
Loran and that was that the first timing measurements were made on the Atlan- 
tic Missile range about 1960.   When I went through the history of it, I forgot to 
mention it. They were made by taking two receivers down to the Atlantic Missile 
Range and showing that one locked, say, on Jupiter and one on the master could 
compare with one another within about a microsecond at that time down as far 
as the Ascension Island. 

MR.  ALLAN: 
l 

1 
On that last slide I wonder if we might have that reshown.   This is data received 
in Australia, correct? 

MR.  CHI: 

Right. 

MR.  ALLAN: 

On the slide, it seemed evident that there was some granulation in the data—you 
could see some lines parallel to the lines that you had drawn, (I wasn't sure 
what the vertical scale was).   If the scale was about right it could be cycle am- 
biguity and that is one of the real problems with cycle identification because you 
could see some definite granulation lines that could perhaps seep into that. 

MR.  CHI: 

Agreed. 
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MR.  ALLAN: 

Is that an explanation, I'm not sure. 

MR. CHI: 

You've got to remember this is long-term data processed through the computer 
as they are received.   The intent is to show that if you do not do anything, you 
should be able to achieve about 75 microseconds. 

MR.  ALLAN: 

You can see some lines. 

MR.  CHI: 

The circles are time measurements, the crosses are frequency measurements. 
Now, I did not take the pains to point it out, I only mentioned that using the 
Loran-C you could measure both frequency and time.   But if you do measure 
frequency from the phase measurement, sometimes in order for us to do it prop- 
erly, we've really had to do some pushing around; that is, move the points. 

MR.  ALLAN: 

All those points are not time measurements then. 

MR.  CHI: 

That's correct. 

MR.  ALLAN: 

That's hard to interpret. 

MR.  CHI: 

I agree.   I apologize. 

DR.   WINKLER: 

Would it be possible to have your second, third and fourth slides again, quickly? 

I think they're interesting and warrant further discussion because a question can 
be raised whether the procedures as used by the U. S. Coast Guard and the Naval 
Observatory in cooperation, are the bast procedures. 
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If you look at the U.S. Naval Observatory over these 1,000 days or 900 days in- 
terval, there was one adjustment in this whole thing, one deliberate adjustment 
and it was on 1 May 1973.   That's at the point when the slope reached zero. 

The slope was left deliberately at zero in order to bring the time scale into agree- 
ment with the BIH which was not the case when the first adjustment was made at 
the transition point from old UTC to new UTC. At this point, as many of you re- 
member, they made an adjustment of, what was it, some large number and the 
answer was I believe 760 microseconds and many more microseconds; 106,760— 
something like that. 

A residual was left and our policy, in general, is to make as few deliberate 
changes of frequency as possible—to maintain as uniform an operation as 
possible. 

In a system going through several levels of inter-comparison, such changes 
generates waves.   If you intercompare two distant clocks which supposedly have 
to be kept in synchronization but which get their synchronization information 
through different branches, these waves can produce sizeable errors.   There- 
fore, our fundamental policy is to make as few changes as possible. 

We see our mission in producing as uniform a reference scale as humanly pos- 
sible.   That's the reason why we have some 24 clocks in our own system and 
use any information we can get, in addition, to check the performance.   So in 
all of this period there has been only one adjustment, and now the question comes 
up what is going to happen next ?  We have two conflicting goals to follow.   One 
is to stay as close to the BIH as is possible: the other one is not to make any 
deliberate frequency changes if we can avoid it.   I foresee that we will go through 
a period of hesitation because of some of the recent events which I alluded to 
yesterday, have caused some uncertainty in our links across the Atlantic and 
between the various Loran-C chains, and some more portable clock visits will 
be necessary and we want to wait for the resumption of satellite timing and sim- 
ilar things like that.   So there is going to be a period of uncertainty. 

The next slide please.   Well, there's nothing much to be said about it other than 
you see an obvious attempt by all of the National time and service systems, and 
laboratories to cluster around zero—to be as close to the BIH as is possible 
which is certainly a very convenient thing to be.   Some don't think it is necessary 
to do much better than maybe 20 microseconds; 5 microseconds or 10 microsec- 
onds may be a practical limit to which one may allow an offset in any national 
reference clock. 

Next slide, please.   I must take this opportunity to commend the Coast Guard 
for doing an absolutely outstanding job in keeping these chains on frequency. 
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What you see here must be interpreted properly. You are looking at three years 
of data and these variations which you seem to see in reality are very long pieces 
of very uniform performance of each of these chains. 

The question is, how often do you want to agree with the Coast Guard and us to 
make a deliberate frequency change which is announced in advance in Series 4 
and how often do you want to introduce a step.  Also one should add that an im- 
provement in operation is done by equipping the master station with microphase 
steppers which allow a very accurate and reproduceable frequency change which 
may obviate the need for time steps altogether in the future. 

But I wanted to say that what you've seen here, may in reality be the worst way 
of looking at an otherwise wonderful performance. Also, the West Coast Loran 
is quite another subject.   Here considerable uncertainly existed for a while and 
it was our policy, as long as it was not an operational chain, to let it run freely 
and only make an adjustment after all the information was in. That's the reason 
for the relatively long delay before making the adjustment. But to sum it all up, 
I think that since the Loran chains operate for very extensive periods, this very 
reliable frequency, extremely reliable frequency, indeed better than almost 
every other monitoring station which we know.  It is not necessary to introduce 
deliberate frequency changes, only at the frequency of once every three or four 
months, and they always are announced in advance. 
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LORAN-C EXPANSION: IMPACT ON PRECISE TIME/TIME INTERVAL 

John F. Roeber, Jr., USCG Headquarters 

ABSTRACT 

On 16 May 1974, the Secretary of Transportation 
and Conmandant of the Coast Guard announced that 
Loran-C had been chosen as the navigation system 
to serve the U. S. Coastal Confluence Zone. At 
the present time, reliable CONUS Loran-C ground- 
wave timing coverage extends westward only about 
as far as Boulder, CO. This paper Illustrates 
the groundwave hyperbolic and timing coverage 
which will result from the planned CONUS expansion. 
Time frames are provided. 
While not directly related to the subject of the 
paper, a status report on the planned reduction 
In Loran-C PTTI tolerances Is presented. 

INTRODUCTIOli 

After several years of theoretical and practical evaluations of several 
navigation systems (Loran-A, Loran-C, Dacca, and Differential Omega), 
the U. S. Coast Guard recommended to the Department of Transportation 
(DOT) that a single navigation system, Loran-C, could best serve the 
disparate navigation/positioning needs in the U. S. Coastal Confluence 
Zone (CCZ). The Secretary of Transportation subsequently approved the 
recommendation and, with the support of the Office of Telecommunicacion 
Policy and General Accounting Office, announced the choice on 16 May 
1974. Follow-on announcements have described the expansion necessary 
to cover all of the CCZ. 

LORAN-C EXPANSION 

Figure 1 illustrates the existing Loran-C hyperbolic coverage in the 
CCZ. Notice that In Figure 1 the range limits are established for a 
receiver that requires a signal-to-nolse ratio (SNR) of at least -lOdB 
in order to acquire the Loran-C signals. While this is a limiting fac- 
tor with the new, low-cost, civil-use receivers, it is not for a timing 
receiver. In timing receiver applications, of course, it is also not 
necessary to receive more than one station. Figure 2 is a projection 
of the groundwave timing coverage currently available in the U. S. In 
this case the range limits are based on my personal experience. I as- 
sume that signal acquisition is accomplished by Identifying the Loran-C 
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Figure 1.    Existing U.S.  CCZ Loran-C Hyperbolic Coverage 

pulses visually on an oscilloscope.    Third-cycle identification Is as- 
sumed to be accomplished through the use of the Signal Strobe of an 
Austron 2000-C receiver to draw out the pulse.    These assumptions,  in 
short, give conservative range limits when compared with ranges avail- 
able through the use of a synchronous filter, or knowledge of time 
and various delays to better than 5 microseconds so that signal ac- 
quisition and cycle identification can take place without "seeing" the 
signal.    Figure 3 Illustrates the approximate locations of the CONUS 
Loran-C stations after the expansion is completed.    The stations are 
arranged in seven chains  (including the existing North Pacific Chain). 
Again, the coverage shown Is hyperbolic coverage for a civil-use re- 
ceiver.    Figure A is a schedule  for the implementation.    The first stage 
of the Implementation,  the U.  S.  We^t Coast Chain, was  funded this fis- 
cal year  (FY).    The next two chains to the North,  the Northwest U.  S. 
and Gulf of Alaska chains were originally scheduled for completion in 
late 1977, but due to the programmed completion of the Trans-Alaska 
Pipeline, the on-air date for all three of these chains was set as 1 
January 1977  (assuming orderly approval of funds for the other two 
chains). 

One of the new chains,  the Cape Race/Caribou/Nantucket chain,  shown on 
Figure 3, is not necessarily part of the expansion program.    Since no 
additional funds are required to implement this chain other than the 
additional operating and maintenance expenses, and since it provides 
excellent coverage in a prime fishing area, such an operational chain 
may be established. 
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Figure 2,    Existing U.S. Loran-C Groundwave Timing Coverage 

Figure 3.    Proposed U.S.   CCZ Loran-C Hyperbolic Coverage 

CONUS TIMING COVERAGE EXPANDED 

Figure 5 illustrates the timing coverage to be expected upon completion 
of the Loran-C CONUS expansion.    There are at present no specific    ~- 
quirements to time any of the new chains.    As a result. Figure 5,  and 
the plans outlined in the following discussion are not final. 
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AREA 

WEST CUST 

DATE 

1 IMim 1177 

ULF er msM 1 UNÜAIY 1S77 

EAST CJÄST lECONflfiMMTIIN I lyiY 1171 

IIIF IF MEXICO 1 JULY IS7I 

MEAT LAKES 1 FEIIIAIY 1111 

Figure 4. Implementation Schedule For CONUS Loran-C Expansion 

Figure 5. Proposed U.S. Loran-C Groundwave Timing Coverage 

The basis for the timing coverage is that all points in CONUS must be 
within groundwave range of at least one station of a timed chain. The 
Coast Guard definition of a timed chain is a chain that has a specified 
time tolerance with respect to UTC(USNO). As can be seen from Figure 5, 
this basic timing criterion is met if only three of the CONUS chains are 
timed (East Coast, West Coast, and North Pacific). This would allow the 
use of a frequency offset in the other chains with attendant advantages 
in minimizing cross rate interference. These untlmed chains could still 
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be used to transfer time between two points that are both within the 
coverage area of any one chain. In addition, they could be used In the 
absolute sense If a suitable Null Ephemerls Table were developed. 

LORAN REPLACEMENT EQUIPMENT 

While the expansion of Loran-C under the National Implementation Plan 
(NIP) Is the Loran-C program receiving the most publicity, there Is an- 
other program with less dramatic, but still real Impact on PTTI. This 
program Is the Loran Improvement Program (LIP) . 

The first major step In modernizing the Loran-C ground station equip- 
ment was the development of the AN/FPN-54 (COLAC) timer at the U. S. 
Coast Guard Electronics Engineering Center (EECEN) in 1969-1970. An 
Improvement In the operational performance of COLAC-equlpped stations 
was demonstrated in the period 1971-1972. This improvement was direct- 
ly attributed to the COLAC*s solid-state circuitry, modular maintenance 
philosophy, and operator oriented design. After noting the success of 
COLAC and realizing the extent and possible consequences of the remain- 
ing Loran-C problems, an ambitious ground station equipment Improvement 
program was initiated at EECEN during early 1973. The general goal of 
this program was to improve the Loran-C chain operational performance 
while simultaneously reducing the personnel manning levels and equip- 
ment costs. Basically this program consisted of the development of a 
solid-state Loran Replacement Equipment (LRE) package which would re- 
place the older generation timers and low signal-level pulse generat- 
ing equipment and, in addition, modify the existing Loran-C transmit- 
ters. 
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Figure 6.    Loran Replacement Equipment 
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The LRE performs the basic Loran-C signal generation In a more precise, 
stable, reliable, and controllable manner than was possible with the 
older generation equipment. Figure 6 Is a block diagram of a typical 
LRE configuration. A description of the major units which comprise the 
LRE package Is presented herein. 

Frequency Standard System.  (Figure 7) This unit provides the 5 MHz 
and 1 MHz time base frequencies to the remaining LRE. The phase micro- 
stepper and phase shifters allow for precise correction of the cesium 
5-MHz outputs.  Two linear phase recorders provide continuous monitor- 
ing of the three cesium outputs. 

AN/FPN-54 Loran-C Timer. The COLAC replaces the timing functions of 
the AN/FPN-38, 41, and 46 timers. The COLAC is a solid-state time gen- 
erator whose basic function is to provide the signals necessary to drive 
the transmitters. More specifically, the COLAC provides the accurate 
and reliable timing waveforms which control the time of emission of the 
radiated Loran-C pulses. 

Transmitter Control Set (TCS). The TCS replaces existing Transmit- 
ter Control Groups. The functions performed by .".he TCS are aiding in 
generation of a standard Loran-C pulse shape, monitoring the pulse amp- 
litude, and automatically switching transmitters in the event of a 
transmitter failure. The TCS equipment units and their primary func- 
tions are; 

(a) Pulse Generator (PGEN):  Develops a transmitter driving wave- 
form (TDW) from the timing signals received from the COLAC. The TDW is 
shaped within the PGEN to Insure that the transmitter radiates a stand- 
ard pulse shape with proper phase code and droop characteristics. 

(b) Transmitter Automatic Controller (TAG): Automatically 
switches transmitters in the event of a failure of the operate trans- 
mitter.  The TAC performs this function by monitoring the on-air Loran-C 
signal and the availability of the transmitter drive waveform.  It also 
allows for manual switch of transmitters. 

(c) Electrical Pulse Analyzer (EPA): Provides a capability for 
precise and unambiguous measurements of Loran-C pulse shape and ampli- 
tude. By appropriate programming, via front panel switches, the follow- 
ing measurements may be made: amplltide of pulse peak for any pulse, 
amplitude of half-cycle peaks (1 - 19) within the first pulse, and enve- 
lope-to-cycle difference (ECD) of the first pulse. All measurements are 
displayed on a front panel digital meter and provided at a rear panel 
connector in either analog or BCD form.  In addition, the EPA generates 
a reference envelope waveform which is used in conjunction with an os- 
ciloscope and the operate PGEN to permit pulse analysis to be 
accomplished. 
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PHASE MICROSTEPPER 

PHASE SHIFTERS 

FREQUENCY DISTRIBUTION AMPLIFIER #1 

PATCH PANEL 

FREQUENCY DISTRIBUTION AMPLIFIER M2 

CESIUM  STANDARD 01 

LINEAR PHASE RECORDER #1 

CESIUM STANDARO #2 

LINEAR PHASE RECORDER #2 

CESIUM STANDARD 03 

AC  POWER   SOURCE 

AUXILIARY BATTERY PACK 

Figure 7.    Frequency Standard System 
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Auxiliary Rack.    The Auxiliary Rack contains units which perform the 
following functions: 

(a)    Status Alarm Unit (SAU):    Provides a centralized alarm node 
and display position for all LRE alarm Indications. In addition,  the SAU 
monitors alarms for other Important parameters  (failure of 5 MHz, exces- 
sive ECD fluctuations, etc.) which affect the ability of the station to 
stay on-air In tolerance (Figure 8). 
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Figure 8. Status Alarm Unit 

(b) Remote Control Interface (RCI) : The RCI presently being 
Installed with the LRE permits the following commands to be entered: lo- 
cal phase adjustments (LPA), start and stop blink, and call watch. The 
CALL WATCH command activates the audio alarms of the SAU to awaken the 
station watchstander In the event of an emergency. The RCI-2, presently 
under development, will expand the RCI capabilities, and permit a remote 
computer to control the LRE and perform all of the control and log- 
keeping functions for a Loran-C chain. 

(c) Austron 2000-C Timing Receiver: Replaces the monitoring 
function of the older generation timers at secondary stations. A station 
"control number" is generated by comparing the receiver sampling strobe, 
tracking the master station, to the 1/2 Group Repetition Rate (1/2 GRR) 
generated in the COLAC at the secondary station. 

RELIABILITY AND MAINTAINABILITY 

One LRE design goal was to Improve ehe reliability of the Loran-C 
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ground station equipment, and hence the system operational perform- 
ance.    Improved equipment reliability was achieved through careful de- 
sign of the LKE units and overall system. 

Reliability.    The LKE was designed using high quality solid-state 
components.    The printed circuit modules were conservatively designed. 
Insuring that all components functioned at far below maximum ratings 
during normal operation.    These efforts contribute to a very high Mean 
Time Between Failure (MTBF) for the LRE units, and thus to the high 
reliability of the Loran-C system.    For example, under normal circum- 
stances, there Is no need to switch from the operate to the standby 
timers.    This Is In contrast to the operation of the older generation 
timers with weekly switches to perform preventatlve maintenance. 

The complete LRE package Is presently Installed at LORSTA's Nantucket, 
Dana, Jupiter, and Estartlt.    Dally message reports on the performance 
of the U.  S. East Coast Chain stations so equipped were evaluated at 
Coast Gtiard Headquarters.    The overall performance of these stations 
for the period July 1973 through September 1974 is Illustrated in 
Table I. 

UILE I VNHSAIU TIME IEF0IE LIE VS AFTER IRE 

KFIK HE IISTUUTIIN IFTEI HE UmilMIIN    MICERT 
(■intii) (■iiitiil mtm ,N 

HIST* 1971 1972     1973 HEIUE 1974 IMSIHE THE 

liriTEl ■19 506       623 673 317                      52.9 

IMTIUET 530 479       991 667 231                       65.4 

UM ISS 367       716 647 336                     41.1 

Tim 2,277 1,352    2,330 1,916 «14                      55.5 

Table I,    Station Reliability Before and After LRE Installation 

Maintainability.    Use of the complete LRE package has significantly 
reduced the required maintenance.    Table II illustrates the Loran-C 
equipment maintenance  (excluding that for transmitters) required at 
LORSTA's Dana and Nantucket for periods before and after LRE instal- 
lation. 
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IEFIIE HE «FTEI LIE PEICEIT 
mm IEIICTIIN m 

1971,1972, AND 1973 1974 MIINTEIUIICE 

HIST«                (kursl (Niti 1) (huri) (Niti 1| EFFIIT 

ItNTICKET                   717 81 99.9% 

tkU                              977 35 96.6% 

TITAL 93.7% 

NOT! I.   INFOIMATION TAKIN IIOM IOI8T* S llrOlt Of IOIAN STATION OHHATION AND IliCTlONKS INniMIIINO (CO-JIMI, 

MAICH THIU OCTOIII fOI TIAIi INOKATiD 

NOTI 1.   TIANIMITTII MAINTINANCi NOT   INCIUOID IN THIS UiUlATION 

Table II.    Station Maintenance-man-hours Before and After LRE 

ALL CHAIN LORAN-C TIME SYNCHRONIZATION 

A report on this program was presented at the 1973 PTTI Planning Meeting 
by LCDR Sherman.    No significant changes have occurred In the program 
since that time save for an unfortunate delay of almost a year.    This 
delay was caused by personnel shortages  (witness the absence of LCDR 
Sherman at this year's meeting) and procurement delays.    All of the 
required equipment Is now In the procurement process, and In fact, most 
of the equipment has been delivered to our laboratory.    The project to 
assemble the equipment In a rack, print suitable technical manuals, and 
ship the equipment to the stations his been Initiated.    We expect the 
first equipment to be In the field In the Spring of 1975.    In the mean- 
time, the Coast Guard, with the cooperation of the U. S. Naval Observa- 
tory, Is attempting to maintain the values for ( ÜTC(üSNO)-Loran-C ) 
within 5 microseconds for the timed chains.    This will of course be 
much easier to accomplish when the equipment is In the field to make 
the published values Independent of clock trips. 
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QUESTION AND ANSWER PERIOD 

MR.  DOHERTY: 

I wanted to correct any mislmpression that I gave on ground wave signal at 
Boulder.    First of all, we get strong ground waves from Dana.    Also in 
that slide I was referring to the Carolina Beach master station and my comments 
were that the visible signal that you saw on the slide was sky wave, it was not 
ground wave.   However, we do measure ground waves from Carolina Beach too. 

LCDR. ROEBER: 

I have been trying to keep my range on it very conservative. 

MR.  DOHERTY: 

Yes, I'm sure your ranges are very conservative. 

LCDR. ROEBER: 

Where a signal would be visible, where it could be acquired from looking at the 
oscilloscope. 

MR. DOHERTY: 

Right.   We do not have a visible ground wave there but we definitely have meas- 
urable ground wave at Boulder. 

MR. OSBORN: 

I have a continuing question on what is the position on installing precision timers 
throughout both the East and the West Coast chains ? It is my understanding that 
up until rather recently you had not had cesium beam frequency standards in this. 

LCDR.  ROEBER: 

That's not true.   We always planned on cesium beam frequency standards in the 
West Coast. 

MR. OSBORN: 

And you have them on the East Coast, too ? 
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LCDR.  ROEBER: 

The question is whether it has been timed or not, and there are various defini- 
tions of time.   To my own personal definition and because of my temporary po- 
sition, I guess the Coast Guard position on what a timed chain is, is one that 
has a tolerance with respect to UTC (USNO) and at the moment there is no re- 
quirement to maintain any such tolerance on any of the new chains. 

MR.  COSTAIN: 

I would say I have no feeling of nationality in seeing these stations encroaching 
on Canadian territory.   I'm very, very pleased to see it.   I hope that they will 
be timed.   In fact, they've relieved one of my worries in short how we could 
meet what I can see as a potential requirement for microsecond timing at the 
major airports. 

LCDR. ROEBER: 

Well, one thing to note.   I showed those stations as untimed.   Keep in mind that's 
untimed by my definition, meaning there is no tolerance with respect to the 
Naval Observatory.   These chains could still be used for relative transfers be- 
tween two points that are within range of the same chain.   They could be used 
in an absolute sense if somebody wanted to develop a Null ephemeres that took 
intentional frequency offset into account. 

MR.  UEBERMAN: 

Ted Lieberman, NAVE LEX. 

I was wondering which of your chains had improved timing in the last year or 
so? 

LCDR. ROEBER: 

I meant to cover that.   Here's OMEGA's chance to get back at us again.   A paper 
was given last year at this conference by Lieutenant Commander Sherman, 
covering our plans for improving the timing capability or the monitoring capa- 
bility, more than anything else, at the Loran-C transmitting station.   I believe 
he probably gave a prognosis of the time that would take place.   It hasn't. 

One of the major reasons is personnel problems—personnel shortage.   Witness 
the absence of Lieutenant Commander Sherman this year.   Another problem is 
procurement cycles.   Basically none of them have the equipment which will 
allow us to monitor the transmitting stations better and hence, to my mind even 
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though some of the grapl^ shown In Andy Chi's paper showed that the tolerance 
is 25 microseconds, recently, at least for the most part, we have been keeping 
the chains within 5 microseconds. 

I don't think we can guarantee this until we have the approved monitoring capa- 
bility and one of the major contributions to this would be, first of all, finishing 
the project which is at the radio station—our laboratory at the radio station right 
now here in Washington.   To get the equipment into the field and secondly, satel- 
lite time transfer. 

One of the biggest problems right now in reducing the tolerance and maintaining 
the tolerance of 5 microseconds is the necessity for clock trips and the inevita- 
bility that one week after the clock trip, the operating standard at the station con- 
cerned changes frequency. 

Then your extrapolation is off for another three months till your next clock trip. 
I think satellite time transfers plus getting the equipment into the field are nec- 
essary.  I would estimate the first equipment, intended to go to Okinawa, will 
be in the spring of next year,, but that really won't improve things until such time 
that we have satellite time transfers and can do away with, or at least lessen, 
the number of required clock trips. 

DR. WINKLER: 

You mentioned the problem of cross chain interference and the possibility of re- 
ducing it by deliberately offsetting frequency.  Is there any information available 
to the merits of this procedure as compared to exact timing relationship? I 
should say exact without offset, where the timing relationship can be used to gate 
out the interfering signals, which is easier if you do not offset your own chain. 

LCDR. ROEBER: 

Well, we have not examined that.   It is certainly true that if you have an exact 
time relationship development of a cross rate blanker is easier.   Unfortunately 
anything, including making a new rate structure, that has cost or complexity, 
adds complexity to a user's receiver and is looked upon with jaundice eye by the 
user. 

However, simple development of a cross rate blanker under those circumstances 
would add cost to the user and we must first look at potential solutions that will 
not add costs to the user's black box.   We don't really even have hard data on the 
improvement in cross rate interference.  If we do put in a frequency offset, we 
have the reverse situation.   We have what happened to the cross rate interference 
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problem when we stopped phase tracking or phase locking our secondary stations 
and started using cesium stations. 

In addition to the cross rate interference problem, we also got into greater syn- 
chronous interference problems after the first of January, '72 when the UTC off- 
set was eliminated.   In effect we do have some data on what happens when we in- 
stitute an intentional frequency offset but not on what happens in the case yon de- 
scribed, sir. 

DR.  WINKLER: 

There is, of course, the additonal problem that by destroying the easy or, let's 
say, the simple phase relationship between different rates, you also will prevent 
the utilization of stations from different chains which is now possible in the rho- 
rho mode. 

LCDR.  ROEBER: 

You don't destroy that capability; you make it more complex. 

MR.  PICKETT: 

Bob Pickett, Vandenburg Air Force Base, California. 

What's the chance that you can be presumed upon to bring these stations up as 
they're built rather than waiting for the whole chain? Particularly, could you 
be so kind as to bring the three California stations up before 1977? 

LCDR.  ROEBER: 

I sort of mentioned it.   Perhaps there is some scepticism on my part of our abil- 
ity to meet this schedule—never mind bringing the stations up before January 1, 
1977. 
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GROUND EFFECTS ON LORAN-C SIGNALS 

D. C. Pearce and J. W. Walker 
Communications/Automatic Data Processing Laboratory 

U. S. Army Electronics Command 

ABSTRACT 

In conjunction with the test and evaluation 
of the position fixing capabilities of the 
Army Manpack Loran Receiver AN/PSN-6, an 
extensive series of time difference and 
signal amplitude measurements were made 
within a 100 km map grid square encompassing 
Fort Monmouth, New Jersey. The test loca- 
tion is within the coverage area of the East 
Coast Loran-C Chain. The data were used to 
develop a simple "smooth-earth" model for 
the test area as well as to estimate the 
magnitude and distributions of deviations 
from this model.  Local propagation pro- 
cesses associated with topographic features 
and the grid of overhead wires in the test 
area are shown to contribute to the devia- 
tions from the model. 

INTRODUCTION 

As part of a broad program to develop a capability for navi- 
gation and position fixing, the Army is in the process of 
developing a manpack loran receiver. The position fixing 
function of the receiver is to provide a real time display 
of either the loran time difference coordinates or the geo- 
detic coordinates of the receiver position. This conversion 
between the time difference and geodetic coordinate systems 
is accomplished hy  a small computer within the receiver. 
The research described here was designed to provide a data 
base for development of simple conversion algorithms as well 
as to provide an error budget for the resulting conversion. 
Since a fundamental variable of a loran system is the prop- 
agation time of the 100 kHz signal and since the manpack 
loran receiver is designed to operate on the ground, the 
present research was planned to provide information on 
ground wave propagation at the surface of the earth. These 
propagation results are the subject of this paper. 
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BACKGROUND 

The fundamental equation describing the functional relation- 
ship between a loran time difference and the  loran chain 
parameters  is 

TD(P)   -[(Ds   -  DJ/C]   + ED, (1) 

where TD(P) is the loran time difference at a field point P, 
D is the great circle distance from the slave transmitter 
t§ the point P, D is the great circle distance from the r       m 
master transmitter to the point P, C is the propagation 
velocity of the loran signal, and ED is the emission delay, 
that is the sum of the propagation time from the master to 
the slave transmitter and the coding delay introduced at 
the slave station. [See Footnote (a).] 

The non-constant propagation velocity, which varies with 
the density and amplitude of terrain features and the 
electrical properties of the overland path, severely limits 
the utility of Eq. (1) for time difference estimation. On 
the other hand, the ground wave propagation velocity over 
s^a water is a well-known quantity,so Eq. (1) is very use- 
ful for this application. A complete knowledge of the 
propagation velocity for all propagation paths is necessary 
for rigorous use of Eq. (1). This procedure requires an 
extremely large volume of data and clearly is not practical 
for a manpack loran receiver. This fact furnished the im- 
petus for the development of simplified coordinate conver- 
sion algorithms. In essence, the approach was to develop 
a simple local conversion model based on calibration and 
to investigate the accuracy characteristics of that model. 
The reader is referred to the work of Johler [1] and to the 
references cited therein for details on the complete treat- 
ment of overland loran propagation. 

EXPERIMENTAL PROCEDURE 

The test area in New Jersey is the 100 km square, 18T WV 
of the Universal Transverse Mercator Map System. A spec- 
ially equipped four-wheel drive mobile unit was used during 
data acquisition. Present instrumentation includes 2 mili- 
tary loran receivers, a timing receiver system with rubid- 
ium standard, and ancillary items including printers, 
oscilloscopes, and power supplies. The military receivers 
used roof-mounted whip antennas whereas the timing receiver 
used a rotatable roof-mounted loop antenna. 
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The calibration procedure is relatively simple, namely to 
obtain time difference readings at sites of known geodetic 
control. To obtain estimates of loran receiver performance 
approximately 100 time difference measurements were made 
with each receiver at each site. These measured values 
were then averaged to provide a time difference for each 
site. To eliminate separate site surveys, easily identifi- 
able topographic locations, such as road intersections, 
were used for geodetic control.  Coordinates of all sites 
were determined from 7.5 minute USGS topographic maps. 
Criteria for site selection were positive identificationj 
freedom from strong electromagnetic scatterers, and access- 
ibility with the mobile unit.  In general, the absence of 
power lines was the most difficult criterion to meet.  Sev- 
eral of the sites were at geodetic bench marks which pro- 
vided a higher order geodetic control. 

The distribution of calibration sites is shown in Fig. 1. 
The numbers shown in this figure are primarily for site 
identification purposes, but are also related to the time 
of calibration. Data at sites identified with numbers less 
than 1000 were obtained in December 1972, whereas those 
with identifiers greater than 1000 were obtained in July 
1973.  This latter study was designed to give an increased 
calibration density within a 60 km square located in the 
SE corner of the primary test area.  In addition, the ab- 
sence of nearby power lines was of extreme importance.  It 
is estimated that for these locations, there were no wires 
within one kilometer of the site. For the December 1972 
measurements there were no wires within 300 meters of a 
site.  This consideration of the proximity of overhead 
wires led to the classification of first and second order 
TD data, as indicated in Fig. 1. 

In October 1973, the timing receiver was used to obtain 
field strength information at the sites with identifiers 
less than 1000. Time difference measurements were also ob- 
tained to check the repeatability of earlier measurements. 

A study of the absolute phase variations of the Loran-C 
transmissions was initiated in October 1974.  The sites for 
a ray path to the SS7-Y, Nantucket transmitter are desig- 
nated as phase track points in Fig. 1. All measurements 
were made relative to the reference point 1480 in Fig. 1. 
This point is approximately 1 km from the coast.  The other 
sites are at approximately 10 km intervals along the ray 
path.  The experimental procedure was to initialize at the 
reference point, make phase measurements at other sites, 
and then close the traverse at the reference site.  Each 

321 



LEQEND 
D I*ORDER TDDATA 
O&aVXRTDDfSrA 
HUSCBG BENCHm 
^BHwrmistcRam 
i^BUWITHiafOROm 
KPHASC TRACK am 
t&Oom LOCATION 

URBAN AREAS 

Fig. 1. Map of New Jersey Showing Locations of Loran-C 
Time Difference and Phase Data Measurements. 
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series of measurements required from 6 to 8 hours. Closing 
the traverse at the reference site provided an estimate of 
the frequency offset of the rubidium standard. 

The test area is a segment of the coastal plain which is 
essentially devoid of pronounced terrain features and con- 
ductivity discontinuities. Thus no significant perturba- 
tions of the loran signals were expected from these sources. 

ANALYTICAL PROCEDURE 

The model adopted for data analysis is a modification of 
Eq. (1).  The underlying assumption for this model is that 
for modest coverage areas, a constant overland propagation 
velocity will provide a useful approximation. The equation 
is: 

TD(P) = (ED + a) + eCDs - DJ + e(es, 6J.      (2) 

In this expression,  a and Q are arbitrary parameters to be 
determined by least squares analysis of the measured data. 
The correction function,   e(e   .6  ),   is to account for sea '   s' m ' 
water paths at a bearing angle 0 from the slave and master 
transmitters to the field point. This function is included 
to account for the significant difference between ground 
wave propagation velocity over land and over sea water. 
The parameter a can be interpreted as an average time dif- 
ference offset characteristic of the test area. The parame- 
ter B can be interpreted as the reciprocal of the local 
propagation velocity. However, in view of the simplicity 
of the model and the statistical method of analysis, strict 
physical interpretation of these parameters should be ap- 
proached with caution. [See Footnote (b).] 

For data processing, the variables D„ and D were calculated r      0' s     m 
using the method of Sodano and Robinson [2] for the Clarke 
1866 spheroid [3]. 

The correction e(9 ,9 ) was constructed from tabulated 
s' m 

functions of the sea water path length as a function of 
bearing angle from the Nantucket and Carolina Beach trans- 
mitters.  The sea water path functions were prepared from 
maps in increments of 5° in the bearing angle. The path 
length for intermediate bearing angles was determined by 
linear interpolation. The sea water path length functions 
are shown in Figs. 2 and 3 for the Carolina Beach and 
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Nantucket transmissions.  In view of the simple interpola- 
tion procedure, the error associated with path length de- 
termination will be greatest for bearing angles greater 
than 25° for the Carolina Beach transmission. For this 
reason, all points with Carolina Beach bearing angles 
greater than 25° were not considered in the data analysis. 
This selection process left 61 calibration sites within 
the 100 km square. 

The correction function is 

eces.9m) - k[LsCes) - Lmcej] . (3) 

In this expression, L (6 ) is the sea water path length at 

a bearing angle 6 from the slave transmitter and Lfe ) is 

the sea water path length at a bearing angle 9 from the 

master transmitter, k = [(1/C,) - (1/C )] where C« is the 

ground wave propagation velocity over land and C is the 

ground wave propagation velocity over sea water. The 

values used for these constants are: (1/C^) = 3.3416 ys/km 

and (1/C ) ■ 3.3384 ps/km.  Thus the constant k has the 
value 0.0032 ys/km. The value of C was obtained from 

the tables of Johler and Berry [4].  The value of C, was 

estimated from calibration of a geologically similar area 
in North Carolina where no sea water correction was required 

ANALYTICAL RESULTS 

As discussed previously, the data processing was designed 
to give the parameters a and 3 for the Nantucket and Dana 
slave configurations by the method of least squares.  To 
evaluate the effect of coverage area size, the data were 
treated in two sets. One set included the total of 61 
points.  The second set included the points within a 60 km 
square in the SE corner of the 100 km square. 

The analytical results are shown in Tables I and II. Also 
shown are the RMS deviations of the least squares fit for 
each data set. 
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TABLE I.  STATISTICAL PARAMETERS FOR IOC km SQUARE 
(61 Data Points) 

Transmission 
j    Pair 

a 

(ys) 

ß 

(ys/km) 

RMS Deviation 
for Set 

|   SS7-Y 0.85 3.346 0.33 

SS7-Z -0.19 3.339 0.33       | 

TABLE II.   STATISTICAL PARAMETERS FOR 60 km SQUARE 
(30 Data Points) 

| Transmission 
Pair 

a 

(ys) 

ß 

(ys/km) 

RMS Deviation 
for Set 

SS7-Y 0.74 3.346 0.22       I 

SS7-Z -4.11 3.349 0.25 

An estimate of the experimental uncertainties was obtained 
by statistical analysis of the data acquired at each site. 
This procedure yielded an average value of 0.15 ys attrib- 
utable to instrumental jitter.  In addition, it has been 
estimated that the use of topographic maps introduces a 
location uncertainty of the order of 20 meters. For the 
test area, this corresponds to a time difference error of 
about 0.1 ys. Therefore, experimental processes are esti- 
mated to contribute an uncertainty of the order of 0.18 ys. 

The distribution of 
deviations is shown 
Carolina Beach (SS7 
configurations, resp 
normal distributions 
tions calculated for 
distribution of the 
slave configuration 

the magnitude of the time difference 
in Figs. 4 and 5 for the Nantucket- 
Y) and the Dana-Carolina Beach (SS7-Z) 
cctively. The solid curves are the 
corresponding' to the standard devia- 
each slave configuration. The areal 

time difference deviations for each 
is shown in Figs. 6 and 7. 

The results of the field strength study of October 1973 are 
shown in the contour plots of Figs. 8 and 9 for the Nan- 
tucket and Dana transmissions, respectively. The contour 
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Fig. 5.    SS7-Z Time Difference Deviation Magnitude Distribution. 
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Fig. 6.    Map Showing SS7-Y Time Difference 
Deviations from Theoretical Model. 
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Fig. 7. Map Showing SS7-Z Time Difference 
Deviations from Theoretical Model. 

329 



Fig. 8. Map Showing SS7-Y Field Strength Distribution. 

Fig. 9. Map Showing SS7-Z Field Strength Distribution. 
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values are the output voltage of the amplitude strobe of 
the timing receiver when tracking the third cycle crossover 
with an input attenuation of 40 dB. The indicated conver- 
sion constant of 46 yv/m/volt was estimated from the an- 
tenna characteristics to provide a corresponding approxi- 
mate value of the field strength. 

The phase of the Nantucket transmission relative to the 
reference point as a function of the distance from the 
transmitter is shown in Fig. 10. The plotted points are 
an average of measurements on six different days. The devi- 
ations of these measurements from a least squares fitted 
straight line are shown in Fig. 11.  The experimental re- 
sults have been corrected for loran chain variations from 
data furnished by the United States Coast Guard. The error 
bars in Fig. 11 represent typical uncertainty estimates 
arising from rubidium standard frequency offset. 

DISCUSSION AND CONCLUSIONS 

The simplified mathematical model presented provides a 
reasonably accurate description for a small segment of the 
coverage area, namely the 100 km square area.  The observed 
magnitude of the deviations from the model are randomly 
distributed.  Specific parameters of the model are sensitive 
to the size of the coverage area.  In view of the simplicity 
of the model, strict interpretation of the parameters in 
terms of propagation properties is not possible.  For exam- 
ple, the value of the parameter ß for the SS7-Z slave shown 
in Table I (3.339 ys/km) is essentially the value expected 
for an all sea water path. [See Footnote (c) . ] 

The time difference deviations and field strengths exhibit 
a pronounced areal variation. Furthermore, the contours 
of both variables exhibit a preferred orientation in a 
NE-SW direction.  Figure 12 shows salient topographic and 
geological features of the test area.  These features also 
exhibit a preferred orientation in a NE-SW direction. Con- 
sequently, there appears to be some correlation between 
contour orientation and the topographic and geological 
features. 

The standard deviations of the time difference data are 
0.33 and 0.22 ys for the 100 km square and the 60 km square, 
respectively.  These values exceed the 0.18 ys estimated to 
arise from experimental sources. Clearly the results for 
the smaller test area are in better agreement with the 
theoretical model than are the results for the larger test 
area. The criterion for proximity of nearby overhead wires 
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also influences the deviations from the theoretical model. 
Although the time difference data does not allow a defini- 
tive separation of the contributions of area size and prox- 
imity of overhead wires, both factors, as well as previ- 
ously discussed topographic effects, appear to contribute 
to the deviations from the idealized model. 

Fig. 12.  Map of New Jersey Showing Salient 
Topographic and Geologic Features. 

Preliminary measurements of absolute phase along a ray path 
from the Nantucket transmitter across the 100 km test area, 
yielded a linear variation of phase with distance from the 
transmitter. The least squares slope is 3,352 ys/km, with 
a standard deviation of 0.3 ys. These observations are 
considered to be consistent with the time difference meas- 
urements for the 100 km square. Since this particular ray 
path is located in a region of nearly constant conductivity 
and is devoid of terrain irregularities, it is assumed that 
the major contribution to the observed deviations arises 
from scattering associated with overhead wires. 
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These results are of importance to the position fixing 
accuracy of ground-deployed loran receivers.  Randomly dis- 
tributed time difference deviations of the order of 0.3 ys 
from an idealized model have been observed.  This study 
suggests that scattering associated with topographic fea- 
tures as well as from man-made sources such as overhead 
wires contribute to the deviations. The results yield a 
realistic standard deviation of position location accuracy 
of the order of 60 meters. 
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Additional Background Information 

(a) The assumption of identical propagation velocities 
over the paths D and D is implicit in Eq. (1). 

(b) The interpretation of ß as the reciprocal of a local 
propagation velocity is valid only to the extent that 
the propagation velocities over the paths D and D 
are identical. 

(c) Furthermore, a change in the parameter a of 4 ys for 
two fits of the same area is devoid of physical sig- 
nificance. This behavior is related to the fact that 
D and D are large quantities so that in the least s    m      o -i 

squares process, small variations in the parameter ß 
are compensated for, by large variations in the parame- 
ter a. Additional physical constraints as discussed 
by Doherty [5] are necessary for a realistic physical 
interpretation of a statistical model. 

[5]  Doherty, R. H., (1972), A Loran-C grid calibration 
and prediction method, OT/TRER 25 (Supt. of Docu- 
ments, U. S. Government Printing Office, Washing- 
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I 

QUESTION AND ANSWER PERIOD 

LCDR.   POTTS: 

What period of the day were these measurements made ? Were they all about 
the same time during the day ?  Different days ? 

DR.   PEARCE: 

Not really.   It's the question of utilizing a full day to make a full set of measure- 
ments.   We get one stage and keep going, and keep going, and then as soon as 
we get back, by dark.   There was a night day. 

LCDR.  POTTS: 

Well, my question's related to the fact that in past studies we've observed strong 
temporal correlation, as Bob Doherty well knows, and I wonder whether this had 
an influence on your readings ? 

DR.   PEARCE: 

No, as I say, these are very preliminary.   I haven't checked it, but it seems to 
me that it was done at a very short period of time.   I can't remember any es- 
sentially serious changes in the general condition, like weather fronts for in- 
stance, or things like this that might enter into it. 

LCDR.   POTTS: 

Have you removed any adjustments that the station made, during the period you 
were making these observations ? 

DR.   PEARCE: 

No, no.   This is essentially the data averaged.   We visited each maybe four 
times.   A criteria like this may be on four different days, but not that far apart 
in time and in the course of the experiment I don't recall anybody making any 
comments about it. There was nothing obvious as far as adjustments and so forth 
were concerned. 

LCDR.   POTTS: 

Well, the point is you wouldn't be notified of the small adjustments which are 
necessary to retain synchronization? 
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DR.  PEARCE: 

No, that's right. 

VOICE: 

These are on the order of multiples of 20 nanoseconds but it can be large as 100 
nanoseconds at one time. 

DR.  PEARCE: 

Right.   This has all got to be checked out.   As I said this is just preliminary. 
The thing that disturbed us is actually the magnitude of it. 

MR.   DOHERTY: 

The magnitude of it is surprising.   That is 9 points and you say that is more than 
one single reading at each point. 

DR.  PEARCE: 

Oh, yes.   We've been doing it and doing it again.   So there is repeatability there, 
right.   The error bars essentially are that you do a certain station right near 
the beginning or the end.   We tried to do it so we do a little bit to take care of 
the offset in case it isn't quite what we think it is. 

MR.  DOHERTY: 

You only have error bars on two of the nine. 

DR.   PEARCE: 

That's right.   I've only worked out two. 

MR.  DOHERTY: 

But you think they're typical. 

DR.   PEARCE: 

That is correct.   These numbers are consistent with the specifications that we 
have for this particular unit, too, as far as fractions of microseconds per hours. 
It meets the specifications and it's been tuned up against the cesium. 
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MR.  DOHERTY: 

This would be a very nice path to do a prediction on. 

DR.  MUELLER: 

One question, I guess, is related to the fact that according to Mr. Putkovich's 
chart definition or classification, there are microsecond people and millisecond 
people and so forth.   I consider myself a meter person. 

Therefore I have some difficulty converting microseconds and especially micro- 
volts per meters into some metric quantity.   So my question is a simple one. 
Let's assume that you take your model for computing the ground wave effect 
and we take the given equipment and we set it up on one of the Coast and Geo- 
detic benchmarks.   How close can you get in position in meters, or in feet if 
you wish? 

DR.   PEARCE: 

Well, for this area 60 meters standard deviation. 

DR.  MUELLER: 

Sixty meters standard deviation, a sixty meter difference ? 

DR.   PEARCE: 

No, that's from a data set, averaged over.   Because some of those points were 
geodetic benchmarks. 

DR.  MUELLER: 

And my second question is, taking not just the receiver but the whole system 
that you need for reel time positioning, what is your estimate of the cost of 
such a system ? 

DR.   PEAlvCF; 

You're addressing a problem that is much more important than the technical 
features of this at the present time.   At the present time it looks like it's runn- 
ing around $15,000 for the complete package:  receiver, readout, time difference, 
geodetic coordinates, and we'll even throw a battery in for that.   But one of the 
problems is It's too much.   That is a nontechnical feature of this program. 
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QUESTION AND ANSWER PERIOD 

MR.   DOHERTY: 

I wanted to make a little addition.    Dr. Winkler started pressing me on this 
nanosecond system and how can you do it.   So I wanted to mention a little bit 
more. 

In the first place, we are doing an analysis on the differential loran experiment 
that was carried out on the East Coast summer of '73.   The analysis there sug- 
gests that ten to 20 nanoseconds capability exists between two stations.   When 
we started looking much more closely at, why isn't it there continuously, we 
discovered the primary reason was that the 10 to 20 nanoseconds capability is 
not there at all times.   This is because there are variations that occur at the 
transmitting stations in excess of this. 

In the summertime, we were not able to find any propagation effects that were 
anywhere near as large as the variations that occurred within the chain.   This 
suggests that an improvement in the chain could give you the type of nanosecond 
type timing or naviation.   I should say navigation.   With timing, you get into 
another problem, that is you've got to know your system.   There should be an 
R in there, which is the receiver constant which then gets into the people 
problem. 

Now the people problem I very much appreciate.   I wanted to mention that we are 
presently doing a calibration of the Fort Hood chain down in Texas.   It's a new 
Loran-C type chain and it's been recently installed down at Fort Hood, Texas 
and installed with a new concept.   And that is that the transmitting stations are 
completely unmanned. 

They are put in.   They are turned on and they are left on—they're unmanned. 
As far as we've been able to determine to date, we seem to be getting our nano- 
second type resolutions from this chain.   Now, it's too early to say that this is 
definitely the case and it's too early to say you can get by with an unmanned 
chain continuously and it's far too early to say you can use Loran-C type powers 
with that concept.   I want to give due credit to the Coast Guard in that I know 
that they paid for the work that developed the chain down at Fort Hood.   It was 
sold to Megaparts but the Coast Guard hired—paid Megaparts to develop the 
transmitters that are actually being used at Fort Hood.   But it looks as though 
this may be a very valid concept and I think it's one well worth considering. 

The Fort Hood chain can be coritrolled by telephone data link.   So from the mon- 
itoring statfon you can put in corrections but our experience has been that if 
maybe you can put in a slight shift once a day that it tracks within the order of 
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a nanosecond through a day. Now we can't say over the time period that these 
people were talking about on their slides here today, because we've only got a 
few weeks worth of operation. 

DR.  MUELLER: 

I'd just like to make one comment, I guess, on the question which came up sev- 
eral times thl; afternoon in different contexts.   One was the comment of Dr. 
Winkler on Mr. Chi's slide which showed the differences between UTC (USNO) 
and the BIH and later the differences between the Loran-C transmissions and 
the UTC (USNO).   And I guess the question also has some implications on the 
timing requirements that could be imposed on the Loran-C network. 

The problem from the user's point of view, and I'm a user for those of you who 
don't know, is merely a question of being able to use the time signal as it comes 
or whether you have to apply some corrections to it.   An analogy can be shown 
here of what happens, for example, in the use of UTC transmissions just lately. 
In the past, the difference between transmitted UTC and UT1, (UT1 is the time 
the user is interested in) was kept within, something like 50 milliseconds or so 
and if the Earth's rotation changed in such a way that the deviation from UTC 
was more than say, 50 milliseconds, a one-tonth of a second step adjustment 
was recommended by the BIH, together with some phase adjustment which 
changed the slope. 

At that time, most geologists were satisfied with the time signal as it came. 
We didn't have to apply corrections to it.   At some time a decision was made 
that the slope, the phase adjustment, should be eliminated and the step adjust- 
ment should be made in one second steps.   Now the maximum deviation between 
UT1 and UTC may be as much as 0.8 of a second and this is, of course, 
unacceptable. 

The geologist has to go to various tables published by the Naval Observatory 
and/or by the BIH to apply corrections to get UT1, which is fine.   Of course, 
we think geologists are well educated and can make simple corrections like that, 
especially if somebody makes these corrections available.   But the point is once 
you have made corrections, it doesn't make any difference how many of these 
numbers you have to add together.   So as far as we are concerned, there is no 
advantage really for us in that Dr. Winkler made only a single adjustment in 
his UTC over that three year period, because if you would have made ten ad- 
justments, that simply whould have meant that we have another number to add 
to our corrections to get back to some kind of reference. 

But that's not the point.   The point really is that the important requirement here 
is the realization and the continuation of very high accuracy monitoring systems. 
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So that the difference between the different systems could be made available to 
the users who then can correct their observations to the proper reference. 

So, for example, if the Loran-C, if in the Loran-C network, the oscillators 
would not be phase adjusted and step adjusted ae frequently as they are now or 
if in the future networks make no requirement whatsoever would be imposed on 
these stations to be set up, but the Naval Observatory still could let us know 
how big these differences are. 

All right.   We could live with that, that's really the only real requirement, be- 
sides monitoring and the continuous frequent distribution of the corrections. 
The rest is convenient—not a requirement. 

DR.  REDER: 

I have a question on the advisability of making clock adjustments of people who 
are participating in the BIH time scale.   Why did you do it? Are you pulling 
your own shoestrings ?  No ? 

DR. WINKLE R: 

This is an extremely crucial point. 

The input into the BIH comes from individual clocks.   No adjustments.   Theo- 
retically, yes.   The Naval Observatory master clock is one which is steered to 
coincide with a coordinated time scale and there is an essential difference be- 
tween these.   Now I repeat what I said.   The individual clocks which provide in- 
put to the BIH, and there are at the moment I believe some 60 individual clocks, 
are supposed to be, I underline that five times, without adjustments. 

It is known, I know, that it is not true in all cases, but you must consider this 
really as a problem which is beyond discussion here. 

DR. REDER: 

Your individual clocks which are used in the BIH case, are not adjusted. 

DR. WINKLER: 

They're not adjusted.   The measurements given to the BIH every ten days are 
clock readings against a Loran reading and of course by the chain of Loran and 
so eventually the BIH uses these individual clocks. 
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DR.  REDER: 

Now how do you adjust your master clock?  Is that only on paper? 

DR. WINKLER: 

No.   We, of course, want to provide a time acaie which is better than any in- 
dividual clock.   In order to do that, we must adjust an arbitrary clock.   In fact, 
it's not an adjustment ol that clock; it's a phase adjustment of a clock's output, 
and we have in fact three clocks driven from one and the same frequency stand- 
ard, and there are several such systems available. 

So that is a clock where the individual variations of the driving frequency stan- 
dard are taken out.   You must look at that adjustment as a compensation for the 
long-term variations of the driving frequency standard. 

DR.  REDER: 

So your master clock is not the average of those individual clocks which partic- 
ipate in the BIH ? 

DR.  WINKLERi 

Not necessarily.   In fact, the two systems have only loose connections, but it is 
our attempt to provide a time reference tick, a one pulse per second, which is 
both as uniform as possible and in the long run does not deviate very much from 
BIH because there are additional consideration to what Prof. Mueller just said. 

In fact we have a written requirement from the U. S. Coast Guard to minimize 
these changes in frequencies.   The requirement was sent to us from your office 
two or three years ago.   To minimize the number of even these intentional long- 
term changes to plus or minus one part in 1013.   That's the level of the coordi- 
nation offset.   Anyone who is concerned about that kind of precision of plus or 
minus one or two parts in 1013, ought to receive our Series 7 regular bulletins 
which are concerned with the time scales and astronomical observations. 

DR.  GUINOT: 

Of course the clocks which participate in the BIH computation should be 
independent. 

If some are adjusted, people are requested to give the amount of the adjustments 
so that it may be taken into account by the BIH.   Generally this does not happen, 
and the clocks are completely independent. 

342 



98KS«9»»<i'H'v. ^r- 'mmtmmtifmmmmmmmmBmmmmmumm iitm^nn^y^n. 

DR. KLEPCZYNSKI: 

On Series 7 we distinguish several different types of time, USNO (MEAN) and 
UTC (USNO) and they are not necessarily the same thing. 

DR. WINKLER: 

Now that of course requires a third generation of people.   That's the nanosecond 
people. 
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VERY LONG BASELINE INTERFEROMETRY (VLBI) 

by 

M. H.  Cohen 

California Institute of Technology 

ABSTRACT 

This Is a tutorial paper which emphasizes the basic concepts of VLBI: 
simple block diagrams,  coherence, and synchronization requirements. 
Typical large VLBI experiments have simultaneous objectives in posi- 
tional astronomy,  in astrophysics,  in geodesy,   in time and frequency 
synchronization,  and even in geophysics!    A brief review of the major 
experimental programs going on around the world will be given. 

Paper was not received. 
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QUESTION AND ANSWER PERIOD 

DR. REDER: 

I have a question on the transfer of the local oscillators by satellite.   Do you 
mean time ticks or do you mean actual oscillations ? 

DR.  COHEN: 

My understanding of it is that the data transmit a local oscillator signal, not the 
time ticks but something similar to a time wave. 

DR. REDER: 

What do you gain over a hydrogen maser?  It will not work because of atmos- 
pheric effects. 

DR.  COHEN: 

I presume they'll go both ways.   It's equivalent of having a microwave link and 
you can make round trips and compare, essentially the echo.   This procedure 
is already used. 

MR.  GROVE: 

It would be sent up and back and compared at the source.   This is the way I un- 
derstand it. 

DR. REDER: 

How could it be better than a hydrogen maser ? 

MR.  GROVE: 

It would be hard.   It would be the high frequency, I guess that would be the thing 
that picks it out.   It would be left subject to the atmospheric. 

DR. WINKLER: 

There is a third party who would like to make a comment.   Dr. Johnston ? 

DR.  JOHNSON: 

I may be mistaken but I thought the purpose of the experiment of connecting the 
two antennas via satellite was just to give immediate data reduction.   There isn't, 
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in my mind, any attempt going to be made to maintain local oscillator coherence 
for the original experiment.   I think the reason for that is the satellite motion 
is very bouncy.   The position of the satellite can't be known to, say, centimeter 
accuracy that you may need for coherence, so they're not going to try to do any- 
thing like that. 

DR. WINKLER: 

Of course, one could again use the satellite only to provide long-term stability 
and for short-term rely on local standards.   I would like to insert two comments 
here myself.   One is, many of you will ask those who are not radio astronomers 
what has this got to do with what we are discussing in applications of time/ 
frequency.   So I encourage you to listen to these talks and to translate every- 
thing that you hear in the following way. 

You have essentially an electronic navisation system where you determine your 
position by measuring the times of arrivals of an incoming electromagnetic 
wave.   You get in fact your position so you get a baseline accuracy.   You ob- 
serve a not pseudorandom but a truly random modulated phase and for that rea- 
son you need to have your clocks initially within a certain acquisition window 
which we have heard from Dr. Cohen to be usually 5 microseconds or something 
like that. 

These are all features which we also see in practically every electronic naviga- 
tion system.   The only advantage is that here we have relatively extremely fixed 
sources, despite your comments.   I look at it from exactly the other side and 
you have a tremendous amount of data because you integrate over a considerable 
period of time. 

Transit is being observed for quite a while with very wide band widths, 2 mega- 
cycles or something more.   You have possibly the ability to utilize the very best 
clocks, and apparently you require frequency stability in an area where the hy- 
drogen maser is at its best.   It may even be that another oscillator, the super 
conductive cavity oscillator for that was mentioned by Dr. Hellwig two days ago, 
may also become useful for the application. 

So all of these are thoughts which may be useful to keep in mind because we can 
learn from the experience here in a very sophisticated way to utilize frequency 
standards. 
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APPLICATION OF VERY-LONG-BASELINE INTERFEROMETRY TO 
ASTROMETRY AND GEODESY:  EFFECTS OF FREQUENCY-STANDARD 

INSTABILITY ON ACCUPACY 

Dr. A. R. Whitney, Dr. A. E. E. Rogers, Dr. H. F. Hinteregger, 
and Dr. L. B. Hanson 
Haystack Observatory 

Dr. T. A. Clark 
Goddard Space Flight Center 

Dr. C. C. Counselman III, and Dr. I. I. Shapiro 
Massachusetts Institute of Technology 

ABSTRACT 

The accuracy of geodetic and afctrcmetric 
information obtained from very-long-baseline 
interferometry (VLBI) observations is de- 
pendent upon the stability of the frequency 
standard, or clock, used at each site of a 
VLBI array.  The sensitivities of two hydro- 
gen-maser frequency standards of different 
design to pressure, temperature, and magnetic 
field variations were measured and, for one 
of the standards, found to be severe enough 
to degrade the information content of VLBI 
measurements.  However, the effect on vhe 
geometric and astrometric information ol 
such clock instabilities, with time scales 
of hours or greater, can be sharply reduced 
through the use of differencing techniques. 

INTRODUCTION 

Very-long-baseline interferometry (VLBI) was made possible 
by the development in the 1950*3 and ig&C's of high- 
stability frequency standards.  A stability of about 1 part 
in 10l2 was needed, for example, to detect many extragalac- 
tic sources when VLBI observations were made at a radio 
frequency of 10 GHz using the so-called Mark I recording 
system.  The higher stability, up to about 1 part in 101 u 

for time scales from about 1000 seconds co a day, of hy- 
drogen-maser standards was useful for combining the results 
from a set of pairs of these three-minute Mark I recordings 
(each an "observation") to determine Source positions, 
baseline vectors, polar motion, and variations in the rate 
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of rotation of the earth (see the review article by P. Ben- 
der in these Proceedings for references).  If hydrogen- 
maser standards are used that do not meet such a per- 
formance criterion, then the effects on the astrometric 
and geodetic results of long-term instabilities can be 
minimized by the use in the data analysis of the differ- 
ences of the results of observations, made in rapid suc- 
cession, of sources in widely separated parts of the sky. 
With the use of such a technique in situations in which 
signal-to-noise ratios ere not a limiting factor, the 
contributions of the frequency-standard instabilities to 
the uncertainties in the astrometric and geodetic quan- 
tities are, in good approximation, proportional to 

[a2(T) + a2(T)]1/2 T 
1 2 

where a2(T) is the so-called Allan variance for the fre- 
quency standard at Site i, and T, assumed constant, is 
the time interval between adjacent observations. 

In the remainder of this paper we describe the results of 
a study to evaluate directly the performance of two hy- 
drogen-maser frequency standards, of different des gn, 
that have been used in VLBI experiments.  The main empha- 
sis was on the sensitivity of these standards to changes 
in environmental conditions such as temperature, pressure, 
and magnetic field. 

EVALUATION OF FREQUENCY STANDARDS 

Two hydrogen-maser frequency standards — a VLG-10-P2 
built by the Smithsonian Astrophysical Observatory and an 
NP-3 built by the Goddard Space Flight Center — were 
operated in separate environments. One of the masers was 
placed in the standards' room of the Haystack Observatory 
and the ether in a special room at the Westford communi- 
cations antenna, about 1.2 km distant.  The environment 
at Haystack is well controlled in temperature (to within 
0.2oC), but unshielded from variations in magnetic field 
and atmospheric pressure.  The environment at Westford is 
similar to that at Haystack except the pressure, tempera- 
ture, and magnetic field can be changed and controlled 
within certain limits. 

The signals from the masers were intercompared at Westford 
with a phase comparator and the results recorded digitally. 
Variations in the electrical path of the cable carrying 
the signal from the standard at Haystack to Westford were 
nullified by the use of the reflected signal to servo- 
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control a mechanical "line stretcher". Figure 1 shows the 
curves for the square root of the Allan variance for var- 
ious averaging times both for the maser comparison and for 
the measurement system itself, the comparator and associat- 
ed cables.  (Also shown are intercomparisons carried out 
earlier between the VLG -10 and both a Model HP-.5065A ru- 
bidium standard and an old Model H10-1 hydrogen maser in 
rather poor condition.)  During periods when the atmospher- 
ic pressure remained nearly constant, a relative stability 
of 5 parts in 1015 was observed. Figure 2 shows the com- 
parison between the time kept by the two standards during 
such a period of exceptional stability. Tests made by 
changing the temperature, pressure, and magnetic field show 
that the hydrogen-maser standards exhibit appreciable sen- 
sitivity to their environment as indicated by the entries 
in Table 1. For VLBI, the most detrimental of these is 
the large sensitivity of the frequency of the signal from 
the VLG-10 maser to variations in atmospheric pressure.  A 
pressure coefficient of -3.5 ± 0.2 x 10~13 per inch of mer- 
cury (" Hg) was found for the VLG-10 maser from an analysis 
of the data obtained by modulation of the pressure by 0.15" 
Hg at the Westford site. {In  particular, the pressure co- 
efficient was obtained by cross correlation of the measured 
frequency changes with the measured pressure changes.)  The 
base plate of the bell jar in the VLG-10 maser is apparent- 
ly not sufficiently decoupled from the cavity to prevent 
pressure variations from affecting the cavity resonant fre- 
quency and shifting the frequency of the signal from the 
maser.  Tests made in a barometric chamber2 yielded a co- 
efficient of -4.3 x 10~13/"Hg.  Figure 3 shows the fre- 
quency variations produced by variations in the atmospheric 
pressure during the passage of a weather "front".  The 
pressure coefficient derived by cross correlation from 
these atmospheric changes is -6 x 10~l3/"Hg and is con- 
siderably larger than that obtained from modulation of the 
pressure at Westford.  This comparison suggests that the 
NP-3 maser might have a positive pressure coefficient; how- 
ever, separate tests conducted with the maser locations in- 
terchanged have shown that the NP-3 maser has a pressure 
coefficient less than 4 x lO'^/'^g. The differences be- 
tween the coefficients obtained for the VLG-10 maser may 
be explained by the presence of mechanical hysteresis or 
by some non-linear behavior.  Other evidence for such be- 
havior comes from the observation that the frequency of 
the signal from the VLG-10 maser does not follow the pres- 
sure modulation sraootnly and often jumps in frequency when 
the atmospheric pressure change reverses in sign, as can 
be seen in Figure 3. 
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CONCLUSION 

The appreciable environmental sensitivity of some hydrogen- 
maser frequency standards used in VLBI experiments can 
severely limit the interpretation of VLBI measurements un- 
less a suitable differencing technique can be employed. 
Although frequency stability of a few parts in 10lE can 
sometimes be attained with bydrogen-maser standards, their 
performances are often degraded by more than an order of 
magnitude by changes in the environment.  If these stan- 
dards can not be made insensitive to the environment, it 
may be necessary to control carefully the temperature, 
pressure, and magnetic field in their vicinity in order 
to use them most effectively in VLBI experiments. 
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QUESTION AND ANSWER PERIOD 

MR.  TEWKSBURY: 

On your frequency offset through the atmospheric change, you have both masers 
in the atmospheric pressure or was one held at a constant pressure in a test 
chamber? 

DR. WHITNEY: 

One of the masers was held in an atmospheric pressure at about two-tenths of an 
inch of mercury above the other.   That is, the one in the pressure radome had 
about two-tenths of an inch of mercury offset, which is the pressure required to 
keep the radome inflated. 

MR. TEWKSBURY: 

Well then, effectively both units experienced the variation in atmospheric pres- 
sure simultaneously? 

DR. WHITNEY; 

Yes, that's correct. 

DR.  HELLWIG: 

If you don't design the maser correctly, you will have pressure effects; if you 
do it correctly, you will not have pressure effects.   So I want to take out the 
notion that it is a fundamental effect associated with hydrogen devices. 

DR. WHITNEY: 

Yes, I should have made that point.   In fact, we like to joke that we have the 
most expensive barometer of anybody around. 

DR. WINKLER: 

There is another comment that even better barometers are Rubidium standards, 
and I wondered whether you have kept that in mind? 
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DR. WHITNEY: 

Well, we're aware of that, but investigation has not proceeded to that point yet. 

DR.  REINHARDT: 

I just want to add to Dr. Hellwig's statement.   In all fairness to Bob Vessot, 
who is not here, he has detected that problem and has removed it in his latest 
model maser. 

DR.  WINKLER: 

But I think that one can generalize that it is extremely dangerous to draw far 
reaching conclusions from the investigation of just a few individual frequency 
standards.   When I saw the first plot, the old V-10, my first inclination was to 
say, "Well, well, hydrogen masers are not that bad.'* Sometimes an individual 
frequency standard, cesium or rubidium standards, simply will have a problem, 
and I think all of these applications which we hear this morning are trying to 
extract the very best performance.   So let's be very careful not to generalize 
too much.   I think that's a problem which also can be shown extensively by the 
8 frequency plots of super cesium around the corner here, which indicate that 
these are to be taken as individuals, and a generalized performance statement 
as required by systems designers ought to insert the factor of caution of at 
least 10 or maybe a hundred. 

DR. ALLEY: 

The implication of Dr. Reinhardts remark is that it was probably in the Smith- 
sonian maser rather than the NP3. 

DR. WINKLER: 

I should answer that, really. 

It was known to Dr. Vessot that due to a peculiar design accident that particular 
model had a very high pressure sensitivity, but that is by no means to be under- 
stood as intrinsic to the hydrogen maser. 

MR.  ALLEY: 

In fact I want to draw attention to the proper design of the NP3 in this respect. 
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DR. WHITNEY: 

I think Harry Peters could probably answer that better.   From what I know about 
the NP3 design it has been isolated from the belljar and probably it would be 
much less of an effect in NP3. 

MR. ALLEY: 

That is what I wish to bring out. 

DR. WHITNEY: 

I would like to make a comment that I did not make any judgment as to which, if 
either, of the masers might be mis-performing.   We know and are well aware of 
some of the problems that Bob Vessot had encountered but, on the other hand, 
we have to do some more experimentation.   In particular, we have to do the 
differential pressure measurements between the two masers and then swap them 
around and put the other one in the pressurized randome and keep the other one 
outside and do more experiments before we can say that one of them is free of the 
effect totally and that the other is fully to blame.   We're not prepared to make a 
judgment on that this morning. 

MR. STEIN: 

In VLBI you're operating in two different pressure areas unless you Isolate your 
pressure.   Are you planning experiments in that type of thing where one is in 
Australia and another one is in Goldstone, for example? 

DR. WHITNEY: 

Well that type of experiment certainly is anticipated.   I think that, as has been 
indicated, masers can be designed so that they are insensitive or nearly insen- 
sitive to ambient pressure changes.   In any case, pressure changes are generally 
slow and smooth and can be characterized or solved for in a parameterized way 
inthesolition which ultimately has to be done to get baseline and source positions. 
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WORLDWIDE TIME AND FREQUENCY SYNCHRONIZATION 
BY PLANNED VLSI NETWORKS 

Dr. Robert J. Coates 
Dr. Thomas A. Clark 

Goddard Space Flight Center 

The general concept of Very Long Baseline Interferometry (VLBI) is shown 
in Figure 1.   Two widely separated radio antennas receive radiation emitted 
from the same distant quasar.   The receivers at each station use a hydrogen 
maser frequency standard clock for generating local oscillator signals for trans- 
lating the received quasar energy down to baseband for recording.   The frequency 
standard is necessary to assure that the two receiving systems are operating on 
very close to the same frequency.   The output of each receiver is digitized and 
recorded on a magnetic tape.   The magnetic tapes are then brought together and 
processed in a correlator.   Since the received quasar signals are wideband noise, 
a sharp correlation peak occurs when the two signals are in time phase.   In the 
example illustrated in Figure 1, the signal received in the left hand antenna is 
delayed by an amount r from the signal received in the right hand antenna. Thus, 
by inserting a delay of T in one arm oi the correlation processor, the two sig- 
nals will be brought into coincidence and a peak correlation occurs.   The amount 
of delay necessary to produce correlation is dependent upon the position of the 
quasar relative to the two antennas and upon the length of the baseline between 
the two antennas.   In actual observations, the two antennas are mounted on the 
earth which is rotating.   Thus, the frequencies are doppler shifted and the delay 
required for correlation is continuously changing with time. Thus, in the proc- 
essor, one determines both the differential delay and the delay rate of the sig- 
nals propagating from the source to each site.   Measurements of several differ- 
ent quasar sources with the same baseline can provide a sufficient number of 
independent observations to enable one to solve for the clock offset and clock 
drift rate in addition to the baseline vector and other parameters such as UT. 1 
and polar motion.   With hydrogen maser frequency standards, the offset and 
drift terms are sufficient to describe the frequency during the 24-hour observ- 
ing period. 

At the 1974 PTTI meeting, T. Clark presented the very accurate baseline 
determinations and clock synchronization results obtained from the Quasar Pa- 
trol observations at X-band with the Goldstone-Hay stack baseline, shown in Fig- 
ure 2.   The primary objective of the Quasar Patrol is to measure quasar struc- 
ture.   Thus, three or four stations usually are operated simultaneously as a 
VLBI array, as indicated by the dotted lines in Figure 2.   In addition to Gold- 
stone and Haystack, stations at Fairbanks, Alaska; Greenbank, West Virginia; 
and Onsala, Sweden were used.   This full array of stations is being shown be- 
cause it is a fairly widespread network that spans a large part of the globe. 
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All of these VLBI stations had hydrogen maser frequency standards.   The 
solutions for the relative clock epochs between stations in the Quasar Patrol had 
an RMS residual of about 0.3 nanosecond.   However, we estimate that the accu- 
racy of the clock epoch determination was about one nanosecond, due to several 
small systematic factors.   An example of the systematic factor is the environ- 
mentally dependent change in the electrical length of the cable carrying the stan- 
dard frequency signal from the hydrogen maser to the receiver input at the feed 
of the antenna.   Recent measurements at NRAO indicated a change of about 4 cm 
in electrical length of the standard frequency cable during a VLBI observing ses- 
sion of 24 hours. 

The accuracy demonstrated for baseline length determinations was of the 
order of 16 cm.   Studies conducted by the Goddard/Haystack/MIT group indicate 
that improved calibration and monitoring techniques will reduce the systematic 
factors by an order of magnitude; use of a much wider band recorder will im- 
prove the signal-to-noise ratio, and simultaneous monitoring of tropospheric 
and ionospheric propagation characteristics will reduce propagation uncertain- 
ties by an order of magnitude.   This indicates that it should be feasible to make 
baseline length determinations with VLBI to an accuracy of a few centimeters. 

Because of this potential, NASA has started a VLBI Project, called the Pa- 
cific Plate Motion Experiment (PPME).   The primary objective of PPME is to 
measure directly the movement of the central part of the Pacific Plate relative 
to the North American Plate as indicated by the motion of the island of Kauai, 
Hawaii.   The very long term movement of the Pacific Plate is estimated from 
current tectonic plate motion models to be about 8 cm/year toward the northwest 
from the East Pacific Rise (large arrow in Figure 3).   However, there has been 
no direct measurement of this movement except for local geodetic surveys along 
bounding faults, such as the San Andreas; in addition, it is not known how this 
motion varies over relatively short (3 year) periods of time.   Such variation ip 
important not only scientifically but because short-term variations in plate mo- 
tion of the center of the plate with respect to its edge are an indication of strain 
buildup along bounding shear faults that lead to earthquakes. 

The PPME will use VLBI systems to measure very accurately (5cm) the 
baselines between a station in Kauai, Hawaii, on the Pacific Plate, and stations 
on the North American Plate at Fairbanks, Alaska; Goldstone, California; and 
Haystack Observatory, Massachusetts, as shown (by solid lines) in Figure 3. 
Possible minor local movements of Kauai will be allowed for by geodetic surveys 
in the Hawaiian Islands.   Because the western boundary of the North American 
Plate is a broad one, intraplate movements of the Alaskan and Californian sta- 
tions will be measured by VLBI measurements of baselines to the Haystack Ob- 
servatory (and possibly a station at Ft, Davis, Texas as shown by the dotted 
lines in Figure 3), well within the North American Plate. 
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Another objective is to determine by direct VLBI measurement the motion 
of a station at Kashima, Japan relative to the three stations on the North Amer- 
ican Plate and relative to Kauai, Hawaii.   Japan is in the boundary zone between 
the Pacific and Eurasian Plates where the Pacific Plate is believed to be con- 
sumed by subduction under the Japanese Islands, giving rise to frequent and of- 
ten catastrophic earthquakes. 

In order to achieve the 5-cm baseline determination accuracy, the instru- 
mental and propagation errors will be reduced by augmenting the present type 
of VLBI systems with the following new capability:  improved instrument cali- 
bration, microwave water vapor radiometers for tropospheric path length de- 
termination, and simultaneous dual frequency (8400 and 2300 MHz) reception for 
ionospheric path length determination. 

All of the early VLBI experiments utilize large, high gain antennas which 
give sufficient signal-to-noise ratios for high accuracy VLBI. The PPME ob- 
jectives require comparable signal-to-noise ratios when using the 9-m antenna 
In Kauai and the 26-m antenna in Fairbanks. This will be achieved by using a 
much wider bandwidth data system, called the Mark in system. In addition to 
the wideband data capability, the Mark HI system will contain the VLBI sequence 
program and control for automated operation of the total VLBI system. 

Hydrogen maser frequency standards will be used at all of the stations.   A 
new calibration system will be used to accurately monitor the internal system 
delays at the picosecond level. 

You can recognize that this particular network will automatically, as a fall- 
out, establish time synchronization for all of these stations to the fractional nan- 
osecond level. 

We plan to be operational with this system in late '77 or early '78, and to 
conduct observations roughly every three months in order to track the motions 
of the Island of Kauai. 

Another NASA program that is being implemented by the Jet Propulsion Lab- 
oratory is shown In Figure 4.   This shows the baselines from the 210-foot anten- 
na at the Goldstone Station in California to the DSN 210-foot antennas! in Madrid 
and Australia.   JPL is implementing VLBI in those stations to form a network 
of three stations for the precise determination of polar motion and UT. 1.   They 
also will use the dual S/X frequencies.   As a matter of fact, the Goldstone sta- 
tion that will be used for the PPME is the DSN network station.   It is the first 
station equipped with the dual S/X frequency capability.   DSN will use water va- 
por radiometers, wide bandwidth synthesis, hydrogen masers and electronics 
calibrations very similar to the PPME.   In fact, we are working to make these 
stations compatible with the PPME stations and vice versa. 
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This DSN VLSI capability is expected to be operational in 1977 for deter- 
mining polar motion for deep space navigation.   The operation that is envisioned 
is that on a normal basis the measurements of polar motion and UT will be made 
once a week.   During critical mission phases, like planetary encounter, the mea- 
surements will be made on a daily basis. 

In addition, of course, this VLB! will be used to synchronize the DSN clocks. 
The capability will be there for subnanosecond type synchronization. 

Figure 5 is a world map showing the VLB! networks for PPME   . jlid lines), 
DSN (dashed lines) and Quasar Patrol (dotted lines).   Common stations, such as 
Goldstone, form the tie between the networks.   The Haystack Observatory sta- 
tion is involved in astronomical VLBI with many other radio astronomy stations 
such as Greenbank, W. Virginia; Owens Valley, California; Fort Davis, Texas; 
San Paulo, Brazil; Crimea, U.S.S.R.; and Algonquin Park, Canada.   The Max- 
Planck-Institut fur Radioastronomie, Bonn, Germany, has indicated their desire 
to use their 100-m antenna for a VLBI link with Haystack.   The NASA stations 
at Santiago, Chile and S. Africa are potential VLBI terminals in the future. All 
of these site locations are marked on Figure 5 with small circles. 

All of the stations joined by lines in Figure 5 will have hydrogen masers 
and comparable VLBI capability in the late 'TO's.   In addition, many of the radi- 
oastronomy observatories that are active in VLBI have expressed an interest in 
obtaining hydrogen masers and the more advanced VLBI systems 'v.hat NASA is 
planning to implement. 

Looking at this, you see a rather extensive worldwide network of stations, 
probably all of them with hydrogen masers.   This network in the VLBI mode 
will be synchronized to the subnanosecond level and will be periodically resyn- 
chronized, some on a weekly basis and some on a monthly basis.   This forms 
a rather elaborate, far-reaching network with precise time and frequency 
synchronization. 

So I would like to ask this audience what the time and frequency field would 
recommend for utilization of such a network for precise time and frequency ap- 
plications.   NASA strongly feels that there will be a significant capability here 
and there is probably an interest outside of NASA to make use of such a capa- 
bility.   1 would like to bear from any of you who wishes to join in with us and 
work with the time and frequency aspects of the problem. 

With a VLBI network, there are several things that would have to be done 
to make it an operational time and frequency network.   For example, there is 
no time/frequency input or output to the present VLBI networks.   The VLBI data 
is recorded, shipped to a central processing facility, and analyzed at a later 
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date for clock offset and other parameters.   It is usually several months after 
the data is taken that the analysis is completed.   This delay reduces the useful- 
ness of the output for many time and frequency applications.   I envision that 
there would have to be direct input/output ties with the user organizations and 
with other ensembles of frequency standards in order to utilize the VLBI net- 
works for precise time and frequency applications. 

I would like to receive comments from any of you that are interested in 
working in a cooperative manner in this area. 
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QUESTION AND ANSWER PERIOD 

DR. WINKLERs 

I would like to give you a very preliminary reply.   What you have said has been 
in fact the concern of a part of the timing community.   In the last CCDS meeting, 
the Committee for Definition of the Second, last July, a resolution has been 
passed,  encouraging that, if and when such experiments become a matter of 
routine, that input should be provided to the timing community because it can be 
pretty useful. 

In the simplest terms, that input can be provided by equipping every one of your 
stations with an interface to the existing local service.   That could be a Lcran- 
C receiver since most of your stations are in the area of a Loran chain.   Every 
single measurement which is communicated to a time service or to the BIH, 
which is of course the central time service, will help strengthen our day-to-day 
operations.   Television measurements might be considered in the European 
area.   Television measurements in Australia, will connect the observatory in 
Australia to the Australian Time Service and thereby, help to provide a linkage. 

So I see it only as a question of two aspects.   One, there must be an interface 
provided by making regular reports to the time services that we have now in 
existence on other stations—loran stations, television receivers and so on. 

That interface is very easy and very inexpensive to establish.   And number two, 
these additional services can become of greatest benefit only when there is some 
assurance of their continuity and regularity. 

I don't think there will be much benefit by having these things done on an experi- 
mental basis, and after one year the scientists hurry on to other things.   This is 
what I'm afraid is going to happen.   Interface is so inexpensive and can be es- 
tablished on such short notice.   I would encourage everyone of the radio astron- 
omers to start.   Why don't you report every time comparison even if you have 
the data 5 months after the fact ? It will be useful.   Report your time of arrival 
of a loran signal against the same clock which has been used in the time differ- 
ence measurements.   That's all which is necessary. 

MR.   PICKETT: 

Regarding your comment on using the 30 foot dish at Coquay, what kind of 
sources are you going to use that you can use that size dish and get this 5- 
10 centimeters accuracy you were talking about? 

DR.   COATES: 

We'll be using quasars for the sources. Flux levels in the neighborhood of 1, 
2,3, flux units are sufficient using the wide band recording system to get the 
sufficient signal to noise ratio. 
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RADIO ASTROMETRY 

Dr. Kenneth J. Johnston 
E. 0. Hucburt Center for Space Research 

Kaval Research Laboratory 

ABSTRACT 

Conventional and VLBI Interferometer techniques 
show promise for accurate determination of UT1, 
polar motion, and radio source position catalogs. 

INTRODUCTION 

Radio interferometer measurements of celestial radio 
sources are being employed to determine variations in the 
Earth's rotation, polar motion, and a catalogue of radio 
source positions. Both conventional interferometry and the 
very long baseline Interferometer (VLBI) technique have 
shown promise in previous experimental tests; the VLBI 
technique has beep demonstrated to determine UT1 to an 
accuracy of 3 ms, polar motion to submeter accuracy and 
0"l in source catalogue position (Clark and Shapiro 1973; 
Shapiro et al. 1974), and the conventional technique has 
been used to determine UT1 to an accuracy of 4.3 ms (Elsmore 
1973) and source catalogue position accuracy to 0"l (Ryle 
and Elsmore 1973). Further tests are being conducted to 
evaluate experimental accuracies and atmospheric limitations 
for different baselines and measurement techniques. 

RADIO INTERFEROMETRY 

A signal Is simultaneously received from a celestial source 
at two antennas which can be separated by distances of from 
hundreds of meters to thousands of kilometers. This signal 
is first mixed to an intermediate frequency. The signal at 
one of the antennas is delayed by T„,   the geometric delay 
or the difference in the doppler shift to the source as seen 
from the two sites. Finally the signals are cross-corre- 
lated.  The cross-correlated signal has an amplitude and 
phase.  When the source size is small compared with the in- 
terferometer fringe spacing, the normalized correlation 
amplitude is unity. The phase of the cross-correlated 
signal yields information on where the source is located in 
the fringe pattern of the interferometer. One can visualize 
a pattern of lines or fringes projected onto the sky.  As 
the earth rotates the source passes through this pattern. 
The phase of the cross-correlated signal changes by 2ir 
radians from fringe to fringe.  The separation of the 
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fringes on the sky Is simply 

Ae a D sin ^ radian8' 

where X is the wavelength of the signal, D is the separaticn 
of the antennas and 6 is the angle between the celestial 
source and the baseline. See figure 1. 

The phase can be deterained accurately to a fraction of a 
fringe in conventional interferonetry and precise positions 
can be determined with a short baseline. For example a 5 
km baseline operating at a frequency of 5 GHz, has a fringe 
spacing of 2*5. A determination of the phase of a celestial 
source to 5* results in a position accuracy of 0.035 arc 
seconds or 2 milliseconds. 

The difference between VLBI and conventional interferometry 
is in the phase stability of the interferometer. Conven- 
tional interferometers offer phase stabilities of a few 
degrees for periods of days. The principal limitations to 
phase stability at frequencies above 5 GHz are short period 
variations in atmospheric refractivity and instrumental 
phase variations. VLBI on the other hand depends on inde- 
pendent local oscillators controlled by atomic frequency 
standards at the two locations, and has phase instabilities 
of several radians in a period of an hour. The principal 
limitation to phase stability is the frequency stability of 
the standards at each site used to generate the local 
oscillator chains. These L.O. chains are used to mix the 
signal down to an intermediate low frequency that can be 
recorded on magnetic tape. 

Since VLBI has poor phase stability, the phase of the 
signal is not analyzed directly but rather its derivatives, 
delay which is the rate of change of phase with frequency, 
and fringe rate which is the rate of change of phase with 
respect to time. Thus for the same baseline, conventional 
interferometry will be orders of magnitude more accurate 
than VLBI. The very long baselines possible with VLBI, how- 
ever, compensate for this difference in precision. 

The major limitations to conventional interferometry are: 

1) Short term changes in atmospheric phase path, i.e. 
the signal from the celestial source does not pass through 
identical atmospheric paths to the antennas. Small scale 
variations in atmospheric refractivity due mainly to water 
vapor cause the atmospheric phase path to vary in a random 
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manner on the order of minutes. Present data on the rns 
variation in atmospheric path length is very incomplete, 
but the trend is displayed versus baseline length in figure 
2. The single point at 35 km is preliminary information from 
Wade (1974) of the National Radio Astronomy Observatory where 
the antennas were connected by a radio link. There is a 
marked difference between the phase path deviations on a 
summer day versus a winter day. The summer nights and 
winter nights resemble the winter day. Therefore observa- 
tions obtained during a summer day would be expected to have 
one half the accuracy of those made at night or on a winter 
day. 

2)  Instrumental noise—If the antennas are connected by 
a radio link, noise over this link may contribute significantly 
to the data.  There may also be significant noise contribution 
by noise generated in the local oscillator system. Temperature 
effects on the cables connecting the individual antennas and 
the delay lines also contribute to the system phase noise. 

COMPARISON OF TECHNIQUES 

The accuracy of conventional interferometry and VLBI in 
determining UT1 has been estimated.  From figure 2,   an 
estimate may be made of the contribution of short term 
changes in atmospheric refractivity to phase noise. Assum- 
ing this to be the major contributor to phase noise, the 
accuracy in the determination of UT1 may be predicted, and 
is displayed in figure 3 versus equatorial baseline. 

In work done in collaboration with C. M. Wade and R. M. 
HJellming of the National Radio Astronomy Observatory (NRAO) 
preliminary observations have been obtained over a baseline 
of 35 kilometers. The operating frequency was 2695 MHz 
(11.1 cm).  The baseline is located on an azimuth angle of 
about -45°.  Observations were obtained of 16 radio sources 
over a five day period in January 1974.  From the observed 
phases, corrections to the equatorial and polar baselines, 
and source coordinates were calculated by least squares. 
This solution resulted in an rms phase noise of 16°.  This 
is equivalent to a position accuracy of 0"029 or 2 ms.  For 
Individual source coordinates, the accuracy depends on the 
baseline geometry and source declination.  For a given 
baseline, there is a definite correlation versus source 
declination.  The solution for right ascension and decli- 
nation are not correlated for sources near the zenith. 
Therefore, observations of a source that transits through 
the zenith will yield the most accurate measurement of UT1. 
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This is attested to by the fact that the solution of this 
set of data for the right ascension of 3C84 (5 ■ 40°) re- 
sulted in an internal accuracy of 2 ms. 

The accuracies of the VLBI technique in fringe rate and 
time delay are calculated assuming an accuracy of 1 x  10" 13 
parts in  fringe rate residuals    (Moran et  al.  1973; Cohen 
1971) and an accuracy of 10"^ seconds  in delay.    The data 
by Shapiro  (1974)  agree well with this.    Therefore at the 
present tine conventional interferometry  and VLBI offer 
similar accuracies  in determining UT1. 

Some of the advantages of the conventional interferometry 
technique over VLBI are: 

1) Variations in atmospheric refractivity—the con- 
ventional  technique is  less influenced by  variations  in 
atmospheric refractivity since the antennas are located 
closer together and see more nearly  the same atmospheric 
path conditions. 

2) Solid Body Earth Tides—the relative effect of 
solid body Earth tides between the antennas of a convention- 
al  interferometer  is negligible whereas  for VLBI  it  is not. 

3) Frequency  Standards—there  is  no need for highly 
stable and precise  frequency standards  in a conventional 
interferometer,  whereas VLBI requires  hydrogen maser  fre- 
quency standards and clock synchronization to a microsecond. 

4) Data Reduction—the data may  be reduced in real time. 
After a day's observation,  UT and polar motion may be cal- 
culated immediately.    There is no need to correlate magnetic 
tapes from widely separated locations  to obtain correlation 
functions. 

5) Station Management—it  is  much easier to manage 
stations that are 10-100 km apart than thousands of km 
apart. 

PLANS 

Conventional interferometry will be investigated initially 
through evaluation of observations obtained with the NRAO 
interferometer and VLBI  techniques will  be  further evalu- 
ated.    These data will define basic accuracy  limitations and 
guide the design of optimum techniques  for radio astrometry. 

The author thanks C.  H. Mayer for helpful discussions. 
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QUESTION AND ANSWER PERIOD 

DR.   COHEN: 

Let me say that I agree that the short normal interferometry does indeed have 
many advantages over long-baseline interferometry for timing purposes and for 
source position work.   In fact there's been a race for the ^ast 5 or 8 years over 
who could more accurately do the work, and I think it has come out even so far. 
Long-baseline interferometry h-s the potential for doing very much better but 
that's still many years away, and so far has not been able to jump ahead of the 
short baseline business. 

Let me also remark about the VLA.   I should think that the VLA will automati- 
cally have to be calibrated against point sources in the sky at rather frequent 
intervals, and every time it does that it will automatically generate a UT number, 
so it will in any event do the timing.   I'm almost sure it will. 

DR.   JOHNSTON: 

That's right.   I asked Barry Clark at NRAO just how accurate they were going 
to keep the timing for the VLA, &nd he said they were only going to maintain the 
position accuracy to a tenth of an arcsecond which is the smallest beam width 
that they plan to use.   It doesn't quite meet the needs of the accurate timing, 
unfortunately. 
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FREQUENCY STANDARDS REQUIREMENTS OF THE NASA 

DEEP SPACE NETWORK TO SUPPORT OUTER PLANET MISSIONS 

by 

Henry F.  Fllegel 
and 

C.  C.  Chao 

Jet Propulsion Laboratory 
California Institute of Technology 

ABSTRACT 

Navigation of Mariner spacecraft to Jupiter and beyond will require 
greater accuracy of positional determination than heretofore obtained 
if the full experimental capabilities of this type of spacecraft are to 
be utilized. Advanced navigational techniques which will be available 
by 1977 include Very Long Baseline Interferometry (VLBI), three-way 
Doppler tracking (sometimes called quasi-VLBI), and two-way Doppler 
tracking.  It is shown that VLBI and quasl-VLBI methods depend on the 
same basic concept, and that they Impose nearly the saim requirements 
on the stability of frequency standards at the tracking stations.  It 
is also shown how a realistic modelling of spacecraft navigational er- 
rors prevents overspeclfying the requirements to frequency stability. 

************* 

Several papers delivered at this conference deal with Very Long Base- 
line Interferometry (VLBI), by which the difference between the times 
of arrival of a signal at two widely separated stations from a distant 
radio source is determined by cross-correlation of data tapes. The Jet 
Propulsion Laboratory is supplementing its VLBI program with a simpler 
technique, similar in principle but requiring far less data processing, 
which is informally called Quasi-VLBI (QVLBI). Although developed 
primarily to solve problems in spacecraft navigation, QVLBI can be used 
to compare the frequencies and time rates of change of frequency of 
widely separated oscillators. 

By the methods which are now conventional at JPL, only two kinds of 
data are available for the radio navigation from the Earth of a dis- 
tant spacecraft. The range may be determined by measuring the time 
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required for a radio signal to travel to the spacecraft and back; and 
the range rate can be obtained from the doppler shift of the returned 
signal. Of course, these two data types determine only one mathematical 
function, since the second is merely the time derivative of the first. 
The fundamental problem of spacecraft navigation is that, of the three 
coordinates which an astronomer would use to locate an object in space 
— radial distance, right ascension, and declination — only the first 
is measurable using a single antenna, and the angular position must be 
deduced. At best, this deduction is difficult. 

Several kinds of information are contained in the measurements of range 
rate, and only by combining them can the deduction of spacecraft posi- 
tion and velocity be made reliably. In Figure 1, bottom, the sinusoidal 
curve shows the effect of the rotation of the Earth on the frequency of 
the returned signal by the doppler effect. Where the spacecraft is be- 
low the horizon of the tracking station (that is, from spacecraft set 
to spacecraft rise), the plotted curve is dashed; the solid portion of 
the curve represents observable data. Since the phase of the curve de- 
pends on spacecraft right ascension and the Earth's rotational angle 
(UT1), the right ascension can be determined if UT1 is known; simi- 
larly, spacecraft declination can be determined from the amplitude of 
the curve. The uncertainty In our ability to target the spacecraft is 
represented by an elliptical area In a plane constructed perpendicular 
to the vector of spacecraft motion, within which the spacecraft Is lo- 
cated to a certain confidence level, as illustrated at the top of 
Figure 1. As the spacecraft approaches the target planet, the gravi- 
tational pull causes a rapid change in the measured range rate (bottom 
of Figure 1). Not shown In Figure 1 is the small but measurable change 
in the gravitational acceleration of the spacecraft toward the Sun, 
which is a function of position of the spacecraft In its orbit, and 
which can therefore be used to Infer that position. All these kinds of 
information have been used via the Double-Precision Orbit Determination 
Program (DPODP) at JPL to ascertain and then to correct the trajectory 
parameters of the Mariner and Pioneer spacecraft during the successful 
missions of the past twelve years. Until now, range and range rate 
Information obtained by one tracking station at any given time (single 
station tracking) has been adequate to meet all mission requirements. 

However, as requirements become more stringent, the sources of error in 
single station tracking become quite serious. Consider the case Illus- 
trated in Figure 2, In which a spacecraft is traversing a long path 
(say to Jupiter), and In which data is being accumulated for many days 
to render the gravitational bending of the vehicle toward the Sun most 
noticeable (the long arc method). This acceleration toward the Sun 
varies from only ömm/sec^ to 0.2 mm/sec^ over the entire distance from 
Earth to Jupiter, and, over the last 100 million kilometers of distance 
travelled, changes by only 33%.  Large uncertainties can be produced by 
small effects — by non-gravitational forces such as gas leaks, by 
changes made to the spacecraft trajectory (maneuvers) if they cannot be 
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perfectly modelled, and by unforeseen events (meteor impact, sudden 
venting of gas, and the like). The effect of the rotation of the Earth 
In controlling the spacecraft position determination through the di- 
urnal doppler signature can be corrupted by the ionosphere and by the 
uncertainty in station longitude. And the effect of the gravitational 
pull of the target planet usually appears too late to be helpful for 
use in guidance. The basic difficulty is that spacecraft position is 
very difficult to determine by range (or range rate) information from 
a single tracking station. 

Figure 3 illustrates what can be measured when two antennas track the 
spacecraft simultaneously, and the logic is very similar to that of 
VLBI. In going from single station to two station tracking, we have 
passed from so-called two-way ranging to three-way ranging. Single 
station tracking is called two-way ranging because there is an uplink 
(station transmitting to spacecraft transponder) plus a downlink 
(transponder replying to station). If a second station listens, but 
does not transmit, there is a third link (called the "three-way down- 
link"). The physically significant quantity in the situation is the 
difference, T, in the time of arrival of spacecraft signal between the 
two stations; and If f Is the baseline vector between the two stations, 

s, is the unit vector indicating spacecraft direction, and c is the 
speed of light, then   _>.  ^ 

B • 8 

(i)       ^-T1   ' 

which is the fundamental equation of VLIB. If the fractional frequencies of re- 
ceived signal at the two stations are differenced, this difference 
(called "two-way minus three-way doppler") is the dimensionless quan- 
tity t, the time rate of change of T. These new data types, T or T, 
as reduced from two-way and three-way range and doppler data, are 
called Quasl-VLBI (QVLBI). 

The advantage of QVLBI for spacecraft navigation over single-station 
tracking is that the angular position of the spacecraft can be directly 
measured, and not merely Inferred by the orbit determination program. 
But QVLBI also offers the possibility of measuring the frequency offset 
between the widely separated station oscillators. If these oscillators 
were perfectly synchronized, then one would measure 

("). 

(2)    /AfX       - f « A cos ut (from the Earth's rotation) 

observed        + atmospheric effects 

+ equipment delay effects 

The atmospheric effects are caused especially by the difference in 
charged particle content in the ionosphere over the two stations, and 
by the difference in water vapor content In the troposphere, which is 
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difficult to model. The equipment delays (for example, cable delays) 
will produce no effect if they are constant, but any variation (for 
example, temperature effects at sunrise) will map directly into the 
observed frequency offset. If the station frequency standards operate 
at different frequencies, then the last equation becomes 

El        - A cos «t + /Af\ (3)  f Af\        - A cos «t + I bf\ +. 

observed x ' standard 

where (. . .) represents the atmospheric and equipment effects. Notice 
that, given sufficient data (i.e., a sufficient number of observational 
equations of the form of Equation (3) one can solve for A and 
Afstandard 8eParately; furthermore, by expanding &f8tandard In a Taylor 

series, one could In principle solve for any number of coefficients in 
the polynomial expansion of Af. In practice, the atmospheric sources 
of error make it Impractical to solve for terms higher than frequency 
and frequency rate; Equation (3) becomes 

(M\ " A cos ^t+ZM^     + t  "(M) + • • • 
^ observed ^ 4tandard       ' 

(4) 

These simplified QVLBI equations Illustrate the basic principles.  In 
practice, solutions from real data have been made using the Double 
Precision Orbit Determination Program (DPODP), which estimates fre- 
quency standard and spacecraft trajectory parameters simultaneously. 

In 1971, the Mariner 9 spacecraft was simultaneously tracked by the 
Echo Deep Space Station (DBS 12) at Goldstone, California, and DSS 41 
at Woomera, Australia, (no longer operational) during the month and a 
half prior to Mars encounter. It was the first time that the QVLBI 
technique was demonstrated with real tracking data. The results, 
though promising, were not as conclusive as might be hoped due to the 
limited amount of data and Inadequate knowledge about the behavior of 
the frequency and time system employed. Later in 1973, a series of 
short baseline (=15 km) two station doppler demonstrations with the 
Pioneer 10/11 spacecrafts was initiated to understand better the 
natuta of variations of the frequency and timing system. Results indi- 
cate that the frequency offsets between stations vary slowly and lin- 
early with a long-term (»10^ sec) stability on the order of 2 parts in 
10^ (Af/f). A successful QVBLI demonstration with real tracking data 
was made in December 1973 during the Jupiter Encounter of Pioneer 10 
spacecraft.  On the basis of this experience, a real-time demonstration 
of the QVLBI technique was planned and carried out during the Mariner 10 
mission to Venus and Mercury (MVM). 
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IWM was the first Interplanetary mission using one spacecraft to fly by 
two planets (Venus and Mercury) with the assistance of the gravitation- 
al attraction of one of the two planets.    The official mission was 
successfully completed with the Mercury encounter of 29 March 1974, and 
was extended to have a second flyby of the planet Mercury on 21 Septem- 
ber.    The trajectory of Mariner 10, which is shown in Figurs 4, con- 
sisted of many segments, each segment terminated by either planetary 
encounter or a trajectory correction maneuver (TCM).    Therefore our 
demonstration was divided into five portions according to the following 
time spans: 

1. TCM-1 to TCM-2 (from November 13, 1973 to January 21, 
1974) 
Orbital determination solutions from this segment 
were used for TCM-2 in order to bring the space 
probe to the desired aiming point at Venus encounter. 

2. TCM-2 to Venus encounter (from January 21 to February 
5, 1974) 
This segment covered the closest approach to Venus, 
so that the position of the probe was accurately 
determined and provided a reference to compare 
solutions from the differenced doppler technique 
with conventional data. 

3. Venus encounter to TCM-3 (from February 5 to March 16) 
This segment was to detennine the trajectory 
to provide the parameters for TCM-3. 

4. TCM-3 to Mercury encounter (from March 16 to March 29) 
This provided another opportunity to demonstrate 
the short arc (10~ 12 days) orbital determination 
capabilities using differenced doppler data. 

5. TCM-4 to TCM-5 (from May 10 to June 24) 
This segment was in the extended mission phase 
(after Mercury flyby) and covered the superior 
conjunction, which offered an excellent opportunity 
to demonstrate how well the effects of noise from 
the solar corona could be removed. 

The demonstration was successful in providing estimates of spacecraft 
velocity and position free of corrupting influences.    It is especially 
interesting to consider the estimates which the data provided of the 
offsets between frequency standards. 

Figure 5 illustrates two different types of estimate of frequency off- 
sets between oscillators at the participating stations.    All results 
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are with respect to the DSS 14 (Mars) antenna frequency standard at 
Goldstone, California; other participating stations were DSS 12 (Echo) 
16 km south of Mars antenna at Goldstone; DSS 42 and 43 In Australia, 
which shared a single frequency standard; and DSS 62 and 63 In Spain, 
each with Its own standard. All stations used Hewlett-Packard 5065A 
rubidium standards for MVM navigation. 

The first type of estimate Is shown by the heavy black diamonds In Fig- 
ure 5, each of which gives the solution from a single day's tracking 
data for Af in millihertz between Mars and Echo oscillators (12 minus 
14) at Goldstone.  Since the tracking frequency is S-band (2.3 giga- 
hertz), 7 millihertz corresponds to Af/f - 3 parts to 10^f the size of 
largest residual from the mean which occurred.  Since these stations 
are so close (16 km.), both looked through virtually the same atmos- 
phere, and the relative longitudes are known to within 6 cm., so that 
the results are nearly the best attainable by the present technique. 
We believe that these results display the real offsets between the 
station oscillators, though the tendency of the data to return to the 
mean value from the highest residuals, rather than to execute a random 
walk, is perhaps suspicious. Every user of VLBI or related techniques 
for clock or frequency standard comparison must observe that what, is 
measured is the offset of an entire system — antenna, cables, cir- 
cuitry, and oscillator, under the local atmosphere — rather than of 
the oscillator alone.  In this case, we have no reason to suppose that 
effects other than frequency standard offset and drift are present, 
but the possibility cannot be ruled out completely. 

The second type of estimate is displayed by the open circles,  squares, 
and triangles in Figure 5. For each station, and for each of the time 
periods defined above, all tracking data were combined by the Orbit 
Determination Program, and estimates were formed of (1) frequency off- 
set (2) standard deviation of the estimated frequency offset (3) rate 
of change of offset, when the estimate for rate was believed to be 
statistically significant. The estimates thus formed for DSS 12 and 14 
agree fairly well with the black diamonds. The estimates for rate 
correspond fairly well with the differences between offsets estimated 
on different dates. The error bars were estimated by the Orbit De- 
termination Program using a_ priori values of station longitude uncer- 
tainty of 5 meters; this estimate probably errs on the pessimistic side 
for stations of the Deep Space Net (DSN), but gives a fair idea of the uncertainties 
to be expected when conditions are not optimal. The extremely large errors bars 
on the right represent the data when the spacecraft was near the Sun as seen from 
Earth. 

These data indicate that frequency offsets can be measured to a pre- 
cision of 1 part in 10^ under fair conditions (error bars. Figure 5) 
to about 1 part in 10" under the best conditions (scatter of black 
diamonds.) 
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The experiments reported here have been very useful In studies of what 
precision of frequency standard Is needed for navigation in the DSN. 
They indicate that the behavior of the frequency standards can be 
modelled using solve-for parameters, along with spacecraft state, and 
•o prevent us from over specifying DSN standards.    It has been shown at 
JPL that the existing rubidium standards were adequate to the needs of 
the MVM mission, but that requirements for outer planet missions will 
require the use of H-masers. 
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QUESTION AND ANSWER PERIOD 

DR.  WINKLER: 

I think I would agree with your judgment that it is possible for the rubidium 
standards to behave like that. 

DR.   FLIEGEL: 

Good. 

DR. WINKLER: 

Even so the extrapolations to 40 days, I think, would require that your temper- 
ature stability and your pressure sensitivity was extremely good. 

But we have seen large frequency variations which returned to where the stand- 
ard had been a week before or two weeks before. 
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RELATIVISTIC EFFECTS OF THE ROTATION OF THE 
EARTH ON REMOTE CLOCK SYNCHRONIZATION 

Victor Reinhardt* 
NASA 

Goddard Space Flight Center 

Abstract 

A treatment is given of relativistic clock synchronization 
effects due to the rotation of the Earth.  Unlike other approaches, 
the point of view of an Earth fixed coordinate system is used 
which offers insight to many problems.  An attempt is made to 
give the reader an intuitive grasp of the subject as well as to 
provide formulae for his use.  Specific applications to global 
timekeeping, navigation, VLBI, relativistic clock experiments, 
and satellite clock synchronization are discussed.  The question 
of whether atomic clocks are ideal clocks is also treated. 
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RELATIVISTIC EFFECTS OF THE ROTATION OF THE 
EARTH ON REMOTE CLOCK SYNCHRONIZATION 

INTRODUCTION 

The precision of global timekeeping Is approaching the level where one 
should consider the relatlvlstlc effects of the rotation of the Earth on remote 
clock synchronization.  This paper will treat such effects, both mathematically 
and heuristic ally, to provide the precise time user with both rigorously derived 
formulae and, hopefully, an intuitive grasp of the causes underlying these form- 
ulae. This paper will also attempt to cover the subject as completely as possi- 
ble in order to provide a unified reference which will allay the user's qualms 
about the relevance of some effects as well as allow him to correct for others. 

!'-fl j f. (X) 

where fa is the atomic transition frequency in the atom's rest frame, f c is the 
clock's frequency in its rest frame, and va  is the relative velocity of the atom 
with respect to the clock. If (1) is true when the clock is in motion as well as at 
rest, one can ignore the effect of the moving atom, and treat the clock as ideal. 
(1) has been shown to be invariant with respect to motion of the clock,2 and so 
in this respect an atomic clock is indeed an ideal clock.  For completeness, the 
derivation showing (1) is invariant is reproduced in Appendix I. 
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HOW IDEAL ARE ATOMIC CLOCKS? 

In analyzing the effects of the Earth's rotation on clock synchronization, we 
will assume all clocks are ideal clocks.  We should, therefore, consider first 
whether the most accurate clocks available to the precise time user, atomic 
clocks, deviate significantly from ideal behavior. 

Velocity Effects 

In atomic clocks, a moving atom is interrogated by in phase electromagnetic 
fields at two or more points.6   For various reasons, depending on the device, the 
first order doppler shift due to atomic motion in the device is cancelled out; only 
the second order doppler shift due to atomic motion effects the frequency of the 
clock.6 This shift is given by:2 
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Acceleration Effects 

Only acceleration effects common to all atomic clocks will be considered 
here.  For acceleration effects due to individual clock designs, the reader is 
referred to the manufacturers'literature.1   Since the Earth rotates with angular 
frequency u, an atomic clock fixed on the Earth will observe Its atomic transi- 
tion frequency from this same rotating frame. In this non-inertial, rotating 
frame, the atomic transition frequency may appear altered.  This would cause 
the clock to deviate from ideal behavior.  The question of Ideal behavior, there- 
fore, reduces to the question of whether rotational acceleration will cause the 
atomic transition frequency to alter. 

To determine the rotational effects on an atomic transition frequency, we 
must determine the effects of rotation on the energy levels of an atomic system. 
This is accomplished by examining the Hamiltonian of an atomic system in a 
rotating frame. In a rotating frame, a system's Hamiltonian is given by:4 

H = H0 -w-F 

where H0 is the non-rotating Hamiltonian,^ is the angular frequency vector, 
and F is the total angular momentum. Atomic clocks operate in low magnetic 
fields where F is a good quantum number.5   Therefore, if u> is parallel to the 
magnetic field, the energy levels of the atomic system are shifted by: 

AE^, = - hwM 

where the quantum states are given by the quantum numbers F and M. 
also show that, if <?> is perpendicular to F (see Appendix II): 

One can 

AEPM = 2CI> 

where <^t   is the angular Zeeman frequency. Since atomic frequency standards 
run on transitions in which M for the initial and final states is zero,6 there will 
be no frequency shift in these transitions caused by the rotation of the clock, and 
thus again an atomic clock behaves like an ideal clock. 
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EFFECTS OF UNIFORM MOTION ON REMOTE 
CLOCK SYNCHRONIZATION 

Einstein Light Signal Synchronization 

Before discussing the more complicated effects of the rotation of the Earth 
on clock synchronization, it is instructive to consider the effects of uniform 
motion.  The basis for our discussion will be the Lorentz transformations:2'9 

x' X - vt 

r     c2 

t' 

t.™ 
c2 

(2) 

f^ 
t> ~ Z' = Z 

where the primed system is moving with velocity v parallel to the x coordinate. 
These transformations are derived from the principal of the constancy of the 
velocity of light, and from a definition of clock synchronization (Einstein syn- 
chronization) based on a light source emitting pulses an equal distance from the 
two remote clocks2 (see Figure 1).   From (2), one can see that, to an observer 
moving with velocity v In the x direction, two remote clocks synchronized by 
Einstein synchronization will be out of sync by: 

At = ——- (3) 

where x is the x component of the separation between the clocks. 

The significance of (3) is that It is path independent. If one were to set up 
a "global" network in a flat, special relativistic space with Einstein synchro- 
nization, even though, to a moving observer, this network will appear out of sync, 
it will be out of sync in a self-consistent manner independent of the paths used 
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tmammamH 

CLOCK 1 CLOCK 2 

Figure 1. EINSTEIN SYNCHRONIZATION: IF CLOCKS 1 AND 2 RECEIVE LIGHT 
PULSES AT THE SAME TIME THEY ARE SYNCHRONIZED 

for synchronization allowing one to ignore the effect; all the moving observer 
need do to restore synchronization is to apply (3). 

Synchronization by Slowly Moving Clocks 

Now let us consider remote clock synchronization by another, often used, 
method, by slowly moving a clock between the two remote clocks (see Figure 2). 
In this method, the moving clock, CM, is synchronized to clock C^ slowly moved 
with velocity e along some arbitrary path, P, to clock Ca, and then used to syn- 
chronize C2- Of course while CM is moving, it will be doppler shifted as given 
by (1).  To first order, its frequency compared with the frequency of C^ will be 
given by: 

fi '    ' 2c2 
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MOVING CLOCK 

Figure 2. SYNCHRONIZATION BY SLOWLY MOVING CLOCK 

which will cause C , when it reaches C . to differ from C, by: 

At = -   I    _!l dt, 
JP   2c2 

Since the line element along P is given by: 

dl = 
dt. 

this becomes: 

At -   f   J_dl. 
JP  2C2 
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which goes to zero as e goes to zero. Thus, in the rest frame of Cj and C2, 
the clocks C1 and C2 will be synchronized. 

Now let us consider this slow clock synchronization from the point of view 
of a moving observer (see Figure 3).  Let C2 and C2 be moving with velocity v 
with respect to this observer whose clock, C0, reads time t.  For simplicity 
let Cp CM, and C0 be synchronized to zero when CH leaves C,. 

V+€ 

Figure 3. SYNCHRONIZATION IN MOVING FRAME 

The frequency of C,, is given in terms of CQ'S frequency by (1) (v2 replaced 
by (v + e)2) which to lowest order in e will yield: 

f. 1 - €  • v/c2 

,0     f^ 
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This means that now A t is given by: 

At = -   f       f'v     dt 

~c2 

But along P', to lowest order in e: 

dt = edt, 

so to lowest order in e : 

At -       '        '    dl 

Jp'./T 

Again letting e  go to zero, we obtain: 

M1*' At = - ^:___       ^-dl 

c 
c 

Since v is independent of position, if v is in the x direction, we again obtain 
(3): 

At = rü—. (3) 
C2.-       ^ M 

so synchronization by slowl   moving clocks is equivalent to Einstein light syn- 
chronizations in flat, special relativistic space. 

CLOCK SYNCHRONIZATION ON THE ROTATING EARTH 

For the proper treatment of clock synchronization on the rotating Earth, 
both the presence of gravitational fields and the non-uniformity of the motion 
necessitate the use of general relativity. Both the behavior of clocks and the 
propagation of light signals, in general relativity, is completely defined by the 
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proper time line element metrically decomposed in terms of a suitable coordi- 
nate system.9,10'u   Thus to describe clock synchronization on the rotating 
Earth, all we need derive is the proper time line element given in terms of 
Earth fixed coordinates. 

For our starting point in deriving the proper tim«. ^ne element, we shall use 
the Schwarzchild line element for a point gravitational source in non-rotating 
spherical coordinates (r, & ,4>'): 

dT2= fl+H£W-lrW 

(4) 

— r2 sin2 ed4>'2 - (c2 + 2U)"1 dr2 

c2 

where: 

G^.rth 

This, to accuracy sufficient for our purposes, will properly describe the effects 
of the Earth's gravitation.   To go to Earth fixed coordinates, we use the 
transformation: 

to obtain the desired form of the proper time line element: 

2U 
dr2 =    1+_I   dt2-l r2dö2 

c2 / c2 

(5) 

r' sin2 ß (d02 + Iwdcpdt) - (c2 + 2U)"1 dr2 

c2 

where, UT, the total gravitational potential in the rotating frame, is: 

UTsU-jr2w2 sit? C 

(Note that UT  contains the centrifugal potential). 
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Synchronization by Slowly Moving Clocks 

Consider, now, the consequences of (5) for synchronization by slowly moving 
clocks. For a clock moving along a differential path (dt, dr, dd, d0), in the limit 
where 

(dr    dd     d$\ 
[dt'   dt'   dt/ 

goes to zero, to lowest order, (5) yields: 

C2' 

(6) 

 T^W sin2 6d4> 
c2 

For a finite path, P, this becomes: 

AT =    (   -I  dt 
JPC

2 

(7) 

f r2 sin2 

•'p 
.2 

where AT is the difference between the slowly moving clock and a coordinate 
clock. 

Equation (7) has two terms both of which are path dependent.  The first term 
is the usual gravitational red shift term which has been described elsewhere12,13 

except that, in this case, the centrifugal potential is included as part of the gravi- 
tational potential.  The second term is analogous to (3) in the uniform motion 
case except that, now, the time difference accrued by the slowly moving clock is 
path dependent.   To see this more clearly, consider the following heuristic 
derivation. 

Let us set up a non-rotating system of clocks to view our Earth clocks as 
shown in figure 4.  These non-rotating clocks are all placed at the same 
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NON-ROTATING 
CLOCK SYSTEM 

Figur« 4. SYSTEM TO MEASURE ROTATIONAL EFFECT 

gravitational potential, so they all run at the same rate, and can be synchronized 
to a clock at the north pole. If our clock system is placed at the same gravita- 
tional potential as a slowly moving clock on Earth, one of our system clocks can 
locally view the slowly moving clock, so special relativity can be used.ll  The 
local system clock sees the Earth clock doppler shifted by: 

Af ^    li _     r2^ sin2 6 
f 2c2 2c2 

and also sees the synchronization error giveu by (3) for a slowly moving clock: 

.     ^    vo,dI          r^sin2^   ., dTu = dcp 

Using this and the fact that our system of clocks will be red shifted from a 
coordinate clock by: 

Af     U 
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we obtain for the slowly moving clock on Earth: 

U-ir2^ sin2ö' 
dTM M i + — / «it 

_ T2CüSil\2  0d<p 

where dt is the coordinate time interval.  This equation is precisely that given 
by (6). 

Light Synchronization 

For the general relativistic case, the dependence of proper lengths on the 
coordinates complicates the definition of Einstein light synchronization. To 
simplify analysis, therefore, let us redefine light synchronization as shown in 
Figure 5. In this new definition, clock Cl sends a light pulse to C2, and records 
the time he sends it. When C2 receives the light pulse, he immediately returns 
another pulse over the same path, P, and records the time of arrival of the first 
pulse. Cj now receives the second pulse, and measures the time difference be- 
tween the transmission of the first pulse and the reception of the second pulse, 
At.  From this time, C1 determines the propagation time, At/2, which C2 can 
transmit to C2 along with the time C1 sent the lirst pulse.  This enables C2 to 
synchronize to d . 

In order to analyze the relativistic effects of rotation on this form of syn- 
chronization, all we need use is the line element (5) and the fact that for light 
propagation (in vacuo): 

dr = 0 

These together with a path, P, parametric ally described by (r(\), 6{k),4>(^)) 
defines light propagation in terms of the quadratic equation: 

Ad.'tB($dt^c(i.|,   $^ = 0 

Solving for dt, one obtains: 

..     -B± vB2 - 4AC   .v dt= dK 
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Figure 5. NEW LIGHT SYNCHRONIZATION DEFINITION 

which for a finite path becomes: 

•'\ 

V2 -BWf2i^-d\ 
TA 

(8) 

Notice that there is an ambiguity of sign in (8).  This occurs because, along 
^ ''ght can propagate in two directions, from P(\1) to PO^), and vice versa, 
xne presence of the B term causes the propagation time for light traveling in 

opposite directions to differ by: 

Atp = 2 
I      2A 

d\ 

or 
r2 sin2Ö 

Jpc
2 + 2UT 
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But from our light synchronization definition, this will introduce a synchroniza- 
tion error of: 

At r—P 
2 

or: 

Atr-co   flili^lfa* (9) 
Jp c2 + 2UT 

where At is defined in terms of a coordinate clock.  To lowest order, (9) reduces 
to: 

At = -Ü   f 
c2  i 

r2 sin2 ddQ (10) 
p 

which is the same as the second term in (7). 

In order to obtain some insight into the reasons for the time difference given 
by (10), consider the following heuristic derivation from the point of view of a 
non-rotating frame as shown in Figure 6. In Figure 6, two clocks, Cj and C2, 
rotating with the Earth and separated by a small distance L, light synchronize 
along a straight line. In the time.t, it takes for the light to travel from Cj to 
C2, C2 will move: 

AL =70t s^ÄsinÖ 
c 

where L = ct has been used.  This will introduce a change in path given approxi- 
mately by: 

AL^iL-^ 

or: 

AL = -—sin2 ÖA0 
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Figur« 6. ROTATIONAL ERROR FOR LIGHT SYNCHRONIZATION 

which corresponds to a change propagation time: 

At =- cor' sin2 ÖA0 (11) 

For a li^rt signal going from C2 to Cl,ve would, similarly, obtain a change 
in propagation time as described by (11), but with the opposite sign.  As viewed 
by a coordinate clock, therefore, Cl and C2  ivould be out of synchronization as 
given by (11).  For a general light path, P, we can break the path down into N 
infinitesimal straight line segments, and repeatedly use (11) to obtain: 

which is the same as (10). 

At 
= " c2 Jp 

r2 sin2 Öde/) 
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Rotational Frequency Effects 

Equation 9 shows that a clock on Earth has its frequency shifted from a co- 
ordinate clock by: 

Af     ^T 

f    "c2 

where: 

UT = U-ir2aJ
2 sin2 

This is different from other formulations1512 in tha inclusion of the centrifugal 
potential as part of the gravitational frequency shift term.  This centrifugal effect 
has even been ignored entirely by some authors.12   Inclusion of the centrifugal 
term in one form or another is important to obtain the proper operating frequency 
since the centrifugal term contributes a fractional frequency difference of 1.2 x 
10"12 between a clock at a pole and one at the equator. 

Because of this centrifugal term, however, on the surface of the Earth, one 
can ignore variations in clocks caused by the gravitational shift. If the Earth's 
surface was a rigidly rotating fluid, the surface of the Earth would be define;i by: 

UT = constant 

since a static fluid cannot maintain shear stresses. But sea level by definition 
is the surface of a static fluid; therefore, all clocks at sea level run at the same 
frequency. This means that, so far as the gravitational red shift is concerned, 
to obtain a consistent system of clocks, all one need do is to correct the frequ .acy 
of a clock for deviations from sea level (at the fractional rate of 1.09 x 10"13 per 
km near sea level). 

The fact that clocks at sea level all run at the same rate, however, is of little 
comfort if the user has a rigidly mounted clock, and sea level changes as a func- 
tion of time. Tidal forces due to the Sun and the Moon cause such a time depend- 
ent change of sea level. As shown in Appendix HI, these forces lead to frequency 
shifts given by: 

Af 
f 

= -2.69x lO'17 cos2(cüt) 
Sun 
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f 
= - 5.85x 10'17 cos2(ajt) 

Moon 

APPLICATIONS 

Global Timing Networks 

We have shown that for remote synchronization on the Earth, there is a path 
dependent synchronization error given by (7) for slow clock synchronization and 
(9) for light synchronization.  This path dependent effect can cause discrepancies 
of as much as 0.2 ^ sec for differing synchronization paths. (The maximum effect 
occurs in synchronizing two clocks on opposite sides of the Earth on the Equator 
along paths going in opposite directions around the equator.) To set up a self- 
consistent timing network, one must either set up the synchronization network as 
shown in figure 7 or make corrections for (7) or (9) in all remote synchronization. 
For future reference, let us call this form of synchronization coordinate synchro- 
nization, and call synchronization in which (7) or (9) are not corrected for link 
synchronization. 

PRIMARY CLOCK ON POLE 

SYNCHRONIZATION 
ALONG LONGITUDE 
LINES 

Figure 7. COORDINATE SYNCHRONIZATION NETWORK 
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Since we have also shown that clocks at sea level all run at the same rate, 
to obtain coordinate time from a sea-level, coordinate synchronized global tim- 
ing network, all we need do is offset the network's frequency by: 

Af 
f 

U 

where Up is the Newtonian gravitational potential at the pole. 

Relativistic Timing Experiments 

There are two basic groups of relativistic timing experiments involving' 
moving clocks, those that involve only two clocks, and those that involve moni- 
toring the moving clock with remotely synchronized clocks. The first type of 
experiment is detailed in Figure 8. In this type of experiment, a moving clock, 
CM, is compared with a clock on the Earth, C0, before and after CM makes a 
trip around a closed path, P. One can see from (7) that, even for a slowly mov- 
ing clock always in the same gravitational potential, there will be different re- 
sults depending on the path. 

MOVING 
CLOCK 

STATIONARY 
CLOCK 

Figure 8. TWO CLOCK EXPERIMENT 
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The Hafele-Keating experiment u is a classic example of this type of exper- 
iment.   In this experiment, sets of clocks which traveled around the world equa- 
torially in opposite directions were compared with the U.S.N.O. Master Clock 
before and after each trip.  Different results were obtained for the westerly ver- 
sus easterly moving clocks. Qualitatively, this can be seen as a result of the 
part of (7) given by: 

At = -_  |   r2 sin2 0d0 
c2  Jp 

which for the same P will give A t's of opposite sign depending on the sign of 
d4>. 

The second type of experiment Involves remotely synchronized clocks as 
shown in Figure 9.  In this type of experiment, a clock, CM, is moved along 
a path,   P , between two remotely synchronized clocks, Ci and C2 , and 
compared with them.   Here the results depend on which type of synchronization 
is used.  For example, if we let the synchronization path, CM 's path, Cl .and 
C2 all be along the same latitude, we let vM , CM'S ground velocity, be constant, 
and we keep CM at ground level, for coordinate synchronization, we obtain: 

MOVING CLOCK 

Figure 9. EXPERIMENT INVOLVING REMOTE SYNCHRONIZATION 
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T., - r. 
-^_1 = .J_   [v2 + vä + 2ve-vM] (13) 

Tj 2c2 e M e        M 

where ve is the rotational velocity of the Earth at the latitude chosen.   Notice 
this result depends on the direction of vM with respect to ve just as the Hafele- 
Keating experiment does. If we use link synchronization for the same experiment, 
we obtain: 

T„ - T M-T2 1 
Tl 2c2 

[V* + v2] (14) 

which is independent of the direction of Vu and ve.  This is because the synchro- 
nization error between Cj and C2: 

-♦ -^ -^ -4 

At--17- = -VtTr (15) 

just cancels the cross terms in (13). 

For the two examples just given, the link synchronization case is the only 
one which has a special relativistic analogue; there are no cross terms just as 
would be true in special relativity.  However if one tries to extend this analogue 
to the Hafele-Keating experiment, one gets into trouble.  Treating the Hafele- 
Keating experiment special relativistic ally, leads one to the absurd consequence 
that the stationary clock is out of synchronization with itself.  This occurs be- 
cause a special relativistic treatment implies a flat space in which it would be 
impossible to return to the same clock fay continuously moving in the same 
direction; the Hafele-Keating experiment, as well as all experiments of the 
first type, have no special relativistic analogue! 

Global Radio Navigation 

Radio navigation systems such as Loran-C and Omega utilize precise timing 
to determine the user's position.14,16   By measuring the propagation delay for 
timing signals broadcast from fixed system transmitters with a portable clock, 
the user can determine his distance to the system transmitters, and thus de- 
termine his position. Rotational synchronization errors can introduce errors in 
the navigation system through two sources.  First, if the fixed transmitters use 
link synchronization, timing errors can be introduced.  These errors can be 
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removed by using coordinate synchronization. Second, since the user is generally 
moving around, his clock will develop a cumulative synchronization error given 
by (7).  This error can only be removed by a continuous path dependent correction 
of the users clock.  This error, however, would be typically less than 0.1M S if the 
user coordlnately resynchronized his clock every time he traveled half way around 
the Earth, and so would lead to a navigation error of less than 100 ft. 

For ultra precise navigation, the user could use the following method which 
does not rely on a precise onboard clock. In this method, the user monitors three 
fixed stations simultaneously. From the measured propagation delays he could 
then solve for three unknowns, his coordinates d , and 4>, and his clock error, At. 

Very Long Baseline Inferferometry 

Very long baseline interferomeiry has been suggested for both purposes of 
remote time synchronization,14 and navigation.17The basic technique is outlined 
in Figure 10.  Two remote stations on Earth, A and B, monitor a stellar radio 
source, record the results with timing marks from their local clocks, and later 
cross-correlate their result^ to determine At.  For the purposes of remote time 
synchronization, 6 and s are known, and A t is used to synchronize clocks A and 
B. Since a non-rotating radio source is used, clocks A and B will be coordlnately 
synchronized.  For navigation, clocks A and B are synchronized, and At is used, 
together with a knowledge of 0, to determine s. If A and B are link synchronized, 
there will be a timing error A V given by (7) or (12) which will produce an error 
in s: 

5        'Af 
■     sinö 

With A t typically less than 0.1 MS, typically: 

30m Ss < 
sin Ö 
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Figure 10. V L B I 

Satellite Clock Synchronization 

The most accurate form of remote synchronization by satellites is in the 
two way timing mode14 as shown in Figure 11. In this mode radio signals are 
bounced or transponded off the satellite in both directions.  Time synchroniza- 
tion is determined by the light synchronization method outlined in the previous 
section, so there is a synchronization error with this method given by (9).  If 
uncorruoted, this would lead to synchronization errors typically on the order of 
0.1 fiB ov less. 

For satellites carrying an onboard clock, (7) seems to indicate that there 
would be a frequency shift given by: 

4i = -ilr2sin2öf|l (12) 
f „2 dt 

This is not true because the satellite's finite velocity introduces other terms 
from (5) which cancel (12). To see this, consider the satellite from a non- 
rotating frame as viewed by a clock at the north pole where there are no 
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SATELLITE 

CLOCK A CLOCK B 

Figure II. SATELLITE TWO-WAY TIMING 

rotational effects.  The frequency difference between the pole clock and the 
satellite clock is given by: 

Af 
f 

U.-Up 

2c2 

where Ua and Up are the gravitational potentials at the satellite and at the pole 
respectively, and vT is the satellite's velocity relative to the non-rotating frame. 
For a circular orbit,  vT is a constant, and so Af/f would just be a constant. 
Since for coordinate synchronization, all Earth clocks would be synchronized to 
the pole clock, Af/f would be a constant with respect to them also, precluding 
the possibility of any terms of the form of (12). 

The difference between a moving satellite carrying a clock, and a moving 
ship or airplane carrying a clock is that the motion of the ship or airplane is 
simple (nearly uniform) with respect to the Earth, but the motion of the satellite 
is simple with respect to a non-rotating frame; as viewed from a non-rotating 
frame, the ship or airplane's motion is directly affected by the rotation of the 
Earth; whereas the satellite's motion, one of free fall, is not influenced by the 
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rotation of the Earth.  Formally both a rotating frame and a non-rotating frame 
are equally correct for analyzing relativistic problems; the choice between them 
is a subjective matter governed by simplifications or clarifications one frame or 
the other will bring to the solution of the particular problem of interest. 
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APPENDIX I 

An idealize.S picture of a moving atomic clock is shown in Figure 1-1.  In a 
moving observer's frame, the atom whose transition is being monitored is mov- 
ing with velocity vT.  As the atom passes two clocks, Cx and C2, which are 
synchronized in their rest frame, and which are moving with velocity vc , the 
atom's clock, Ca, is interrogated by Cx and C2.  When the clock i.s at rest, C, 
and Cj see Ca doppler shifted by (1). We must prove that this is also true to 
our moving observer. 

Let Cx, Ca, and the observer's clock, Co, all be synchronized to zero when 
Ca passes C j. Using the Lorentz transformations given by (2), when Ca passes 
Ca, in terms of observers time, t0, Ca and C2  will read: 

f^i 
(1-1) 

tn - v_xn 
t

2=- 
^ - VcX0 

1 c2 

where x0 is the position of C2 when Ca passes C2(Ci at x   =0 when Ca passes 
Cj). Using the fact that: 

xo = VT^ 

and (1-1), we obtain: 

t.      (l-vcvT) Al 
f^ (1 - v») 

(1-2) 

But in terms of va  and vc , where va is the velocity of Ca with respect to Cj 
and Cj, vT  is:2 

V
T 

va + vc 

1+Xl 
c2 
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Using this and (1-2), after some algebraic manipulation, we obtain: 

which is the same as (1). 

& 

© 

ATOM 

©., 
£ 

ATOMIC CLOCK        C2 

OBSERVER 

Figure l-l. IDEALIZED ATOMIC CLOCK 
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APPENDIX H 

If w is perpendicular to Y, the Hamiltonlan becomes:7 

H = H,, + AH 

where: 

and: 

F± = Fx ± iFy 

Since:7 

<FM |(F+ + F.)| FM±1> = iF(F+ 1) - M(M i 1) tf1"1) 

and all other matrix elements are zero, there is no first order perturbation con- 
tribution to the energy levels.8 The next highest perturbation contribution to the 
energy levels is the second order term:8 

AE 

using this and (1-1), one obtains 

<FM |AH| FM*) <1FM' |AH| FM^ 
FM ~ 

^-jt* 

where cot is the angular Zeeman frequency: 

mM - EFM+1 " EFM 
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APPENDIX ID 

To determine the effects of the tidal forces due to the Sun and the Moon on 
the frequency of a clock, consider the following derivation outlined in Figure IU-1. 
At a point on the Earth, two sets of potentials caused by the Sun or Moon are at 
work, the gravitational potential: 

CM 
' R 

where M, and R are the mass and the distance respectively to the Sun or the 
Moon, and the accelerational potential caused by the Earth's motion around the 
center of mass of the Earth-Sun or Earth-Moon system: 

where R' is the distance to the center of mass, and u0 is the angular velocity 
of the Earth revolving around the Sun or Moon. The total potential from these 
effects, then. Is: 

UT = --R'2a;2.G5L 
T 2 0      R 

Expanding In a power series about the center of the Earth (center of mass), and 
noting that, at the center of the Earth, the gravitational and accelerational forces 
must cancel, one obtains, to lowest order, a varying term given by: 

8UT = -i  2ür2cos2a;t 
T        2   R3 

where R0 is the distance of the center of the Earth to the Sun or Moon, and r is 
the radius of the Earth. This yields a frequency shift: 

Af        3GMr2        2    * 
—- = COS* Ci)t 
f 2c2R3 
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ACCELERATION GRAVITATION 
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\ 

^ te. TO SUN 
OR MOON 

Figur» ili-l. EFFECT OF TIDAL FORCES 

Substituting the relevant quantities for the Sun and the Moon, one obtains: 

Af 
f 

= - 2.69 x ICT" cos2(a)t) 

Af 
f 

= - 5.85x 10"17 cos^wt) 
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A RELATIVIST1C ANALYSIS OF CLOCK SYNCHRONIZATION 

J. B. Thomas 

Jet Propulsion Laboratory 
California Institute of Technology 

ABSTRACT 

The relatlvlstlc conversion between coordinate time and atomic 
time Is reformulated to allow simpler time calculations re- 
lating analysis In solar-system barycentrlc coordinates 
(using coordinate time) with Earth-fixed observations (mea- 
suring "earth-bound" proper time or atomic time.) After an 
Interpretation of terms, this simplified formulation, which 
has a rate accuracy of about 10" , Is used to explain the 
conventions required in the synchronization of a world-wide 
clock network and to analyze two synchronization techniques— 
portable clocks and radio interferometry. Finally, pertinent 
experiment tests of relativity are briefly discussed in 
terms of the reformulated time conversion. 

INTRODUCTION 

In the relatlvlstlc analysis of very long baseline radio interferometry 
(VLBI) data as well as spacecraft and planetary radiometric data, 
primary calculations are often most conveniently made in terms of non- 
rotating coordinates that have the solar system barycenter as an ori- 
gin. However, measurements in these applications are usually made by 
Earth-fixed observers. Consequently, such analyses usually Involve a 
relatlvlstlc time conversion (e.g. Moyer 1971) relating solar-system 
barycentrlc calculations (using coordinate time) with Earth-fixed ob- 
servations (measuring atomic time).  In this article, this time conver- 
sion, including all relevant speed and potential effects, is reformu- 
lated in order to facilitate both Interpretation and analysis in these 
applications. After an interpretation of terms, the reformulated equa- 
tion, which has a rate accuracy of about lO"^-^ is used to consider the 
synchronization conventions associated with a world-wide clock network. 

This paper presents the results of one phase of research carried out 
at the Jet Propulsion Laboratory, California Institute of Technology, 
under Contract No. NAS 7-100, sponsored by the National Aeronautics 
and Space Administration, and a revised version has been submitted to 
The Astronomical Journal. 
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Since clock stabilities have begun to routinely enter a relatlvlstlcal- 
ly significant range (10"12 tc 10"^), a discussion of such conventions 
Is presently more than an academic exercise. Two synchronization 
techniques, portable clocks and VLBI, are analyzed In terms of the 
simplified time equation. Finally, pertinent experimental tests of 
relativity are briefly discussed. 

II.  REFORMULATION OF THE TIME CONVERSION 

In this section, the time conversion between atomic time and coordi- 
nate time Is reformulated by means of several approximations In order 
to cast It In a form that Is more convenient for most applications. 
We will assume that, with appropriate rate and epoch specifications, 
the time reading of an atomic clock will, within the known stability 
limitations of the clock, be equal to proper time as calculated on the 
basis of the spacetlme metric. Calculations will be made In terms of 
spacetlme coordinates that are non-rotating and have the solar system 
barycenter as an origin. We will assume that the worldllnes of the 
clocks In terms of these coordinates are known with sufficient accur- 
acy. Coordinate time will be denoted by t and the proper time of the 
jth earth-bound clock by T . 

In this analysis, approximations will be guided by the following con- 
siderations. Current, relatively well-developed oscillator technology 
(Il-maser standards) can, at be,t, provide clocks with a long-term sta- 
bility no better than Ät/faslO"1^. Because of this Instrumental limita- 
tion on time measurement, theoretical rate corrections (dx/dt) of the 
order of lO"1^ or less will not be retained In the following analysis. 

If one retains the most significant terms (I.e., the terms that lead to 
clock rate corrections greater than 10"^) in  the n-body metric tensor 
(e.g., Mlsner, Thome and Wheeler 1973), then the resulting weak-field 
approximation to the differential equation relating coordinate time 
with proper time along the clock's worldllne Is given by the well- 
known expression (e.g. Moyer 1971): 

dt        2c2      c2 

where y. and y  are the earth-bound clock position and velocity* 
j    j ^. 

given as a function of coordinate time and where «Hy.) is the total 
"♦■ 

Newtonian gravitational potential at point y .  In this expression. 

* 
A dot will denote differentiation with respect to coordinate 
time. 
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4  4- 
the y.* y. term corresponds to special relatlvlstlc time dilation due 

to clock speed and the ^/c term corresponds to the general relatlvls- 
tlc gravitational redshift. Mote that, in this expression and in the 
following anaylsis, we treat the spacelike coordinates as vectors, 
which is an approximation of adequate accuracy under the weak-field 
assumptions. 

The position vector y. can be represented as a sum of a vector x from 

the solar system barycenter to the Earth' center of mass and a vector 

x from the Earth's center of mass to the clock so that 

yj - % + >j (2) 

In addition, the potential $ can be represented as a sum of two terms: 

♦ (yj) - ♦gCXj) + ♦r(xe + Xj) (3) 

where 6 is the potential due to the Earth's mass and where $    is due 
e r 

to the mass of all other solar system bodies. The geopotentlal * is 

very nearly constant for an Earth-fixed clock while the potential (fc 

varies as the clock moves about due to both Earth spin and Earth or- 
bital motion. Substituting these last two expressions in Eq. (1), we 
obtain 

2      „•♦■ ■>        -»-2 
dTa v   + 2v •   V.   +  V.               (fr              <) 

.1 - 1 - e         e . J..   .J.   +     e         ' 
dt 2c2 2          2 c          c 

(4) 

where v is the Earth's orbital velocity (x ) and v. is the clock's 
e 4 ^  e     j 

geocentric velocity (x.). The order of magnitude of the various terms 

in Eq. (4) is as follows: 

for Earth orbital speed 

for clock geocentric speed 

for gravitational potential at the 
Earth's orbit 

v e 
c « lO-4 

c *10"6 

2 c 
»IQ"8 
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*e    -9 
—2" 10       for geopotentlal at the Earth's surface 
c 

Two terms, v • v. and ^ , will now be manipulated* into more useful 

forms. As shown below, these manipulations lead to a time conversion 
for Earth-fixed clocks that does not involve an integral over x.(t), tl 

clock's time-varying position relative to the Earth's center of mass. 

In order to separate Earth spin and Earth orbital motion, expand 
6 as follows: Tr 

* (x + x.) « 4 (x ) + 7(fr (x ) • x.. (5) Tr e  j   r e    r e   j 

It is readily shown that neglected quadratic terms du3 to the sun and 

moon are of the order of 10"  at one earth radius. If one neglects 

relativistic terms of the order 10  , the gradient-V(|) is the accel- 

eration (a ) of the Earth's center of mass so that 
e 

4 (x + x.) « 4 (x ) - a • x. . (6) Yrx e   j   Yr   e'   e   j ' 

The time equation can be further modified by means of the Identity: 

v • V. - —7- v • x. - a  • x. (7) e   j   dt 1^ e   jj    e   j 

After substituting Eqs.   (6) and  (7)  in Eq.   (A), and integrating over 
coordinate time from t    to t, we obtain the expression: 

TjCt) .  TC + t - tc + At8 + Atj (8) 

where the two relativistic "correction" terms are defined by: 

t 
1 

At 

t 

t 

c 

* 
A similar but unpublished analysis has been Independently carried out 

by D.  S.  Robertson and R. 0.  Reasenberg at the Department of Earth and 
Planetary Science at MIT. 

428 



V^'HHHMMI 

i    /•tr    ^       7i vJV • ^(t:) 

"J 2 ^ / r«^'' v'Jdt  "     ^        ao) 
c 

and where TC IS the constant of integration.  (It can be easily shown 
that, in order for all clocks to be synchronized according to the 
earthbound techniques of Section IV, this constant of integration must 
be the same for all clocks.) In this expression, we have divided the 
relativistic terms into two categories:  the common terms (At8) which 
are the same for all clocks, and the clock-specific terms (Atj) which 
might be different for each clock.  Note that the two acceleration 
terms produced by ehe speed and potential terms have canceled.  This 
cancelation in a different formulation has been noted by Hoffman (1961) 
and described as a manifestation of the equivalence principle for 
freely-falling geocentric coordinates.  In this final form, the or- 
bital and spin motions have been separated, except for the ^ «x. term. 

For a clock fixed with respect to Earth, the speed Vj and potential 
^e^j) vary by no more than about one part in 10" (due, for example, 
to polar motion, earth tides, crustal motions). Therefore, to ade- 
quate approximation, the clock-specific correction for an Earth-fixed 
clock becomes: 

2* (x.) - v* v (t) • x.(t) 
At. = -S—L 1 (t - to)  - -« 5-J—       (11) 

3      2c c 

These expressions for the time conversion simplify the analysis in the 
following section which include« a discussion of terms and synchroni- 
zation conventions. 

III.     INTERPRETATION OF TERMS AND CLOCK SYNCHRONIZATION ANALYSIS 

World-wide timekeeping is now accomplished by a network of atomic 
clocks placed at various locations over the Earth.    In this network 
member clocks are periodically synchronized with a master clock, which 
is carefully maintained at a fixed location.     ("Master clock" In 
practice is the average time reading of a set of reference atomic 
clocks.     Specific techniques for synchronization will be discussed in 
Section V on the basis of the relativistic time conversion.)    Most 
synchronization work, based on the principles of classical physics, 
presently assumes that clocks,  once synchronl?ed in time and rate,  will 
continue to indicate the same time,  within instrumental accuracy, 
wherever they are moved on the Earth's surface.    However,  relativistic 
analysis,   such as Eq.   (8),  indicates  that classical assumptions may 
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not be adequate if clock accuracies surpass the us level In time and 
the 10"^ level in rate.    That is,  sufficiently accurate clocks can 
lose synchronization due to relatlvistic effects if they are separated 
on the Earth's surface.    Consequently, an accurate clock network based 
on relativity theory must take these effects into account. 

A relatlvistic understanding of the synchronization problem is facili- 
tated by the formulation in Eq.   (8) which connects coordinate time 
with the proper time of a given Earth-fixed clock.    Even though this 
equation is not a direct comparison of Earth-fixed clocks,  it contains 
all the information needed to study the synchronization problem,  pro- 
vided the various terms are properly interpreted.    The following dis- 
cussion attempts such an interpretation with emphasis on the establish- 
ment of synchronization conventions.    Even though some aspects of this 
discussion are relatively well-known,  they have been briefly Included, 
sometimes without reference,  for the sake of completeness. 

The common correction term Ats in Eq.   (9)  contains the factors that 
cause the same rate offset for all clocks:    the speed of the Earth 
center-of-mcss and the "clock-invariant part" of the poteutlal which 
is located at the Earth center-of-mass.     Since this term is common to 
all clocks in the network, it will not cause a loss of synchronization. 
That is,  this term is not significant in "earth-bound" comparisons of 
the clocks but is significant when converting between coordinate time 
and atomic time.     In practice,  the common term must be modified to ac- 
count for any conventions affecting overall clock rates.    For example, 
it is convenient to define the second so that,  in principle, all 
clocks run at the same average rate as coordinate time (e.g. Moyer 
1971).    This rate definition is represented* formally in Atg by sub- 
tracting the time-average rate from the total rate in Eq.   (9) as 
follows: 

where 

At    =  At    - At s          s          s 
2sJ 

t c 

.   2 _    2        2 Av    = v    - v e        e        e 

Mt ■- *r - v 

^ f      2A(|)r - AvM dt (12) 

-ft This rate adjustment, which is the order of 10    , leaves only the non- 
linear, principally periodic effects in Ats.     (A detailed analysis to 

*In the remaining analysis, a tilde over a term will denote that the 
term has been adjusted according to  the synchronization conventions 
defined in this section. 
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establish the most appropriate definition for this time average and to 
model the most Important time-varying residual terms is beyond the 
scope of this paper.) Even though these residual time-varying effects 
do not cause loss of synchronization between Earth-fixed clocks, they 
must still be included in conversions between proper time and coordi- 
nate time. For example, the predominant effect, orbital eccentricity, 
has an integrated amplitude of approximately 2 ms and an annual period 
(e.g. Moyer 1971). 

The clock-specific correction At., in Eq. (11) can lead to a synchroni- 
zation loss between Earth-fixed clocks.  This correction can be sub- 
divided into two categories of time dependence for Earth-fixed clocks: 
linear and periodic. 

In the first category, the linear term, Ue - v /2 (t - tc), is a rate 

correction based on clock geopotential and speed relative to the 
Earth's center-of-mass. This term corresponds to the conventional 
redshlft due to geopotential .since its coefficient is essentially the 
effective geopotential at point t.  as classically observed at the 
Earth-fixed clock (Cocke 1966). •5 That is, the gradient of Vj/2 - <|»e 

gives the sum (g) of the earth-spin "centrifugal force" and the 
earth's gravitational attraction at that point.  Since mean sea level 
represents, to good approximation, a surface of constant effective geo- 
potential, all Earth-fixed clocks at mean sea level should run at ap- 
proximately the same rate without relativistic corrections. For two 
arbitrary Earth-fixed clocks, the differential rate correction can be 
approximately calculated on the basis of differential altitude by the 
formula gAh, which predicts that the rate correction changes by ap- 
proximately 1.1 x 10-13 per kilometer of differential altitude.  (For 
airborne or orbiting clocks, it is readily shown that time-varying 
differential rate corrections of the order of 10"^ - lO-^ are pos- 
sible.) 

In the second category, the periodic term Vp(t)'Xj(t) is never greater 
than 2 ys and is essentially diurnal since ve changes very little over 
one day.  This term corresponds to the special relativity clock synch- 
ronization correction that accounts for the fact that simultaneous 
events in one frame (a "solar system frame") are not necessarily simul- 
taneous in a frame (a "geocentric frame") passing by with velocity ve. 
Consequently, it is of significance in conversions between Earth-fixed 
time and coordinate time but is not present in "Earth-bound" compari- 
sons between Earth-bound clocks. This assertion is supported ana- 
lytically by the fact that the periodic term "changes" to match 
another clock if the two clocks are brought together on Earth. 

The following conventions regarding synchronization are designed to ac- 
commodate these clock-specific terms.  Since the linear terms can lead 
to gross disagreements between clocks over long time periods, they will 
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be removed, either explicitly or Implicitly, by making appropriate 
location-dependent definitions of clock rate. For such rate adjust- 
ments to be significant, the stability of the clocks in the network 
must, of course, be significantly better than a typical rate correc- 
tion of roughly 10"-^. In principle, these corrections could be 
applied by means of explicit on-site rate adjustments based on a fun- 
damental physical process. For example, at each location a second 
could be set equal to a particular altitude-dependent number of cycles 
(to more than 13 decimal places) on a cesium beam frequency standard 
where the cycle-count differential between altitudes would be based on 
the differential in effective potential.  Since these rate adjustments 
are of the order of 10~13( the oscillators would necessarily have to be 
capable of independent (absolute) calibration at a few parts in 10~1^ 
or better (in addition to the similar stability requirement). Unfor- 
tunately, routine calibrations at this level are not feasible at 
present.  In practice, this rate adjustment will be implicitly applied 
in a differential sense whenever a world-wide clock network is kept in 
time synchronization. For example, as in the present system, a "master 
clock" would be utilized, at a given location, to define the second and 
maintain a reference time. Other clocks over the world would then be 
forced into synchronization by means of "earth-bound" synchronization 
techniques (see Section V). Since the synchronization process pre- 
vents clock divergence, the appropriate differential rate correction 
will be implicitly applied without recourse to relativlstic calcula- 
tions. 

Since the periodic term ve(t).Xj(t) does not affect the synchronization 
of Earth-bound clocks, it is not of consequence in the establishment of 
a synchronization convention. 

By modifying Eq. (8) according to the definitions and conventions 
described above, one obtains a standardized conversion for Earth-fixed 
clock j: 

T (t) - T + t - t + 
J      c       c 

t 

\J    f2A*r(xe) - Av^j dt    (13) 

c 

ve(t) ' x^t) 

2 
c 

Note that the time equation no longer involves an integral over clock 
coordinates but only over coordinates for the Earth's center-of-mass. 
Therefore, relative to the original formulation, time calculations are 
much simpler. 

In summaty, with the conventions outlined above, the network clocks 
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would be given selected Initial times (at coordinate time tc) and the 
same average rate (I.e. dx/dt - 1). With these conventions, the clock 
network could be kept In synchronization according to Earth-bound ob- 
servers by means of two synchronization methods now In use. These two 
techniques, portable clocks and VLBI, will be discussed In Section V 
In terms of these synchronization conventions. 

IV. VLBI TIME DELAY 

Radio Interferometry holds great promise as a technique for the ac- 
curate synchronization of a world-wide clock network as well as for 
the accurate measurement of a variety of geophysical and astronomical 
phenomena [Shapiro and Knight 1970] .  In this section, the primary 
component of the interferometrlc delay observable, the geometric delay. 
Is calculated through the use of the reformulated time equation of the 
last section. The purpose of this derivation is to clarify the origin 
of the various terms In the geometric delay In preparation for a dis- 
cussion of clock synchronization in Section V and experimental tests 
In Section VI. 

The VLBI geometric delay is readily calculated using Eq. (13) as fol- 
i- lows.  Suppose that radio waves emitted by a distant source are ob- 

served by two Earth-fixed antennas. Let a given wavefront reach 
antenna 1 at coordinate time t and antenna 2 at t*. According to the 
two antenna teams, the wavefront arrives at T^(t) at antenna 1 and 
time "2(0 at antenna 2. When the two antenna teams compare arrival 
times, they will measure the "geometric" delay: 

T (t) = T-(t') - ^(t) , (14) 
g       2       1 

We have assumed that instrumental and transmission media delays have 
been removed.  In addition, we have assumed that the antenna clocks 
have been synchronized according to the conventions leading to Eq. (13). 
(A loss of synchronization would, of course, appear as an additive 
term in the measured delay.) 

Since jt' - t] is less than 30 ms for Earth-fixed antennas, the terms 
containing t' can be expanded about t to yield: 

Tg(t) - T2(t) - f^t) +T2(t) (t« - t) (15) 

= f - t +-^2 Ur(xe) - Av^/2 - ve • vj (f - t)     (16) 

ve(t) . t{t) 

I2 ' 
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where the baseline b equals x. - x..    In this expression, we have 

neglected an a    . x term and terms of order higher than the first In 

t' - t with negligible loss of accuracy.    Note that the geometric de- 
lay Is equal to ihe "coordinate time delay",  t'  - t, plus time conver- 
sion corrections of two types.    The first type Is a "time dilation" 
correction,  consisting of three terms proportional to t' - t.    It Is 
easily demonstrated that these terms are less than 20 psec (0.6cm) In 
magnitude.     Consequently,  these corrections are of marginal Importance 
for even the most ambitious VLSI applications. 

The second correction category, which corresponds to the clock synch- 
ronization correction  (or aberration correction)  found In a special 
relativity treatment,  can be estimated as follows: 

Ve ' ^ ..-4          12000 1.2 km           ,                                ,,,,.  — < 10        •      =         ■    4 psec (17) 2                                      c c c 

Since ve changes very little over a day,  this term exhibits essentially 
diurnal time variations.     In time delay calculations,  this large cor- 
rection must be treated very precisely. 

Upon to this point,  the coordinate time delay t'  - t has been treated 
in a general  fashion and could denote any two events occurring near the 
earth.    Since this section is primarily concerned with the relatlvls- 
tic conversion of a given coordinate time delay to proper time obser- 
vations, a general discussion of delay calculations,  including all fac- 
tors, will not be attempted.    However,  as an example,  the time delay 
for a very distant,  fixed source  (specifically,  a compact extragalactic 
radio source) will be approximately derived in preparation for Section 
V and VI. 

The geometric delay for an extragalactic source can be derived by first 
calculating the coordinate time delay and then transforming to antenna 
observers.    We will give the signal a plane-wave representation that 
Ignores transmission media and general relativity effects.    The co- 
ordinate time delay for a plane wave is then easily shown to be given 
by 

t. . t , 1.1     _    » (18) 
[l + s •   (v   + v2)/c] e  '   "2' 

where s is a unit vector in the direction of the radio source relative 
to the solar system barycenter. The observed time delay is then 
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obtained by inserting this expression Into the time conversion, 
Eq. (16). All quantities lu this expression are evaluated at coordi- 
nate time t, the time the wave front reaches antenna 1. 

As an alternate but Instructive approach, the geometric delay can.be 
approximately derived to order v/c relative to a geocentric frame (e.g. 
Thomas 1972). In that derivation, the ve • b term enters the delay as 
a result of the aberration correction to the source direction. As 
Indicated by the two derivations, this large term can be viewed in two 
ways. For Earth-bound observers, It Is a geometric correction applied 
to the position of the source. In contrast, relative to solar-system 
barycentrlc coordinates. It can be viewed as a time correction corres- 
ponding to a loss of synchronization between Earth-fixed clocks in the 
special relativity limit. 

V. CLOCK SYNCHRONIZATION TECHNIQUES 

This section will show how two synchronization techniques, portable 
clocks and VLBI, can be used to synchronize a world-wide clock network 
according to the synchronization conventions defined in Section III. 
The portable clock technique will be discussed first. 

In the present world-wide timekeeping network, member clocks at vari- 
ous locations around the world are periodically resynchronized with 
the "master clock" by comparing them with a portable clock that is car- 
ried to each location. Before and- after each trip, the portable clock 
is synchronized on-site with the "master clock".  In this manner, a 
world-wide network of clocks can be placed in synchronization at the 
level (presently 1-10 ysec for routine applications) allowed by the 
instrumental and transportation stability of clocks involved. 

Let a portable clock be synchronized with the master clock at coordi- 
nate time, t = tQ.  Then let the portable clock follow path^ x (t) over 
the Earth to some member of the clock network.  (Note that ip(t) and 
^p(t) contain Earth-spin as well as clock transportation effects.) 
After the portable clock has reached the member clock j at time t', 
the -lock-specific correction for the portable clock [see Eq. (10) but 
subtract the constant master-clock rate] will be 

At 
P -^     f [2M^n>   "   V!   -   2MX

m>   +   V.2l dt (19) 
2c    J |_   e    P P e    m luJ 

0    Vl2 ' V*^ 
2 

c 

Relative to the Earth center-of-mass. 
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where the subscripts p and m denote portable and master clocks respec- 
tively.  (We have not included the other terms in Eq. (8) in this dis- 
cussion since they are common to all clocks and do not affect synchron- 
ization.) The integral term in this expression accounts for the fact 
that the master clock rate adjustment (passed on to the portable clock 
during synchronization with the master clock) will not suppress the 
2^e - Vp integral for the portable clock once it starts its journey and 
^banges its geocentric position and speed. Furthermore, the ^erm ^ 
ve(t') • Xj(t') represents the value for the correction term ve • Xp 
after the portable clock reaches the member clock (ip-+■£.). 

According to the synchronization conventions established in Section 
111, the portable clock-member clock comparison must be handled as 
follows. The desired v.lue for the clock-specific term for the member 
clock is given by 

v (t'^x.Ct') 
At ^ 2      . (20) 

■'        c 

Thus, comparing Eq. (19) and Eq. (20), we see that the portable clock 
must be corrected to account for the speed-potential integral that has 
accumulated in transit: 

AT - At - At., (21) 
P     P     J 

t' 

h f    [2»e(V " VP - V^ + vm] dt     (22) 

t 
o 

-12 For one day transit times, this correction can be of the order of 10 
x 105 s ■ 100 ns. Further, the portable clock rate will differ from 
the conventional rate for site j by 

2*e(V - A -  VJa) * \      ja«, (23) 
I.2 '    c2   ' 

so that the clock rate comparisons must include this correction factor. 
Thus, we see that, during transit, the periodic term ^e • x^ changes 
into the appropriate value while the "rate term" loses its adjustment 
and must be corrected. 

It is interesting to note that the integral contained in Eq. (22) is 
essentially the theoretical time gain predicted by Hafele and Keating 
for their Earth-circumnavigation experiment (Hafele and Keating 1972), 
in which they measured the synchronization loss (relative to a 
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stationary master clock) of atomic clocks flown around the world. In 
that paper, theoretical calculations only considered geocentric speed 
and geopotentlal effects. With a more general approach, the present 
formulation Indicates that this Integral Is the total time gain, pro- 
vided one can neglect rate terms less than about lO"1^. Thus, the 
warning by Hafele and Keating that effects of the sun and moon might 
perhaps not be entirely negligible appears to be unwarranted for clock 
stabilities worse than about 10"15. 

Clock synchronization by means of VLBI Is conceptually, if not opera- 
tionally, straightforward. For a given natural source, the time delay 
Is measured between two antennas and appropriately corrected for trans- 
mission media and instrumental delays. The resulting delay should be 
equal to the geometric delay calculated according to Eq. (16).  (We 
assume here that geophysical and astrometrlc quantities are known with 
sufficient accuracy.) Any difference between the measured delay and 
the calculated delay represents the synchronization loss between an- 
tenna clocks.  In this manner, a world-wide system of clocks could be 
synchronized at interferometer accuracies, which are expected to reach 
about 0.1 nsec for future well-developed VLBI systems (Shapiro and 
Knight 1970). 

VI. DISCUSSION OF PERTINENT RELATIVITY EXPERIMENTS 

In a treatment of this nature, it is of interest to discuss pertinent 
tests of relativity in terms of the reformulated time conversion. As 
indicated in Section III, only the "geocentric" term, the integral in 
Eq. (8), will be evident in "earth-bound" comparisons of Earth-bound 
clocks. Contingent on Instrumental feasibility, two basic types of 
Earth-bound clock experiments can be used to test the presence of this 
effect: moving clocks and Earth-fixed clocks.  It is Interesting to 
note that, while a moving clock experiment generally involves an inte- 
grated synchronization loss due to time-varying speed and potential, 
the relativistic effect for Earth-fixed clocks would, to first approxi- 
mation, only consist of a constant rate offset due to a constant dif- 
ferential in geopotentlal.  Consequently, an Earth-fixed experiment 
would essentially produce, to first order, a measurement of the con- 
ventional gravitational redshift, as first measured by Pound and Rebka 
(1960) and later but more accurately by Pound and Snider (196A).  In 
those experiments, precise nuclear resonance measurements based on the 
Mossbauer effect determined the apparent frequency shift of yrays 
from the 14.4 kev transition in Fe" where the local geopotentlal dif- 
ference was established with a 22.5 m altitude differential. 

In order for an Earth-fixed clock experiment to equal the 1% accuracy 
of the Pound-Snider experiment, a typical rate differential of roughly 
10~13 (for a 1 km altitude differential) would have to be measured with 
an accuracy of 10~15 which would, of course, require clock stability 
and accuracy at 10~^.    Except perhaps at standards laboratories, this 
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clock rate calibration requirement would probably be the most difficult 
aspect of such an Earth-fixed cluck experiment. One of the possible 
methods for measuring the synchronization loss in such an experiment 
would be the VLBI technique, which would have the advantageous option, 
for portable antennas, of making very precise synchronization measure- 
ments between standard clocks while they are carefully maintained in 
the existing ideal environments of two possibly widely separated stan- 
dards laboratories. For example, with a VLBI clock synchronization 
accuracy of 0.1 nsec, a rate - differential sensitivity of roughly 
10-15 wouid te obtained with about 24 hours of data. Unfortunately, 
even though the Y-ray resonance and clock techniques are significantly 
different, the current, established level in clock technology will not 
allow an Earth-fixed-clock measurement of the geopotential redshift 
that is significantly more accurate than the Pound-Snider experiment. 

In general, the relativistic rate effect can be larger for moving 
clocks than for Earth-fixed clocks, potentially by as much as three 
orders of magnitude. One moving-clock experiment, involving airborne 
clocks (Hafele and Keating 1972), has already been carried out with 
positive results.  In that experiment, the. synchronization losses (273 
nsec in the maximum case) relative to an Earth-fixed standard clock 
were observed to be in agreement with theoretical estimates, with an 
overall uncertainty of about 20 nsec. Another moving-clock experi- 
ment, presently in preparation (Kleppner et al, 1970; Vessot and 
Levine, 1971), would attempt to measure the time-varying relativistic 
rate differential between an Earth-orbiting clock and an Earth-fixed 
clock. Measurements of rate variations as large as 6 x 10"^ with an 
overall accuracy of 1 part in 10^ are predicted for that experiment. 

VII.  SUMMARY 

In the preceding sections, a reformulation of the relativistic time 
equation has simplified interpretation of the various effects entering 
the conversion between coordinate time and Earth-bound proper time 
(atomic time).  Based on this analysis, the conventions and techniques 
involved in the synchronization of a world-wide clock network have been 
Investigated.  In addition, the new formulation has simplified a rela- 
tivistic analysis of the "geometric delay" measured in VLBI applica- 
tions. Finally, a brief discussion has been devoted to "Earth-bound" 
relativity experiments that are relevant to the reformulation. 
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PLASMASPHERIC EFFECTS ON ONE-WAY SATELLITE TIMING SIGNALS 

F. J. Gorman, Jr. and H. Solcher 
Communications/Automatic Data Processing Laboratory 

U. S. Army Electronics Command 

ABSTRACT 

At the 1973 PTTI Planning Meeting, the effects 
of the ionospheric retardation of satellite- 
emitted timing signals was presented.  The 
retardation at the navigation frequencies, 
which is proportional to the total ionospheric 
electron content (TEC), was determined by Far- 
aday polarization measurements of VHF emissions 
of a geostationary satellite. The polariza- 
tion data yielded TEC up to 'v-lZOO km only, 
since the measurement technique is based on 
the Faraday effect which is weighted by the 
terrestrial magnetic field. 

The radio beacon experiment aboard the recently 
launched geostationary ATS-6 offers the unique 
opportunity to determine TEC, or equivalently, 
the signal propagation delay, to geostationary 
altitudes.  The beacon package provides the 
opportunity to conduct two relevant experi- 
ments. The first utilizes the Faraday rota- 
tion technique for determination of TEC.  The 
second utilizes the dispersive group delay 
technique which is independent of the magnetic 
field and determines TEC to geostationary al- 
titudes. The difference between the values of 
the integrated electron content obtained by 
the two techniques yields the content from 
^1200 km to geostationary altitudes, i.e., the 
plasraaspherio electron content. 

Faradav rotation and dispersive group delay 
observations have been conducted at Fort Mon- 
mouth since the launch of ATS-6 in late May, 
1974.  The plasmaspheric content exhibited 
diurnal as well as day-to-day variations. Its 
absolute magnitude varied from 1 to ^8 TEC 
units (10^-" e/m^). At night the plasmaspheric 
content was nearly always above 50% of the 
ionospheric content and on occasion exceeded 
100%.  During the day, this ratio averaged ^35%. 
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INTRODUCTION 

At the 1973 Precise Time and Time Interval (PTTI) Symposiunv 
the effects of the ionospheric total electron content on the 
accuracy of transionospheric satellite navigation systems 
were discussed [1],  It was shown that in traversing the 
ionosphere, a propagating navigation signal is slowed by an 
amount which is directly proportional to the total electron 
content (TEC) along its path.  This gives an apparent range 
that is larger than the equivalent free-space range.  If 
the TEC is known, or is measured, a correction to the rang- 
ing may be applied. The TEC may be measured in real time, 
provided the user has dual-frequency capabilities. However, 
substantial reduction in the cost of user equipment could 
be realized if the navigation system used only one frequency. 
In such a case, the ionospheric time-delay will have to be 
determined through empirical modeling techniques based on 
existing and future global electron content data, and will 
be transmitted to the user for correction via the navigating 
signal. 

Most TEC data to date has been obtained by the Faraday pol- 
arization rotation technique.  The Faraday rotation is a 
terrestrial-magnetic-field-dependent phenomenon, and its 
magnitude is heavily weighted near the earth.  It is there- 
fore considered to provide electron content values at alti- 
tudes below "vlZOO km.  The navigation system will utilize 
satellites at considerably higher altitudes.  The navigat- 
ing signal will be slowed by free electrons in the iono- 
sphere as well as in the plasmasphere (i.e., at altitudes 
> 1200 km). The corrections for TEC supplied by a model 
based on the Faraday technique will not adequately compen- 
sate for the total signal delay since the free electrons in 
the plasmasphere will not be accounted for.  The radio bea- 
con experiment (RBE) aboard the geostationary Applied Tech- 
nology Satellite (ATS-6 launched in May 1974) permits the 
accumulation of TEC data which includes the plasmaspheric 
content.  The technique utilized is the dispersive-group- 
delay technique which is independent of the terrestrial- 
magnetic- field and hence yields the integrated electron con- 
tent from observer to satellite. 

THE FARADAY AND DISPERSIVE-GROUP DELAY METHODS 

The Faraday polarization rotation technique has long been 
used in measurement of TEC.  In the high-frequency and 
quasi-longitudinal approximations, the two magneto-ionic 
modes are nearly circularly polarized in opposite senses; 
thus a plane polarized wave traversing the ionosphere may 
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be regarded as the vector sum of the ordirary and extraor- 
dinary components. Since these two components travel at 
different phase velocities, the plane of polarization ro- 
tates continually along the signal's path. The total rota- 
tion from the signal source to the observer is related to 
the total electron content by the expression: 

a = -^r rS BcosSNds » -— T5 (Bcosesecx)Ndh,     (1) 
f2J0 f2 00 

where k = 2.36 * 10' , B is the local magnetic field flux 
density in gammas, 6 is the angle between the radio wave 
normal and the magnetic field direction, and x is t^16 angle 
between the wave normal and the vertical. Since B decreases 
inversely with the cube of the geocentric distance, and 
since the electron density decreases exponentially with al- 
titude above F, max O 300 km), the integral is heavily 
weighted near the earth and is considered to provide elec- 
tron content values at altitudes below ^1200 km. 

The term M = Bcos6secx in Eq. (1) may be taken out of the 
integral sign and replaced by its value at a "mean" iono- 
spheric altitude (420 km).  Equation (1) then becomes: 

a = JL M^        Ndh = -^ M Nj, (2) 
f   " Ionosphere      f 

where N, is the ionospheric total electron content measured 

by the Faraday rotation technique. At Fort Monmouth, where 
• Nj = 1016 e/m2 de- the numerical value for R is 56292 y» for 

fined as 1 TEC unit, we calculate a = 38.83° (for f = 140 
MHz). 

Using the dispersive-group-delay technique, the phase of 
the modulation envelope between a carrier and its sideband 
is compared at two frequencies (nominally f ■ 140 and 360 
MHz with sideband displacements of Af * +lMHz).  Since the 
phase is insensitive to the earth's magnetic-field, this 
technique yields the number of electrons along the entire 
path from satellite to observer (hL.). 

The time delay of a signal propagated through a medium con- 
taining free electrons with a group velocity Vg is: 
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Jo vg c Jo * cJo    ^ 

where u is the group refractive index and c is the veloc- 
ity of light in vacuum. For two signals at frequencies 
f, and f-, the differential time delay is: 

tl    i\ Jo 

If the two signals are modulated by a sideband separated by 
an equal Af, then the modulation time delay At is equal 
to the differential group time delay, i.e., 

,t . At - ÜL ± . 40^3 ,1  u rs m  360 Af    c  VfZ  fZyJo 

where A41 is the differential modulation phase shift in 
degrees. It follows that 

f    Ndh . N . ^L J. ctsecx)-1 / X. .  iN"1.  (6) 

^Tottl      T  360 Äf   40-3    t\      i\ 

At Fort Monmouth for NL « 10 , a phase difference of 
30.55° is measured. 

THE DATA 

The variation of the total electron contents measured by 
the Faraday and group delay techniques is shown in Fig. 1 
at 15-minute intervals for the time period 1600 EDT on 
3 July to 0800 EDT on 8 July. The temporal variations of 
N, and N™ were nearly parallel with most density variations 
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observed on both curves. 

Prominent during the time period covered were the largo in- 
creases of total electron content in response to two large 
solar flares (see Fig, 1). Between 0945 EDT and 1000 liDT 
on 4 July, N, increased by ^1.5 x 101" e/m*, while NT 

16    2 
increased by ^2 x10 e/m . Since the content values in 
Fig. 1 are given for every 15 minutes, the full increase 
of NT and NT is not indicated there.  Starting at ^0953 EDT, 

16    2 
Nj increased by ^3.3x10  e/m in 3 minutes and then de- 

cayed to its value at 1000 EDT. At the same time, NT 

increased by approximately the same amount. On 5 July 

between 1730 and 1745, N, increased by ^1.9 x 10 , while 

NT increased by ^2.3xiol6. The rapid increases started 
16 

at 1740 EDT with Nj increasing by ^2.1xioxo in 6 minutes; 

N™ increased similarly. 

The equivalent signal-delay time at 1.6 GHz (in the naviga- 
tion frequency band) corresponding to the vertical electron 
content distribution was always below IS nanoseconds for 
the time period reported. On different days, the time de- 
lay varied by as much as 601.  Between maximum and minimum 
on any one day, the largest factor was 12. Superimposed 
on the normal diurnal variations of the content were quasi- 
sinusoidal variations which usually occur near the time 
period of maximum content of the daily cycle. These varia- 
tions are caused by ionospheric irregularities. 

The dispersive-group-delay technique measures the total 
electron content from observer to satellite, whereas the 
Faraday technique yields the content only in the vicinity 
of the earth (i.e., up to ^1200 km). The difference be- 
tween the two yields the content above ^1200 km, which is 
referred to as the plasmaspheric content, Np. 

It follows that 

Np - NT - Nj. (8) 

Np is plotted in Fig. 2 for the same time intervals and for 

the same time period as that of Fig. 1. The plasmaspheric 
content ranged from 1 to ^8 TEC units, or equivalently from 
^0.5 to over 4 nanoseconds for a 1.6 GHz signal. Generally, 
the minimum of the plasmaspheric content occurred near 
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ionospheric sunrise while its maximum occurred near iono- 
spheric sunset.  During any one day, the diurnal variation 
was not as pronounced as the corresponding variation of the 
total or ionospheric electron contents. The maximum varia- 
tion (by a factor of ^3.4) was observed on 5 July. This is 
compared to a total content variation by a factor of 12 for 
the same day. The day-to-day variability exhibited changes 
of up to 300% during comparable local time periods (e.g., 
on 4 and 7 July during nighttime hours). 

Of great importance to the applicability of global time- 
delay models based on TEC data obtained by the Faraday rota- 
tion technique, is the magnitude and variation of the ratio 
of plasmaspheric to the ionospheric time delays, or equiva- 
lent^ (Np/N,).  This ratio (see Fig. 3) shows a diurnal 
as well as a day-to-day variability. Between 0100 and 0700 
EDT, the ratio was nearly always above 50t and on occasions 
exceeded 100%. After this time-period, the ratio decreased 
to its minimum at ^1100 EDT, after which time it increased 
with the time of day. From 0700-0100 EDT, the ratio aver- 
age increased from ^30 % to MO %. 

The ratio of the plasmaspheric to the total time-delays due 
to free electrons along the signal's path, or equivalently 
Np/NT, is shown in Fig. 4.  The diurnal and day-to-day var- 
iability of this ratio is similar to that of Np/N,.  During 

the night the ratio was high, reaching a value up to 70%. 
During the day, the ratio was lower, averaging from ^25% to 
30%. 

CONCLUSIONS 

Preliminary results of the radio beacon experiment of the 
ATS-6 indicate the magnitude and variation of the plasma- 
spheric electron content.  The group path delay of a navi- 
gation signal due to free electrons in the plasmasphere 
cannot be neglected when it is compared to the delay due to 
the ionosphere.  Group path delay prediction models based 
on Faraday data do not adequately compensate for the total 
delay; at night, they may be off by more than 50%, and 
during the day by an average of ^35%. This is in addition 
to other prediction errors, i.e., differences between ob- 
served and predicted values of the delay times.  Further- 
more, ionospheric (Faraday) prediction models cannot be 
corrected by adding a constant offset to account for the 
plasmaspheric delay, since the plasmaspheric content exhib- 
ited a diurnal and day-to-day variation.  Fortunately, the 
highest ratio of plasmaspheric-to-ionospheric delay time 
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occurs at night, when the total delay time is relatively 
small. 

The data reported here was taken at a mid-latitude station 
during the quiet phase of the solar cycle.  During such a 
phase at such a location, the group delay is generally 
small and modeling schemes yield corrections within the 
accuracy requirements of the proposed navigation systems. 
It remains to be seen if the observed ratios of plasma- 
spheric- to- ionospheric delays will be maintained at other 
geographic locations, and when delay times will be large, 
such as during the maximum phase of the solar cycle.  If 
such ratios are maintained during the maximum of the cycle, 
neglecting the plasmaspheric content will cause errors ex- 
ceeding the accuracy require^en': of the system. 
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QUESTION AND ANSWER PERIOD 

MR.  CALLAHAM: 

Is there any significant contribution at all to the delay due to tropospheric 
effects ? Is there any significant contribution due to the presence of gases aside 
from the electron content? 

DR. SOICHER: 

I understand the GPS people are not concerned about the tropospheric delays be- 
cause they're certainly an order of magnitude smaller than ionospheric effects. 
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A PASSIVE SUBMICROSECOND TIME DISSEMINATION SYSTEM 

Dr. R. J. Taylor 
Johns Hopkins University Applied Physics Laboratory 

ABSTRACT 

A submlcrosecond Time Dissemination 
System has been developed by the Johns 
Hopkins University Applied Physics 
Laboratory. The System Is composed of 
an experimental transit Improvement 
satellite (TRIAD), TRÄNET Satellite 
Tracking System, and special satellite 
signal receivers each tied to separate 
cesium clocks. The 400 MHz signal 
from the satellite Is phase modulated 
±45° by a pseudo-random noise (PRN) 
digital code with a bit rate of 5/3 MHz. 

Evaluation of this system has shown 
that satellite oscillator frequency 
Instabilities are the major source of 
error. During a three day observation 
of the satellite, the maximum excursion 
of the satellite oscillator frequency 
from a straight line fit to the observed 

._-12 (Af diff) . frequency was 7 x 10    ■=—3 f 

Experiments indicate that Global time 
transfers can be made with errors less 
than 100 nanoseconds. 

INTRODUCTION 

Improvement of the Navy Navigation (Transit) Satellite 
System has led to the development of a new series of 
satellites which Incorporate the following improvements: 

1. Wide Band Pseudo-Random Noise (PRN) Phase Modulation 
of the carrier for range navigation and precise dissemina- 
tion of time. 
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2. Disturbance Compensation System (DISCOS) which com- 
pensates for the aerodynamic drag forces and solar 
radiation pressure. 

3. Programmable frequency synthesizer which compensates 
for frequency drift of the satellite quartz crystal ref- 
erence oscillator. 

This paper shall discuss nanosecond clock experiments 
utilizing the improvement mentioned under number 1.  With 
the implementation of broad bandwidth digital pseudo- 
random noise (PRN) high frequency phase modulation on the 
carrier frequencies of the new Transit Improvement Satel- 
lite, TRIAD, came the ability to resolve timing marks 
with greatly increased precision using practical elec- 
tronic circuitry.  One key advantage of the Transit 
Satellites for disseminating time is that these satellites 
transfer time in a passive mode (one way signals from 
satellite to user) .  The advantages of this passive time 
dissemination system over an active or two way timing 
system are the following: 

1. No limit to number of simultaneous terrestrial users. 

2. User need not compromise his position by transmission 
of radio signals. 

3. Use of portable omni-directional antennas. 

DISCUSSION 

The purpose of the nanosecond clock experiment was to 
determine what level of accuracy time can be disseminated 
using PRN signals which are broadcast from the TRIAD 
Satellite. The task was to investigate how accurately 
the Clock Epoch Difference between two cesium beam clocks 
could be determined using the PRN modulation transmitted 
from the TRIAD Satellite.  The various sources of errors 
were examined and their order-of-magnitude contributions 
to the total were determined. 

The experimental system is shown in Figure 1.  The 
experiment was to determine the clock epoch difference 
or error between two cesium clocks when they are used 
as recovery system clocks for receivers monitoring 
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the TRAID Satellite PRN digital code modulations on the 400 
MHz signal. The two modes for determining the clock epoch 
error were the Regional Clock Transfer Mode and the Global 
Clock Transfer Mode. For the Regional Clock Transfer, 
both receivers monitor the same satellite signal simul- 
taneously. For the Global Clock Transfer, measured PRN 
epoch times of arrival using one receiver are compared 
with predicted PRN epoch times of arrival using data from 
previous satellite passes measured with the other receiver. 
Satellite oscillator drift predictions are essential for 
predictions of PRN epoch times of arrival.  Slant range 
propagation delays, ionospheric and tropospheric refrac- 
tion delays, and equipment delays must be determined in 
order to determine the clock epochs error between the two 
cesium clocks on the ground. These time delays and their 
variation during a satellite pass are schematically shown 
in Figure 2.  By subtracting these delays from the PRN 
times of arrival, one can determine the PRN times of trans- 
mission from the satellite. The PRN times of transmission 
are determined using two different clocks.  The difference 
in time is the clock epoch difference between the two 
cesium clocks. 

The clock epoch differences as determined by ground simu- 
lation of satellite signals and when the two receivers are 
simultaneously viewing the orbiting satellite (Regional 
Clock Synchronization) are shown in Figure 3.  The maximum 
variation between these two methods to determine the clock 
epoch error is 43 nanoseconds with a mean bias of +22 nano- 
seconds for the satellite passes compared to the ground 
simulated satellite signals.  The standard deviation of 
the satellite data from the general curve is only nine 
nanoseconds, however. 

The bias in the Regional Clock Synchronization Data com- 
pared to the satellite simulator could come from several 
sources. Differences in antenna delays for the two 
receivers could account for part of the bias and/or 
dynamic response differences between the two receivers. 

Data for the Global Clock Transfer Mode are generated by 
using PRN epoch receipt times as measured by the BRN-3 
receiver for one pass to predict when PRN epochs should 
arrive at the SRN-9 receiver for the next pass and com- 
paring the measured times of arrival with the predicted 
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CLOCK SYNCHRONIZATION METHOD 
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times.  The difference between these predicted times and 
the measured times Is the clock epoch difference, deter- 
mined In the Global Clock Transfer Mode (See Figure 4) . 
The predi .ted PRN times of transmission from the satellite 
are based upon estimates of the satellite oscillator 
frequency drift. The measured TRIAD oscillator frequency 
between days 72 and 74, 1974 is shown in Figure 5.  The 
largest departure of the measured frequency from a 
straight line fit was 7 x 10~12 (/\f diff) . 

Prediction errors can also be generated by BRN-3 to BRN-3 
predictions just like the BRN-3 to SRN-9 predictions 
(Global Clock Transfer Mode) . From such predictions and 
the data shown in Figure 4, we learn that clock synchro- 
nizations on a global basis can be made with errors less 
than 75 nanoseconds when the time transfers between the 
satellite and the two clocks being synchronized are made 
within 100 minutes. The largest error observed during 
this experiment was 200 nanoseconds for twelve hour pre- 
diction times.  The mean bias error for the twelve hour 
predictions was 90 nanoseconds. 

One of the purposes of this experiment was to generate the 
error budget shown in Table 1. This error budget was 
generated from the data used to generate Figure 4, ephem- 
erls determinations for the TRIAD Satellite, ground 
equipment noise analysis, and a theoretical study of 
error sources. 
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GLOBAL CLOCK SYNCHRONIZATION 
ERROR BUDGET 

A. Scientific Problems: 

1. Satellite Position 

2. Refraction 

3. Gravity Red Shift1 

B. Engineering Problems; 

1. Satellite Oscillator 

2. Receivers   (Two) 

Time Error 

~ 75 ns 

< 30 ns   (90% Prediction) 

10 ns 

200 ns/12 lirs. 

~ 20 ns 

TABLE   1    GLOBAL CLOCK SYNCHRONIZATION ERROR BUDGET 

While orbiting the earth,   the satellite experiences a 
varying gravitation field and  thus  the  magnitude of  its 
velocity  fluctuates.    Because of  this,   the satellite 
oscillator frequency changes during each revolution. 
These  fluctuations were  not modeled during this experiment, 
thus  they contributed to the error  budget. 

462 



FUTURE DIRECTION 

During the next year experiments Involving receivers spread 
over a greater geographic distribution should be initiated 
to confirm the Indicated global capability.    An experiment 
tying the Naval Observatory to Hawaii would be of great 
experimental value as the data can be confirmed by an 
existing active time  link.    Future satellites are planned 
which will Incorporate the use of PRN modulation on their 
signal at higher power and with less uncertainty of orbit 
position.    One of  the satellites  In this seriös  Is TIP II, 

vblch will broadcast on approximately 2.25 watts CW and PRN 
component on the 400 HHst channel and the  150 MHz channel 
will have   .9 watts CW and PRN component.    This  Increased 
power should  Increase the received signal by approximately 
10 dB on  the  ground.    The advantages of TIP II should be 
the following: 

1. Greater frequency stability and frequency control. 

2. Higher orbit, thus decreasing the satellite position 
uncertainties from the gravitational model at least by a 
factor of  two. 

3. Stronger signal level decreasing PRN TOD jitter. 
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NAVSTAR: 

GLOBAL POSITIONING SYSTEM 
AN EVOLUTIONARY RESEARCH 
AND DEVELOPMENT PROGRAM 

By:  Col. B. W. Parkinson 
U.S. Air Force 

Space and Missile Systems Organization 

ABSTRACT 

The Global Positioning System has recently been renamed the 
NAVSTAR Global Positioning System,  it was known as System 
621B or Defense Navigation Satellite System, and within the 
Navy it was known as TIMATION. NAVSTAR represents a com- 
bination of the concepts that were known as TIMATION and 
those knonw as System 621B into a Joint Program. This com- 
bination was directed by Secretary Clements on 17 April 
1973. A DSARC review was held on the 13th of December and 
a final decision was made to approve this program on the 
22nd of December by Secretary Clements. NAVSTAR is a multi- 
service program (See Figure 1) with the Joint Program 
Office at SAMSO which is proceeding into its Phase I Concept 
Validation Program.  I would like to describe the system 
and the Concept Validation Program with you at this time. 

The current status of satellite navigation systems within 
DOD is described in Figure 2. The existing operational 
system is called TRANSIT. For a host of reasons, it does 
not satisfy a broad base of users (See Figure 3). Par- 
ticularly, anyone with dynamics in their positioning or 
navigation problem. Therefore, we are motivated to move 
ahead to a Global Positioning System that potentially can 
eventually replace TRANSIT and serve a host of other users 
as well (See Figures 4 and 5). The initial operational 
capability would be achieved in about 1984. The Phase I 
Program incorporates the efforts of the Naval Research 
Laboratory, with their Navigation Technology Satellites 
(NTS), NTS-1 and NTS-2.  The Joint Program Office will 
develop prototype Navigation Development Satellites (NDS) 
that will be described later. The basic system capability 
is three dimensions of position, three dimensions of velo- 
city and very precise system time. 

I'd like to now discuss that systems concept which consists 
of a Space Segment, a ground based Control Segment, and the 
User Segment (See Figure 6). The operational system would 
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deploy three planes of satellites in circular, 10,000 
nautical mile orbits with an inclination of 63°. Each 
piano would contain eight satellites. This deployment in- 
sures that at least six satellites are continuously in view 
from any point on the earth. The Master Control Station 
would be located in the United States with four monitor 
stations located on United States territory.  The user 
equipment classes would satisfy a host of DOD users and 
will also be offered to the civilian community. We expect 
the spacecraft weight to be 800 pounds, with 300 watts end- 
of-life power.  It would employ a dual-frequency pseudo- 
random noise navigation signal.  For general use, only the 
primary NAV signal at 1600 MHz would be used.  The basic 
tracking technique for the Control Segment is one-way 
tracking.  A unique feature of the system is that the 
satellite employs an atomic spaceborne clock. We are pro- 
jecting an operational clock of about 10-13 seconds per 
second drift rate.  Thio is the state-of-the-art for cesium 
clocks as exemplified by the Hewlett-Packard Laboratory 
standards. 

The basic system technique is described in Figure 7.  The 
Control Segment tracks the satellites and predicts their 
future position as well as the future behavior of these 
clocks.  It periodically uploads that information into the 
satellite's memory.  The satellites continuously transmit 
their signal which is a spread-spectrum L-Band signal with 
a 10 MHz chipping rate and a 20 MHz bandwidth.  If a user 
has a clock which is synchronized to these satellite clocks, 
he can measure the time difference between transmission and 
reception.  This is then multiplied by the speed of light 
to find the range.  Thus, contact with three of these 
satellites would determine three spheres and his location 
would be at the intersection of those three speres.  Un- 
fortunately, the assumption of the user's synchronized 
clock would be very expensive.  To satisfy that problem, he 
listens to a fourth satellite, thereby giving him four 
pieces of information from which he derives three coordi- 
nates of position and one coordinate of time.  This really 
represents synchronizing his very crude, by flight qualified 
atomic standards, crystal-based clock.  So the basic tech- 
nique of listening to four satellites to derive the user's 
coordinates is more economically attractive. 

The orbital configuration for the operational system is 
depicted in greater detail in Figure 8. There will be 
three orbital planes, each inclined approximately 63° to 
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the equator.  The 24 satellites will have an orbital period 
öf 12 hours.  This will give a minimum of six satellites in 
view continuously at all global locations and on the aver- 
age there will be 8 or 9 satellites in view.  Approximate 
upper bounds on the satellite weight and power as well as 
other spacecraft parameters are listed on the right. 

The baseline global positioning system will rely on Master 
Stations in the United States only (See Figure 9, 10 and 
11).  The Master Station and computing facilities will be 
located at one of several alternative locations, each of 
which already has a computing facility or a spacecraft 
control and telemetry system.  During the first phase of 
development, overseas Monitor Stations would be used to 
help develop the worldwide ionospheric model. 

We don't require the accurate clocks in any of these appli- 
cations.  It's cheaper for everyone to simply listen to 
four satellites.  In fact, the user who knows his altitude 
can get by with just listening to three satellites, and 
again, he doesn't have to have an accurate clock.  Even a 
user with a cesium clock would get out of synchronization 
by the end of a week.  That is, the navigation function 
would be somewhat impaired, if the requirement was for 
100 foot accuracy.  If that's not a problem, he can get by 
with a three-channel receiver, for example, and at a poten- 
tial cost saving.  On the other hand, it may be to your ad- 
vantage to listen to all four satellites and synchronize 
your cesium clock to a world-wide standard. 

The six user classes that we project in the operational 
system are portrayed in Figure 12.  These are the major 
classes with the cost of user equipment for unit buys in 
thousands of dollars.  Class A is for the dynamic user in a 
potentially high jamming environment that demands the 
ultimate in precision.  The two parellel definition efforts 
that we undertook have estimated the costs to be between 
$28,000 and $29,500.  Class B is for the high dynamic user. 
Class C is an interesting class.  Here we're addressing low 
acquisition cost with Low Life Cycle cost as well.  The 
range we now project for a complete piece of Class C user 
equipment is $15,000 to $16,000.  Class D is for surface 
rehicles. 

Class E is a man-pack which also has applications for 

475 



c» 
S     O 

476 



477 



CO 

oo 

478 



tn ^ 

479 



self-navigation of satellites.     It also has application to 
the midcourse guidance of missiles because it is small, 
light weight and rugged.    Class F is for submarines. 
Further consolidation efforts seem possible with savings to 
DOD by reducing logistic requirements. 

In Figure 13 is shown the expected system accuracy for the 
mature operational system.    Fifty percent of the time in 
the horizontal plane it is 16 feet;   and in the vertical 
plane it  is 20 feet.    These figures are the result of ex- 
tensive simulations by The Aerospace Corporation in Los 
Angeles,  The Analytical Sciences Corporation in Massachu- 
setts as well as the Naval Weapons Laboratory,  who have per- 
formed analysis of the TRANSIT program.     In fact, we intend 
to use the Naval Weapons Laboratory orbit determination in 
our ephemeris determination. 

This is an unclassified system except  for two aspects.    The 
measured performance capability of the full-up system would 
be Confidential.    The quantitative evaluation of surviv-    i 
ability/vulnerability will be Secret.    The projections I'm 
showing you are not classified.     We have done our best to 
make this system as unclassified as we can.    It makes it  a 
lot easier to develop the system.     As soon as the first 
person gets a piece of user equipment,  the capability of 
the system would be pretty obvious.     We didn't see much 
point in needlessly over classifying it. 

The characteristics of the system I've described are very 
interesting,   (See Figure 14) giving accurate three-dimen- 
sional position as well as velocity.     The velocity is con- 
siderably better than a foot a second.    These accuracies 
are available as a world-wide common grid.     As a result of 
having the pseudo-random noise transmission,  the system has 
the ability to be made secure and have a good anti-jam 
capability.     It is passive with a continuous readout system 
available Instantaneously to every user.     It is unsaturable 
and therefore can service any number of users. 

We are also addressing life cycle cost very early in the 
development.     We have had a Deputy Program Manager for 
Logistics since the beginning of this program,  and our 
efforts in that direction I think are significant. 

The applications are very wide ranging from precision 
weapons delivery through search and rescue,   (See Figure 15). 
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We recently briefed the Commandant of the Coast Guard and 
some of his staff, and they suggested some additional appli- 
cations that we had not prevlsouly considered.  In the area 
of pilotage they were very Interested In the man-pack. 
They suggested that the harbor pilot arrive onboard ship 
with a man-pack which gives him both position and velocity. 

He can take It to the bridge and simply read out the coor- 
dinates of the ship as It is coming Into the harbor and 
thereby be able to navigate In fog or darkness without any 
difficulty. There Is an application In Anti-Submarine 
Warfare (ASW) In which the Navy is very Interested. 

Now, I want to briefly describe the results of the Holloman 
Test program (See Figure 16). Holloman tests were con- 
ceived as a simulation of the satellite system.  Four L-Band 
pseudo-random noise spread-spectrum transmitters were 
placed on the desert floor. The mobile calibration station 
was also placed there which has the same function as a 
tracking station, but it was only tracking the clock in 
this case, because of course, the transmitters weren't 
moving.  We placed two competing types of receivers in a 
C-135 and overflew this complex.  We recorded their Inputs 
and then compared that with the location of the airplane as 
determined by the White Sands Missile Range Tracking com- 
plex. 

The comparisons that you see In Figure 17 are comparisons 
between NAVSTAR-indicated aircraft location and the loca- 
tion as assessed by the White Sands Missile Range Tracking 
complex.  The test simulates satelllte-typt geometry from 
about 40 to 120 seconds on the graph.  I have three axis of 
data, up, north and east. Again, it is a 3-D system - 
zero to fifty feet. 

To show that these weren't simply pathological results, 
here is the cumulative distribution as a percent of time. 
Errors were measured through this area navigation test for 
each of the competing receivers (See Figure 18).  Ninety 
percent of the time, the Magnavox receiver on all three 
axis was within about 15 feet and 90 percent of the time 
the Hazeltlne receiver was within about 22 feet.  This is a 
summary of the test results which demonstrated performance 
of both continuous and sequential receivers.  I didn't show 
you the velocity comparison, but it demonstrated accuracies 
which were better than a foot per second.  We also ran a 
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second series of te^ts which were called our ILS tests.  In 
this test we were flying approaches to the runway as shown 
In Figure 19. 

For this ILS purpose, our position accuracy Is better than 
5 feet (See Figure 20).  One of the more Important results 
here Is engineering feedback to the next generation of 
receiver design. 

The major test results are summarized In Figure 21.  The 
Holloman Tests verified the system error budget through 
actual flight tests.  Both continuous and sequential re- 
ceivers were demonstrated. The continuous receiver simul- 
taneously receives the navigation signals from four satel- 
lites; the sequential receiver listens to the satellites 
one at a time.  Accuracies better than 15 feet in position 
and 1 FT/SEC in velocity were achieved.  The most signifi- 
cant result is that data is already available to feed into 
user equipment design improvements. 

The first phase of this program to arrive at a Global Posi- 
tioning System is a Concept Validation Phase (See Figure 22). 
Its objectives are four-fold:  to be certain that the basic 
concept is sound; to make such adjustments in that concept 
as necessary to get to the best design; to pin down the 
system cost, both for the user considering life cycle cost, 
and the cost of overhead; and, to demonstrate the military 
value in selected operations demonstrations. 

The method of achieving these objectives will also evolve 
into the operational system (See Figure 23).  This will be 
done using prototype operational satellites deployed in 
operational orbits with five satellites developed by the 
Global Positioning System Program Office.  For the sixth 
satellite, we're relying on the Naval Research Laboratory 
to put up a follow-on experimental satellite (NTS-2) which 
would also have our signal structure on board.  By time- 
phasing these six satellites to arrive over the test area, 
we get up to three hours of good geometry.  This permits 
very good development tests for the receivers we will be 
developing.  The Master Control Station will be a prototype 
of the Operational Master Station.  The Monitor Stations, 
which are really no more than a piece of user equipment, 
would be prototypes of the operational system as well.  We 
have a program for developing user equipment for all the 
user classes shown.  It's an orderly phased approach that 
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first goes through advanced development models and then 
proceeds Into engineering development. 

The orbital configuration by phases evolves into our total 
capability as shown in Figure 24.  Phase I has the five 
satellites that I've Just described, with a sixth one from 
the Naval Research Laboratory.  Phase II, which would begin 
with a DSARC II decision, augments these satellites out to 
three satellites- in each of three rings. Fully operational 
spacing time phases arrival over the test area, and gives 
us a full operational test for about eighteen months.  At 
the end of that period, which would be about 1981, we re- 
position these satellites, spacing them uniformly in their 
orbits giving us a world-wide, continuous, limited opera- 
tional capability. That means that there is a line of 
position available for anyone at all times instantaneously. 
As a matter of fact, eighty percent of the time, the user 
who knows his altitude can get a complete fix.  This is a 
very significant capability, and I think makes a real step 
forward in terms of the program legacy. 

In Figure 25 is shown the program schedule by calendar year. 
The first evolutionary step was approved with DSARC I in 
December.  It is a Concept Validation Phase, with the user 
equipment split into two broad categories:  the low-cost 
user (which is designated as Class C) and the more sophisti- 
cated classes.  In Phase I the low-cost receiver will pro- 
gress into a prototyping status.  The sophisticated user 
will be lagging slightly, still being in the development 
status during Phase I.  In 1978 we complete development test 
and evaluation.  The satellites to support it are the six 
that I've just described.  The Ground Control Segment moves 
forward as a prototype.  Our system capability, initially, 
would be ground testing using a simulated satellite complex 
we developed at Holloman Air Force Base and then proceeding 
on with periodic 3-D capability as the four satellites 
arrive over our test area. 

Phase II is the system validation phase. The low-cost 
equipment will be in production so it is available for the 
world-wide limited operational capability in 1981.  The 
more sophisticated classes would be brought forward to the 
prototype status, i.e., just before production; they could 
be called preproduction models.  IOT&E, initial operational 
tests, will be carried out using those user models.  Six 
additional satellites will give us nine and allow for 
spares.  These would actually be production, Block-1 
satellites. 
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Three-dimensional testing would occur for about eighteen 
months, then the limited operational capability would be 
Implemented by respaclng the satellites using the onboard 
propellant capability. 

A favorable decision at DSARC III would move ahead with 
full production of the system, achieving Initial operational 
capability in 1984. All user equipments would be in produc- 
tion at this point, and we would complete our operational 
test and evaluation. 

In Figure 26 is shown some of the future test work that 
will be ongoing during Phase I.  The demonstration of per- 
formance, through the demonstration of selected operational 
missions. Naval surface vessels are certainly included.  All 
along the Air Force has had user command participation. 
I've asked my Navy Deputy to Insure that we also get Navy 
user command participation in the design and overseeing the 
results of these initial tests, because we feel it is quite 
Important. 

There's an application for replacing range Instrumentation 
and the accuracies available are equivalent to roughly the 
kinds of accuracies expected from very sophisticated 
ranges.  Furthermore, you're not pinned down to a single 
geographic area. You could achieve these accuracies any- 
where.  Then you have two options, you could either tele- 
meter back that position or your could record it on tape 
for later recovery via some other technique. That appli- 
cation is clear.  It would be premature to do it during 
Phase I. 
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QUESTION AND ANSWER PEMOD 

MR.  FISCHER: 

On the slide showing the landing test results, I noticed it mentioned an 11 state 
filter. I wonder if there's a simple description what those 11 state are? 1 was 
assuming 9 states for vehicle motion and two for clocks, is that anywhere near 
correct? 

COL.   PARKINSON: 

No.   I think it's 6 states for vehicle motion and something like 5 states for clock 
or perhaps 4 states for clock because you see, you have to also model all the 
individual clocks in this case.   I'm not certain what all the states were anymore, 
but the important thing is he had to not only model the position of the receiver 
itself, he also had to model the error that was being generated from our trans- 
mitters because they were not all locked in.   They were running open loop.   So 
he had to accept that as part of the model. 

DR.  COHEN: 

This is a very bold and exciting project and one which will get a lot of use, but 
you should be made aware that the radio astronomers will receive it as a mixed 
blessing.   There will be doubt with 1,200 and 1,400 megahertz radiation which 
will fall on them continuously and maybe forever. 

1,200 megahertz is in the red shifted hydrogen band from external galaxies 
which receive some use and will receive even more.   It's not a radio astronomy 
protected band, but it is one which will be very useful in scientific research and 
one which clearly will become unusable, at least within some number of your 
megahertz.   I don't know what the effects of band widths of your transmissions 
would be. 

COL.  PARKINSON: 

At that frequency, 20 megahertz.   But you have to recognize that the signal it- 
self is below the noise floor in an omni antenna. 

I'm not certain that it's quite the problem here. 

DR.  COHEN: 

Well, I don't know. , I think you said 400 watts. 
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COL.  PARKINSON: 

That's 400 watts DC power, but the actual power that's being radiated could be 
as much as 100 watts. 

DR.  COHEN: 

Haven't there been some experiments with some other satellites in the 1,600 
megahertz region and rather far away from your nominal band that found that the 
interference is very, very strong and wiped out radio astronomy measurements ? 
The point is that radio astronomers detect and work with signals which are very 
much below the noise floor by a factor of 1,000 or 10,000. 

COL. PARKINSON: 

Well, I certainly register your comment. Assuming that you have a degree of 
directivity in those antennas, I personally don't think that the spread spectrum 
signal can be a lot of trouble. 

DR.  COHEN: 

In these same experiments that I described it was found that when they were 
within three degrees of pointing at a satellite, they were wiped out entirely. 
For some extremely sensitive measurements they were wiped out whenever the 
satellite was above the horizon. 

After 1984 your system will have from 6 to 9 satellites in view at all times from 
every point on the earth.   I think that that will reaffirm that systems are getting 
more sensitive all the time.   My guess is that there will be some bands which 
will become closed, in a sense, to very sensitive radio astruu&'ay use. 

I'd be delighted, sir, to send you a report that the National Radio Astronomy 
Observatory has just written on this particular interference problem. 

DR. ALLEY: 

If you assume a reasonable circularity of orbit, that you might hope to achieve, 
there will be a modulation with a 12-hour period having an amplitude of 12 nano- 
seconds in the ability to transfer time due to the potential effect of general 
relativity. 

COL.  PARKINSON: 

Wei1, of course that's a highly predictable thing.   Therefore, it doesn't show up 
in an error budget since we would be calibrating it out.   The effect is on the 
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order of 2,200 nanoseconds times the eccentricity of the orbit and it is a size- 
able effect and one that we have to correct our clocks for. 

We'll correct our clocks in such a way that the user is insensitive to that effect 
and doesn't even know it's there. The very fast moving user still has to worry 
about his own relatlvistic problem. 

MR.  KEATING: 

You mentioned minimization of the proliferation of global navigation systems. 
How does your system relate to other systems which are global such as OMEGA, 
and perhaps loran, which may possibly some day become global 7 Are you in 
completion with them ? 

COL.  PARKINSON: 

Yes, I guess my feeling right now is that the competition is not one that I'm in- 
volved in. I'm offering up and building a system, and theu the user community 
will have some choices to make. 

If I could hold down the cost of user equipment, provide a highly accurate world- 
wide grid which is reliable and always available, then the user community will 
have a choice to make.   And I think that's the best way to look at the problem, 
rather than looking at it as though I'm trying to turn off all the loran transmitters 
in the world—because I'm not. 
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NAVIGATION TECHNOLOGY SATELLITE I 

Charles A. Bartholomew 
Naval Research Laboratoxy 

ABSTRACT 

The NTS-1 satellite was launched on July 14, 1974. 
This spacecraft is one of a series of technology satel- 
lites to be launched in support of the NAVSTAR GPS 
Program.   NTS-1 was designed to verify the error 
budget and measure related performance factors In- 
cluding a commercial rubidium vapor frequency stand- 
ard modified for space conditions.   A description of 
this spacecraft and preliminary performance data will 
be discussed. 

Paper was not received. 
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QUESTION AND ANSWER PERIOD 

MR.  CALLAHAM: 

I observed that you had a very high rate of clock drift in terms of microseconds, 
before you issued a tuning command to the satellite.   And after you issued the 
tuning command that you had calculated, I assumed you stopped the drift.   You 
overshot and got a drift of roughly equivalent magnitude in the opposite direc- 
tion.   Since this was unexpected and since it took you 12 hours at least, to fig- 
ure out that this was what the clock was doing, what would the poor user do if 
he got this sort of information and didn't know that's what the clock was doing? 

MR.  EASTON: 

What we plan to do in operation, of course, is adjust the clock much closer and 
have it synthesized so that we can adjust for any drift in the clock.   So it won't 
have these big changes in operation. 

DR. SOICHER: 

Are both frequencies on all the time ?  In the ionospheric experiment that you 
conducted, did you conduct amplitude scintillations ?  Who has the data available, 
and have you seen any significant scintillations at L band? 

CAPTAIN HOLMES: 

To answer your first question I presume you mean when you say both frequencies, 
you mean are both the L band and the UH frequencies on all the time?  The ans- 
wer to that is no, the reason for it is that because of the tumble of the satellite 
we have not achieved the temperature stabilization in the satellite that we had 
hoped for.   As a result, we have peak temperatures in excess of 30 degrees 
centigrade and we don't feel that we can operate or that we should operate at 
least at this time, both frequencies continuously. 

With regard to whether we have seen any significant scintillation data, I would 
have to say that right now because of the tumble rates and because of the chang- 
ing rates that have been introduced into the satellite in order to translate the spin 
into a tumble mode, we would not I don't think right now that we want to say that 
the data is such that we would be sure that we've achieved significant results. 

DR. SOICHER: 

I'd like to suggest that the GPS people that L band may exhibit amplitude scintil- 
lation and of worse magnitude especially in equatorial regions and Arctic regions. 
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I'm sure that some work is being done along these lines, but it ought to be done 
in view of the power of this other system. 

CAPTAIN HOLMES: 

We would agree 100 percent with that. 

DR.  HELLWIG: 

You show the tuning curve for the rubidium—how is the tuning done? 

MR WHITE: 

Dr. Hellwig, I'm not actually sure I understand your question.   How do we cal- 
culate the tuning we did?  Why did we do it?  It was a C field command.   We 
changed the current to C field.   The reason we didn't hit the right spot was be- 
cause we were using some tuning curves that we had generated on the ground for 
it under some different conditions, and it turns out that the temperature in the 
satellite was sufficiently different and when I guessed the new word, I guessed 
the wrong word. 

We intend, in later work, to generate the tuning curve in the satellite and see 
what we can expect in the way of a Delta F change and see what happens then. 

DR. ALLEY: 

Is it possible to predict when the satellite will stabilize sufficiently to allow 
laser ranging to be done to the reflectors ? 

CAPTAIN HOLMES: 

We're in the process of assessing what impact the current tumble rate will have 
on the experiment.   Our feeling is that we will probably be able to do the laser 
ranging experiments even under the present conditions. 

DR.  ALLEY: 

What was the period of tumble ?  How long might they be facing the earth ? 

CAPTAIN HOLMES: 

The period is roughly 35 minutes, and that will provide probably on the order of 
10 minutes of laser viewing time. 

DR.  ALLEY: 

But you know the phase of that tumble sufficiently well that one could predict? 

CAPTAIN HOLMES: 

Yes. 
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RESULTS OF THE FIRST 150 DAYS OF THE NTS-1 
SOLAR CELL EXPERIMENTS 

Richard L.  Statler 
Naval Research Laboratory 

ABSTRACT 

Twelve solar cell experiments were on the Naval 
Research Laboratory NTS-1 satellite launched on 
14 July 1974,  into a 13,620 km circular orbit 
at an inclination of 125°.    The experiment com- 
prises:  2 ohm-cm n/p,   lithium-diffused p/n, 
violet n/p, p+ back-surface field, and ultra- 
thin wrap-around contact cells.    The short- 
circuit current of the experiments ranged from 
?. to 12 percent higher in space than under solar 
simulators.     During the 5 year life of the sat- 
ellite,  the experiments will be exposed to radi- 
ation equivalent to 2 x 101B   1-MeV electron cm"8 

and to nearly 5500 thermal cycles. 

INTRODUCTION 

The NTS-1 satellite is a forerunner of the NAVSTAR Global Positioning 
System being developed to provide extremely accurate world-wide navi- 
gational capability for ships,  aircraft, and ground forces.    Two 
earlier TIMATION satellites have proven this concept of passive and 
accurate position-fixing, and demonstrated through a joint British - 
U.  S.  experiment in 1972 that the system is ideal for transferring 
precise time around the world. 

The payload also contains twelve solar cell experiments  from the Royal 
Aircraft Establishment, Comsat Laboratories, and the Naval Research 
Laboratory. 

The satellif.e viewed from the top (Fig. 1) is an octagon with a 48 inch 
diameter (122 cm)  and is 22 inches high (56 cm).    The solar array con- 
sists of 4 paddles made up of 2 x 4 cm n/p solar cells of 2 ohm-cm 
resistivity, placed on both sides.    Each side has 10 strings of 81 
cells in series connection.    The coverslips are 12 mil  (0.030 cm) 
Corning 7940 fused silica with blue-filters, cemented to the cells 
with Sylgard R6-3489 adhesive.    Interconnects are 2 mil (0.005 cm) 
silver-plated molybdenum attached by reflow soldering. 
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OBJECTIVES OF THE SOLAR CELL EXPERIMENTS 

The NRL and COMSAT Experiments are designed to compare the performance 
and degradation In time of various types of experimental solar cells 
with the reference experiment consisting of conventional cells of the 
same type used In the main array. The NTS-1 orbit Is In a severe 
radiation environment Which Is equivalent to a 1-MeV electron fluence 
of 4 x I01* electron cm"3 year'1 Incident on a solar cell shielded by 
12 mils (0.030 cm) of fused silica. The specific objectives of these 
experiments are: 

(1) To compare performance and radiation resistance of the 
Comsat and Centralab violet cells manufactured In 1973 
to a reference cell. 

(2) To compare the performance and radiation resistance of 
the Spectrolab "Helios" cell to a reference cell. 

(3) To observe radiation resistance of lithium-diffused cells 
in orbit at temperatures near 50° C «here annealing can 
occur. 

(4) To observe performance and radiation degradation of a 
very thin solar cell (100 jum) having a pf diffused layer 
at the back contact. 

The RAE experiment on the satellite represents a further stage in the 
process of proving and demonstrating the spa.eworthiness of British 
components and techniques for the construction of advanced lightweight 
deployable arrays of thin silicon solar cells. The first flight 
experiments, embodying the thin cells, coverslips and flexible panel 
assembly techniques, were flown on the Prospero (X3) technological 
satellite and are still working satisfactorily after nearly three 
years in orbit (1). Miranda (X4) launched earlier this year, demon- 
strated the soundness of the fold-up stowage and telescopic deployment 
systems which have been developed for such arrays (2). 

The alms of the present experiment are: 

(1) To demonstrate the spaceworthiness of Ferrantl 125 /im 
wrap-around solar cells of the latest 24-finger design, 
solder interconnected and mounted without cement on a 
flexible substrate. 

(2) To compare Csochralski (CZ) and float zone (FZ) cells 
of the same type, with particular reference to any 
photon-induced degradation. 

(3) To compare the performance and radiation resistance of 
I and 10 ohm-cm thin cells. 

(4) To check Initial performance and radiation damage predictions. 
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(5) To compare Integral and discrete coversllps. 

DESCRIPTION OF EXPERIMENTS 

The experiments consist of the 12 types shown In Table 1.    Fig.  2 Is 
i photograph of experiments 1 through 4.    The Helios cell experiment 
Is shown In Fig.  3 and the reference array Is shown In Fig.  4.    The NRL 
end Comsat experiments are all series-wired patches, for which I-V 
curves are obtained from the telemetered data In orbit.    The I-V curve 
Is produced by the electrical circulf- shown In Fig. 5.    A ramp voltage 
with a time length of 30 seconds Is applied to each experiment In 
sequence through a clock operated switching gate, and data Is recorded 
at intervals of 2.56 seconds, yielding about 12 points of the IV curve 
during each sampling period. 

All of the experiments are fixed to the satellite through thermally 
Insulating stand-off legs.    As a result of this and because the NTS-1 

will be a three-axis stabilized spacecraft, the solar cell patches 
are calculated to reach temperatures of 70°C for the NRL and Comsat 
experiments, and 90°C for the RAE experiment.    A Fenwall Type 
GB35P52T5 thermistor Is attached to the rear surface of one cell on 
each of the NRL and Comsat experiments to measure temperature. 

CALIBRATION OF EXPERIMENTS 

Measurement of the NRL panels under solar simulator conditions was 
performed In part at the following locations: Air Force Aero Propulsion 
Laboratory, Hughes Aircraft Company, Jet Propulsion Laboratory, &iSA 
Goddard Space Flight Center,  and the Naval Research Laboratory.    The 
calibration of the Comsat experiment was performed by Comsat Labora- 
tories, and the RAE experiment was calibrated with the RAE Large Area 
Pulsed Solar Simulator (LAPSS). 

Also, temperature coefficients for the experimental patches were deter- 
mined at NRL and the Air Force Aero Propulsion Laboratory. 

The short-circuit current (I8C), open-circuit voltage (Voc), and max- 
imum power (Pmax) obtained from the solar-simulator measurements e~e 
shown in Table I. 

CALCULATION OF SPACE RADIATION FLUENCE 

The effect of the natural trapped radiation environment was calculated 
from data available from the National Space Science Data Center, NASA 
(5,6).    Computerized calculations were made of solar cell I-V curves 
as a function of temperature and coversllp thickness, using a program 
developed for NASA Goddard Space Flight Center (7). 

The electron spectrum flux was calculated to be equivalent to 3 x ID14 
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1-MeV e cnf^yr"1» while the proton spectrum flux was 1 x 101* 1-MeV 
e cm"8yr"4, for a solar cell array with 0.030 cm of fused silica 
shielding at a circular orbit of 7500 n.m. (13,900 km) • In a total 
radiation fluence of 4 x 1Ö14 1-MeV e cm"3 yr'1 the 2 ohm-cm solar 
cells In the main array will lose 19 percent of their maximum power 
In one year, and 35 percent after 5 years. 

MEASUREMENT IN ORBIT 

NTS-1 was launched on 14 July 1974 at 04:55:00 hours GMT. The four 
solar paddles of the main array were commanded to deploy In the first 
revolution; two of them Indicated positive latch-up during Rev 1, the 
other two latched Into final position during Rev 18 and Rev 19 after 
6 days In orbit. During this time the spin rate of the satellite was 
slowed down to about 18 minutes per revolution. After Rev 20, high 
quality data was received from the solar cell experiments, with sun 
aspect angle varying from 0 to 15 degrees from normal incidence. The 
orbital period is 468.73 minutes, resulting in slightly more than 3 
revolutions per day. The perigee is 12,193 km and the apogee is 
13,606 km. The inclination is 125.11 degrees. Solar cell experiment 
data is recorded in real-time during a 2\ hour period as the satellite 
Is in view of the Naval Research Laboratory Satellite Tracking Facil- 
ity at Blossom Point, Maryland, located 50 km soutl of Washington, D.C. 

The experiments are mounted on the top surface of the satp.ilite, from 
which extends an 18.3 m gravity-gradient boom and a 56 cm magnetic 
boom. Thus, at certain solar aspect angle and rotation angle it is 
possible for partial shading to occur on the experiments. A computer 
program is being prepared which will predict the shading and reject 
data from shaded panels during processing. In the meantime, shading 
effects are obvious when the entire I-V curve is measured. 

The temperature of the NRL experiments ranged from -130C to +320C 
during the first weeks while the spacecraft is rotating. The Comsat 
panel temperature ranged from -I60C to +190C. The RAE patches are 
operating at temperatures somewhat higher than these. After several 
months the NRL and Comsat solar panel temperatures went as high as 
60oC. 

The results of measurements during Rev 30 (tenth day in orbit) are 
shown in Table 1. The I8C, Voc, and Pmax have been corrected to a 
cell temperature of 250C. The pre-launch solar simulator data are 
shown in this table for comparison. 

A general observation of the space data shows that the short-circuit 
current (Isc) of all the NRL and Comsat experiments is higher in space 
than under the solar simulators. Of the two lithium-doped cell experi- 
ments, the Centralab cell indicated a loss in Pmax 0^ 7 percent from 
ground to space. The power loss of four of the experiments is shown 
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In Flg. 6 as a function of time in orbit for the first 5 months. No 
data Is available prior to the tenth day because of the unfavorable 
sun angles during maneuvers to achieve final flight configuration and 
orientation. The reference panel is performing as predicted. The 
high efficiency arrays also degraded as expected for the first 100 days; 
from that point to 150 days the degradation rate for the Comsat violet 
was much more than had been predicted from electron accelerator experi- 
ments. The Helios panel is performing as expected. The lithium- 
diffused silicon panel improved slightly in power output between the 
third and fifth month. This annealing of radiation damage can be 
accounted for since the solar cell average temperatures increased dur- 
ing this period to as much as 50° Centigrade for many hours. This is 
sufficient to anneal some of the radiation damage from the first few 
months, as well as to reduce the present rate of damage below that for 
the other types of cells. 

CONCLUSIONS 

The NTS-1 solar cell experiments are operating very successfully; good 
quality data in the form of twelve-point IV curves is being obtained 
from the NRL and Comsat experiments. The results indicate higher ini- 
tial output for all experiments than had been measured under solar 
simulators. The cells having the highest Pmax are, in descending 
order: (1) Comsat violet, (2) Centralab violet, and (3) Heliotek 
"Helios" solar cells. Because of the orbital constraints, data will 
be obtained at semiannual periods lasting for 20 to 30 days. A shad- 
owing program will be completed to assist in data reduction. 

The NTS-1 experiment is of significant Importance, because it permits 
the continuing evaluation of several types of high-efficiency solar 
cells and lithium-doped cells in a hard radiation environment with a 
direct comparison to a flight-quality conventional solar cell. 
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Table 1 

PHOTOVOLTAIC MEASUREMENTS OF THE NRL AND COMSAT EXPERIMENTS 

Experiment 
No. 

 j 

CUTyp« CeUSiM 
(cm) 

CovenUp 
(cm) 

Meanued AMD perfonunce 
per cell at 26* C 

Solar Simulator R« 30 in Orbit 

mA 
v«. 
mV mW mA 

Voc 
mV 

I'm,, 
mW 

CEN Radial Grid 
n/p, 10 ohm-cm 

2X2 
X.01 

PuaednUca 
.016 

141 87« 61.1 151 668 65.6 

CEN Violet n/p 2X2 
X.03 

FuiediUica 
.016 

167 682 68.1 169 674 78.0 

HEL Lithium p/n 2X2 
X.02 

Pitted lilica 
.016 

131 600 60.5 143 687 63.2 

CEN Lithium p/n 2X2 
X.02 

Futed lilica 
.016 

126 606 67.0 144 589 66.0 

CEN Violet n/p 2X2 
X.03 

Fuaed lilica 
.030 

149 670 65.6 172 869 73.3 

HEL Heliot n/p, 
10 ohm-cm 

2X2 
X.03 

Puwd lilica 
.030 

1691 581 • C9.71 168 862 68.6 

CEN n/p 
2 ohm-cm 

2X4 
X.03 

Fined nlica 
.030 

260 691 116 282 573 m.2 

Conuat Violet 2X2 CeriagUu» 
.016 

1622 594a 74,32 186 578 83.3 

!Mt«ttrad by SpMtniib. 
'Mnnmd by CooMt LabontoriM. All oth« nwMureintnto by Niral RM«reh Laboratory. 
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Fig. 1 Solar cell experiments on the top deck of NTS-1. 

Fig. 2 Solar cell panel containing experiments 1 through 4. 
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Fig. 3 The Spectrolab "Helios" solar cell experiment on NTS-1. 

Fig. 4 The reference solar cell panel containing 2 ohm-cm 
N-on-P cells. 
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Fig. 5    The photovoltaic current-voltage measuring circuit on NTS-1. 
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Fig. 6 The effect of trapped radiation damage on the maximum 
power output of the solar cell experiments on NTS-1. 
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STATISTICAL ANALYSIS  OF TIME  TRANSFER DATA 
PROM TIMATION II 

J. McK. Luck and P. Morgan 
Division of National Mapping 

A.CT.,  Australia 

ABSTRACT 

Between July 1973 and January 1974, three time 
transfer experiments using the Timation II satel- 
lite were conducted by the Division of National 
Mapping, A.CT., Australia and the US Naval 
Research Laboratory, Washington, D.C., to measure 
time differences between the US Naval Observatory 
and Australia.  Statistical tests showed that the 
results are unaffected by the satellite's position 
with respect to the sunrise/sunset line or by its 
closest approach azimuth at the Australian station. 
Further tests revealed that forward predictions of 
time scale differences, based on the measurements, 
can be made with high confidence. 

Measurements Against the Satellite Clock 

The results of the first two time transfer experiments 
between NRL and Australia have already been presented 
(Easton, Smith and Morgan, 1973, 1974). 

The first series of statistical tests examined the residuals 
from a quadratic fit of the results TII-AUST, where TII re- 
presents the satellite on-board oscillator and AUST represents 
the local Australian time standard, in this case the National 
Mapping portable cesium standard DNM590 whose performance was 
linear with respect to a four component mean time scale.  The 
measurements in July shewed that the on-board oscillator had 
a constant aging rate during the experiment, and the residuals 
were normally distributed, while during the September run the 
residuals were not normally distributed.  The oscillator was 
evidently much less stable in the January 1974 run, and a 
simple curve could not be fitted. 

The curves fitted were: 

July run:  TII-AUST ■ 5.371 + 4.7616(t-t) + 0.25214(t-t)2 

microseconds, 

where t was the day of the year and t was the midpoint of the 
run (199.153).  The standard deviation of the 38 residuals 
was 0.585 microseconds. 
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September run:  TII-AUST =_38.940 + 3.9779(t-t) - 
0.00956(t-t)2 microseconds, where € was 
265.544. The standard deviation of the 42 
residuals was 1.653 microseconds. 

For each run« the residuals were analyzed by a two-way 
analysis of variance with unequal cell sizes (Hamilton, 
1964), the classifications being: 

(1) Effect of sunlight, to see if it affected either the 
satellite clock through temperature variation, or the signal 
travel time. 

This classification was sub-divided by the time of closest 
approach: 

(i) more than 2 hours before sunrise or more than 2 
hours after sunset; 

(ii)  1 to 2 hours before sunrise or 1 to 2 hours after 
sunset; 

(iii) 0 to 1 hours before sunrise or 0 to 1 hours after 
sunset; 

(iv)  0 to 1 hours after sunrise or 0 to 1 hours before 
sunset; 

(v)  1 to 2 hours after sunrise or 1 to 2 hours before 
sunset; 

(vi) more than 2 hours after sunrise or more than 2 
hours before sunset. 

(2) Effect of azimuth, to see if the local surroundings 
had any effect. This classification was sub-divided by the 
azimuth at closest approach: 

(i) in the quadrant North to East; 
(ii) in the quadrant East to South; 

(iii) in the quadrant South to West; 
(iv) in the quadrant West to North. 

The number of observations falling into each cell, and the 
row and column means, are given in Tables I and II. The 
residuals from the fitted curves are shown in Figure 1. 

The analyses of variance presented show that there is no 
statistical evidence for effects due to the amount of sun 
illumination on the satellite-station path, or on the quad- 
rant of observation; nor is there any significant interaction 
between these two factors. No data were available to the 
authors for testing more precisely the effects of temperature 
and proton bombardment on the satellite oscillator. 
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January 1974 Results 

A third run was conducted in January 1974, principally to 
provide an interpolating line for calibrating the Timation 
system against a USNO flying clock which visited National 
Mapping on 7 December 1973. On this run, oscillator in- 
stability, the restriction to one transmission frequency, 
and turning the oscillator on and off daring the run de- 
graded the results of TII-AUST to the extent that compari- 
sons with the satellite clock could not be statistically 
analyzed. The time transfer comparisons with USNO were also 
degraded, as can be seen from Figure 2,  but the mean of the 
observations still proved useful. The results of fitting 
straight lines to the January measurements of USNO-AUST, 
together with combinations of all three runs, are given in 
Table III. 

Inter-run Statistics 

Three series of tests were conducted to establish whether 
the runs, and their combinations, were statistically equiva- 
lent. 

2 
In the following descriptions, the a are variances of re- 
siduals after fitting straight lines of form 

USNO - AUST = a + ß(t-t), 
2 

and the ap are the variances of the observed rates ß. The 
number of observations in each data set is denoted by n. 

(1)  The first series compared the results obtained, on 
the one hand, by subtracting direct Australian observations 
from points interpolated between NRL observations, and on 
the other hand, by subtracting interpolated Australian 
observations from direct NRL observations.  The tests were: 

(i)  Equivalence of Sample Populations, i.e. whether 
NRL-interpolated samples were drawn from the same 
population as AUST-interpolated samples. 

2   2 
Null hypothesis H0 

! ai = a2 
2    2 

Alternative    H, : CTi ^ a2 

2     2 
Test statistic      r   j     f = S]/*^   (Fisher's F) 

Evaluation :     Accept H     if 0.60 < f < 1.67. 
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The f-column of Table  IV shows that the populations were 
statistically equivalent at the 95% level  for all except the 
September runs,  which were nearly equivalent. 

(ii)    Non-zero Significance of Rates,   i.e. whether the 
rates  of each run were statistically equal to zero. 

Null hypothesis    H    ;  ß = 0 

Alternative H,   :  ß ^ 0 

2^ Test statistic ;   t = [ß]/(Oo),  (Student's t) 

;  Accept H0  if t < 1.96. 

The t-columns of Table IV show that the rates were very 
different from zero in all runs except January.  This is due 
in part to the large standard error and small data set; but 
reference to Table III shows that the rate was indeed small, 
which is possibly explainable by the vagaries of the satel- 
lite oscillator which made the interpolation scheme unstable. 
It will be shown in a later test that the January rates were 
different from the rates determined from the other runs. 

(iii) Equivalence of Rates, i.e. whether rates obtained 
by interpolating NRL observations equalled AUST- 
interpolated rates. 

Null hypothesis H0 : ß, = ßj 

Alternative     H, : ßi ^ ßo 

Test statistic     s T = (ß. - ß2)/S (Student's t) 

where S = {[(n1-2)aj + (n^a^Kaj^/aJ + aj^/a^/En^n^])'
5 

Evaluation : Accept H if T < 1.96. 

The T-column of Table IV shows that the two interpolation 
schemes gave the same rates. 

(2)  The second series of tests evaluated whether the 
midpoint of one run (a at time t in Table III) coincided 
with the value at t on the line fitted through another run, 
i.e. whether runs gave consistent values when extrapolated. 
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Null hypothesis: a, = otj + ß2(t-t) 

Alternative   : a, ^ a- + ß-Ct-t) 

Test statistic :  t = aj^ - [a2+ß2(t-t) ]/S with 

d-2 degrees of        2 2 k 
freedom, where   S = to./n, + a^/*1?-' ' 

d = sVCaJ/n^n^l) + a^/n^nj+l)] 

This statistic is  approximately distributed as Student's t - 
it is the incomplete Fisher-Behrens  statistic   (Welch,   1937; 
Hamilton 1964). 

Evaluation :     Accept H    if t < 1.96. 

Table V shows that  forward extrapolation of the NRL-inter- 
polated samples  is  valid -  even extrapolating from the July 
run into January is  satisfactory at the 2% level.    The fact 
that the AUST-interpolated samples do not give  such good 
extrapolation characteristics is attributed to the  sparser 
Australian data sets - otherwise it is a little puzzling. 

(3)    The third series tested the hypotheses that,   for the 
NRL-interpolated samples,   the sample populations and rates 
from each run and combination were equivalent;   and similarly 
for the AUST-interpolated samples.    All single runs  satisfied 
a X^ goodness-of-fit test  for normality. 

(i)     Equivalence of population variances. 

2 2 
Null hypothesis    H0  :  ai   = a2 

2 2 Alternative H,   :  ai  ^ CT2 

Test statistic ;   f = «^/a^   (Fisher's F) 

Evaluation :  Accept H    if0.60<f<1.67. 

The f-column of Table VI shows clearly that the July run had 
significantly lower variance than any other  run or combina- 
tion, but that the other runs were,  by and  large,   from the 
same population. 
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(ii)  Equality of rates. 

Null hypothesis H
0 

: ^i = Po 

Alternative     Hl : ^1 := ^2 

Test Statistic     s T « [ß, - ß2']/S   (Student's t) 

where S = {C(n1-2)a^ + (n^Ja^Kop/a* + a^ /a^]/[n1+n2-4]}
Js 

Evaluation        : Accept H if t < 1.96. 

The T-coluron of Table VI shows that, for the NRL-interpolated 
samples, the rate determined from the January run was statis- 
tically different from the rates determined from all other 
runs and combinations, which were in turn statistically equal 
to each other. This confirms the result found in test (ii) 
of the first series. The poorer results obtained from the 
AUST-interpolated samples confirm the second series tests 
wherein extrapolation between some run combinations was not 
valid. 

Comparison of Time Scales 

The tests described above all used a single cesium standard, 
DNM590, for the time scale denoted AUST.  To demonstrate 
that the out-of-character results of the January run were not 
due to a change of rate in this clock, a special Australian 
artificial time scale (AATS) was constructed, comprising the 
four cesium standards DNM590, the original Mount Stromlo 
standard DNM205, the newer standard NSL338 of the National 
Standards Laboratories, CSIRO, Sydney, and standard HP052 
maintained by Hewlett Packard (Australia) Limited, Melbourne. 
These clocks are all compared daily by ABC television com- 
parisons (Miller 1970) and were not stopped or adjusted in 
the period between 8 February 1973 and 23 May 1974.  No other 
cesium standard in Australia satisfied both these conditions. 
The time scale was a simple unweighted mean of the four 
clocks, offset (in phase only) so that it agreed approximately 
with UTC (USNO) determined by flying clocks. 

An extrapolating ephemeris for AATS was constructed, using 
least squares straight line fits, in which: 

4 
ECL'SNO-AATS] = r   E[USN0-Clock.}/4 

i=l 1 

and 
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ECUSNO-Clocki] » ECUSNO-DNM590] (by Tiination)+ECDNM590-Clocki] 

(by Television). 

Selected points on the graphs of the clocks against the arti- 
ficial time scale are shown in Figure 3.  It can be seen that 
no significant rate change occurred in DNM590. Assuming that 
no such rt.te change occurred in UTC (USNO), the poor results 
in rate from the January run would reflect deficiencies in 
the Timation II technique. 

Table III includes the result of a visit by USNO flying clock 
PC572 in December 1973, and, in the column headed USNO-AUST, 
gives the values obtained by inserting t = 7 December 1973 
in the various formulae obtained for different Timation II 
runs and combinations. For each interpolating system, the 
July-September combination gave the best agreement, which was 
0.31 microseconds for NRL-interpolations and 0.17 microseconds 
for UAST-interpolations.  The 95% confidence interval at 7 
December for the NRL-interpolated July-September combination 
was +0.27 microseconds, and for the AUST-interpolated combina- 
tion +0.20 microseconds.  Thus, on the assumption that no 
error was attached to the flying clock result, the former 
set gave almost statistically correct results, while the 
latter set showed excellent agreement. When the quoted error 
of +0.2 microseconds from the USNO certification was taken 
into account, the NRL-interpolated result also became accept- 
able. 

Extrapolating the July-September combinations backwards to 
the date of the previous USNO flying clock visit on 8 February 
1973, the differences were 3.03 microseconds with +0.05 micro- 
seconds 95% confidence interval for USNO-interpolates, and 
3.12 microseconds with 0.37 microseconds 95% confidence in- 
terval for AUST-interpolates. When the errors of the flying 
clock measurements are taken into account, these results are 
not unsatisfactory.  On the other hand, the agreement between 
USNO-AATS by the extrapolating ephemeris and USNO-AATS by the 
flying clock measurement was 0.8 microseconds, which is regard- 
ed as very satisfactory over such an interval.  It is unfortun- 
ate that no subsequent definitive flying clock trip has been 
made, as a further test of the predictive power of Timation 
would have been very beneficial, especially as time keeping 
in Australia during 1974 has been plagued with breakdowns 
both in a number of cesium standards and in the television 
network system. 

On the basis of the consistency of the NRL-interpolated 
July-September combination in both the extrapolative and 
interpolative senses, its agreement with USNO flying clock 
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measurements, and its consistency with a selected Australian 
time scale, the formula 4 in Table III was adopted as the 
definitive comparison between Australian clocks and UTC(USNO 
MC), and was accordingly made the sole interpolating link 
between UTC(USNO MC) and the regular television-ccropared 
Australian mean time scale UTC(Aus). 

Conclusions 

The foregoing statistical analysis shows quite clearly the 
value of the Timation satellite for intercontinental time 
transfer at the sub-microsecond level. The major areas re- 
quiring particular attention arer 

(i)  Long runs are required to establish rates reliably. 
The durations of the three runs were thirteen, 
seventeen and twelve days in July, September and 
January respectively, and even then the sparser 
results in January produced anomalies. 

(ii)  The stability of the satellite oscillator must be 
good enough to carry interpolations over several 
hours.  The poor January results establish this 
point forcibly. 

(iii)  The superior results from the July run ahow that 
dual frequency transmissions (150 MHz and 400 MHz) 
do indeed reduce errors. 

(iv)  Every effort should be made to have the data set 
as dense as possible. 

(v) There are factors affecting the stability of the 
oscillator which we do not yet understand, since 
an analysis of variance failed to reveal two 
possible causative, or perhaps correlated, effects. 
It is significant here that the residuals AUST-TII 
were not normally distributed yet the residuals 
from USNO-AUST = (USNO-TII)-(AUST-TII) were norm- 
ally distributed, thus indicating the presence of 
a perturbing influence in the region of the satel- 
lite.  No data was available to test accurately 
the hypothesis that the temperature around the 
crystal caused it to fluctuate. 

The Timation II results presented here have been incorporated 
into UTC(AUS), so that predictions of the relationship be- 
tween Australian clocks and USNO can be made with confidence 
at the microsecond level.  It is hoped that regular 
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observations of Tlmation III can be carried out - Its im- 
proved clock should improve the statistics considerably and 
enable our geographically isolated clocks to contribute to 
International Atomic Time. 
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QUESTION AND ANSWER PERIOD 

DR. WINKLER: 

I think there are several impressions which I have gotten, particularly yester- 
day and today when systems applications were discussed and performances have 
been disputed. 

One fact came out very strongly this morning was that apparently people talking 
about the same subject can claim directly opposite extremes and yet both may 
be right.   One radio astronomer said that the time limitation of experimentation 
is the atmosphere and not the clocks.   The second said it's the clock, not the 
atmosphere and I believe that both are right and points out the fact that it is not 
sufficient to specify simply the performance of an atomic clock, for instance. 
That there are so many parts, ten to 12th or 10 to the 13th is useless unless one 
also specifies environment or specifies the timing that is required and a lot of 
other additional things. 
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