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SUMMARY

1. Background

For many years, the Army has used program factors such as flying hours,
miles travelled, end item populations and rounds fired in the forecasting
of demand for repair parts. In using program tactors, the assumption is
traditionally made that demand is directly proportional to the level of
activity - that is, an increase of 207 in V1lyin3z hours, lor exampie, will
caugse a 20% increase in parts demand. Illowever, a number of studies have
ralised doubt about this assumption, as evidenced in reports cited in the
Selected Bibliography contained in this report. Since there 1is some
conflict in the evidence of thesc studies, this work was undertaken in an

attenpt to resolve the 1issue.

2. Scope

This study is limited to developing procedures [or the foreccasting of
worldwide recurring demands tuv Ar.y managed class IX secondary items (repair
parts and spares) including stock fund and PEMA items. Recurring demand is
that portion of total demand which is due ultimately to failures of parts
in zervice. Specificallv excluded from recurring demand are initial issues
of parts when new units are activated or new weapon systems are fielded
(provisicning), issues for mobilization reserves, and issues to maintenance
facilities for rebuild programs. Also excluded are those secondary items that
would be cxpected to receive intensive management making use of specialized
information such as life-cycle or closed lcoup asget data. The proceduresg are
to be applied in the Commodity Command Standard System (CCSS) inventory man-
agement function implemented at the Army's National Inventory Control Points.
The study was not intentionally limited to aircraft items but the only
adequate data available was for such items. lowever, it 1is believed that

che conclusions may be extended to other tl:an aircraft items.

3. Methodology

First, a number of demand models werc considered and appropriate fore-

T M..HJ\H.HIM

casting algorithms were selected. These algorithms and some related techniques
wvere then screened according to hcow they reacted to trends in aggregate demands.

3
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This screening was done to weed out the worst algorithms in order to save

P
L . " A —————

regources in the final selcction phase. The ones ylelding the smallest mean

absolute forecast errors were then compared using a simulation of the in-

dividual items in the supply system. The ilnal selectior. was made on the

e

! basis vl smallest aggregate simulated inventcry cost for constant time-weighted

requisitions backordered.
4. Conclusions

The Army'u presently used program factor is better than a simpie moving

average of demand alone. A forecast method based on a regression equation of
demand as 3 function of flying hours is better thar the present forecasting

nethod.

There is almost no improvement to be gained in applying different
forecast methods to different segnents of the item catalop on the bisis of
unic price, demand rate, dcllar value of demand, or dynamic versus nondynamic
items.

Finally, there is no improvement in program factor type forecasts due
to lagging the demand behind the program data.

5. Recommendations

It is recommendaed that the regression wlgorithm be used instea? sf the
currently used factor.

Final implementation should be delayed., however, pending completion
of another AMCIRC study on Methodology of !.emand Forecasting, which is
looking at methods other than the simple muving average which, when combined

with the program factor rccommended here, rmight give better forecasts.,

PRy~ =~ = T O U up—




CHAPTER
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Previous studies of the relationship bctwéen dJdemand and program data
by the Navy and Air Force have met with 'ittle success. While good
cerrelat.on has been found for gross meg-urcs of demand over many parts
[Brown 1956, DSA 196R] the relationship !etween program data and demand
for particular parts has been elusive {Korger 1973, Denicoff 1962,

Cabriel 1972, Haber 1967, Markland 1970). The few positive findings

do not relate well to our problem. A study by IPAND tAstrachan 1961] com-
pared the fcrecasting accuracy of a sirple program factor to that of three
program facters with tuilt-in safety levcls, and to three specialized
methods that require more detailed knowledge of part history than is avail-
able for ordinary repair parts. (These ‘service life' methods are applic-
able to expensive comporents likce aircraft cngines.) Results were mixed,
but the s“‘mple program tactor did about as well as any of the other methods.

The authors of a thesis presented tv the Air Force Institute of
Technology [Goldfarbh 1967] stated rhat program data had "...little value
as a derand prediction tool...”; however, their results were not completely
discouraging. For many of the parts stuiied demand correlated well with
the actual flying hours of the aircraft (nd {tems, and the flying hours
themselves could be accurate!y f{crecasted from the planned hours; however,
the authors were cautious about drawing conclusions.

Previous studies have usced forcecast error as the criterion. Thus the
best forecast method wes considered to be the one that most reduced the mea~
sure of deviation betwien forecasted and actual demand for the period. How-
cver, this raises the qjestion of which ..easure of deviation to use. Some work
has used mean absolute deviation (MAD) sud other has used mean squared error.
Results, in general, may be different. . nother consideration is that some
items have a larger impact on supply pertormance than others - and that some
items cost ruch more than others. For cxample, a study with Navy data [Denicoff
1962] concluded "...only 59 parts, or three percent of the parts examined,

were correlated with flying hours,” The author did not know whether this

' > Best Available Copy



group of parts represented 3 percent or 30 percent of the total parts
budget. It was for this reason that a cost versus performance simulation
approach was prescribed by the Office of the Secretary of Defense for
Installations and Logistics as the method to be used in validating new
forecasting techniques., It has already lLeen used by Inventory Research
Office to develop the details of the inventory policy. See "Evaluation

of Several VSL/EOQ Models" by Robert L. Deemer and W. Karl Kruse, May
1974, AD 781948, 'Frequency of Requirements Determination’” by Robert

L. Deemer, October 1974, AD A003227, and "Estimation of Demand Variability
Parameters' by Alan J. Kaplan, May 1974, AD 781942.
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2.1 Source and Organization

CHAPTER 1.

AT 4

The conclusions in this rep.rt z:- lased oun studies made using

chronological demand data from AVSCOM. Vlying hours covering the same

period as the demand data were obtained trom NCSLOG. All data has been

summarized by quarter.

For cach quarter we have the worldwide totale of

the number of requisitions, the quaniity demanded and the {1y ng hours,

The {lying hour totals are broken out bv alrcraft type/model/scries (TMS).

The data spans the 28 3uattvrs from Janunry 1967 thru December 1973.

2.2 Weapon Systems

Appendir. A, Section V of AR 710~} .. :ociates end {tems into classes

called weapon systens.

A two letter code is assigned to each system.

The first letter is an A for fixed-wing :icplanes, and B for helicopters.

The table below contains the TMS cudes j:cuped into weapon systems.
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A chart on the next page gives an idea o' the appearance of the various )

‘alrcraft. The heading "DESIGNATION" corresponds to TMS. =

‘The graph on the following page and those in Appendix 2 show the 3

flying hours and demand quantity by quarier for the first five years B

e n— e~
I

for those weapon systems with a reasonably large group of :epair parts.

| The demand and hours have been scaled (as descvibed in the chapter on

Model Valilation and Selection) so that cach sums up to one (unit demanded
or hour {1l wn) for the 20-quarter period for each part. The graphs "
- 8how the average of the scaled values by quarter for a large sample 2
of the parts in each system (the preliminary data base described below). 7;:;
It can be seen from the graphs that the demand follows the flying k

hour pattern fairly well on some of the systems. The exceptions are mostly : -3
in the form of peaks in demand. E
These observations suggest that demand is well correlated to flying

hours, and that a program factor would be expected to yield good demand

forecasts by the traditional forecast crror criterion, at least for this

data. =3
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HELICOPTER SERIES

CASERYATION SER:S

DESIGNATION | EHGINE POPULAR WAI'E |+ SUATION_ | CIGINE POTULITR NAME
_UH-14 153-L-1A WGV o A AL 0-470-118 BIRD 006
UH-18 T531-5,9,11 e ___6 247015
UH-1H 153-1-13 a0t | 016 6 ,m 18
AH-16 153-53-L-13 COBRA BC UTILITY SERIES
L SNCC I L R 1340-61 OTTER A A
RS - —]
OH-6A 163-A54 CAvise R N K%: jﬁ
TR BEA ) wEaEIn “NER AR
~ S | RU-G | 2-505-394 e - /\
OH-13E 0-335-50 S0UX ; : =8t
OH-136__ [0.335.50 BD | L ! | —
OH-13H | 0-435-23C — e = ! “-"4.'.. : 0-4301A | SEMIEOLE A D
OH-13K | 6VS-3354 :u’?cz‘-""' ’ _HL T oA -, m
OH-135 [ 0-435.25A p e e43d S
UH19C | R-1340-57 CHICKASAW 4 _.‘T._‘ . _0:-4h3-1A :
_UH-15D R-1300-30 e e e ? RC ¢ !f.'-*;- __%Q;rg’;l:: _ AERO wu...ua E AE
:’ . i :' ':?;.:5“—"' o2’ oo 5 -
CH-218 R-1820-103A SHAWNCE  ~ Y-k 0-4L7.C106 CouRIER
CH-21C [ R-16201034 Rt ~.AF
“l— “3’ O-‘M '
_CH-23%__ i0-335-50 - RAYEN U215 174-CP-700
~OH-23C__ 10-335.50 B(( e N;'rl
0H-230__ [ 0-435-23¢ gt fﬁ‘_
OH-23F [ 0-540-9 e e
0H-23G 0-540.9
CH-34A R-1820-84A CHOCTAW R H VIOL AND STOL SERIES
CH-32C__ | R-1820-84C e ~ViA S W o
I ML) 153097 §r‘_7:¢.- -}
3Y. 5 -
CH-378 | R-2800-54 R [ Ll 183137
T TRAIER SERIES
SRR VST 1 06528 | SRUX sa0R1)
CH-4TA | T55-L.5/-1 CHINOOK : 1475 16-470-1 cwomst ;)
CH-478 | 155-L.7C BK - <§§I};‘ ;':/:-’ AK
CH-A7C__|1s5.L1 — . a2
é .v. ° .v - I;l’ .‘A “"'m‘ 7«—&\'”“3”
CH-54A  [T13-p4 _TARKE 3 M 3 s —x
PR S ARTIRE 1418 13-380-0 PISCALIRY
AH-56A | T64-GE-16 CHEVENNE BR bﬁ-—’ié
.ol i 0-270-310 ez 30s ;
o - t. T
wUT - o HETE S 5-470-15 M»,J AK
- ‘ !__ el 6-370-118 s !
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2.3 Input Data Editing

If an item was used on more than on+ aircraft TMS in a system, the
quantity used per aircraft and the woearout rate were assumed to be similar

on each aircraft. Consequently, for these items, the flying hours for all

applicable aircraft in the system were simply added together. Parts applying

to TMS models of different weapon systems were not included in this study.
Flying hour data were available only for US Army and Vietnan Air
Force programs. Because of this limitation, processing was begun on a
(voluminous) demand-transaction file with customers identified in order
to remove demands from other military services and MAP countries., Some of
the study results are based on a prelimirnary data base developed in this
way from part of the detailed demand-transaction file. The eleven weapon
systems cach with acceptable data for at least 40 parts are marked with a
dash in the weapon system table above. aere are about 2000 items in this
preliminary data base. It covers the 5-vear period from January 1967
thru December 1971. The data were aggregated by weapon system as shown
in the graphs. In developing the preliminary data base it was discovered
that the non-Army demangs were a small fraction of the total number. So
the main part of the work was done with a larger data base which had
already been aggregated to include all customers. (Only the customers
were aggregated - not the items.) The advantages to be gained in using
the larger data base were great enough to warrant the small risk that for
a few individual items the non-Army demands might actually congtitute the
major part of their demand. The following tablc gives the number of
parts (total 11631) by weapon system for the expandéd data base.

DISTRIBUTION OF PARTS BY WEAPON SYSTEM IN AVSCOM 7-YEAR DATA BASE

iYs 0 L& 594
Lt HIK TC (0
nh Tl k). uKl @
(v 1 JE 0 ch
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The scope of this work was liwmited to recurring demand. When the
demand was accumulated into quarters the Iollowlng classes of requisition
were net included:

initial issue,
mobilization and
rebuild

1f the remaining demand was s0 small that therce was not even one
calendar year with at least four requisitions, the item was dropped. Such

items are called trivial-demand items below.

The rest of this chapter applies only to the large data base used for
the rain part of the study. 1If there werc no flying hours in the first two
quarters (January to .June 1967) the item wias considered to be new to the
system and was dropped (because it would likely be managed with maintenance
factors in transition f{rom provisicning.) Likewise an item for which
therce were no {lying hours in the [{lnal twoe quarters (July to Decembur 1973)
was not included (because the item manager would have tempered any denand
forecast with the knowledge that the aircraft was being phased out). Finally,
items with over a million dollars c{ demar.! per year - see below for how
estimated -~ were dropped because there arc speclal forecasting methods for
such parts. LCach itey was classified as low or medium dollar value (LDV)
or high dollar value (HDV) according to whether the demand rate averaged
over the full 28 quarters was less than or greater than or equal to
$£50,000; and the requisition rate was less than or greater than or equal
te 100 per year.

To summarize, items were excluded for the following reasons:

387 managed by LISC or other UNICP or not stocled
287 trivial demand
197 no way to associate with flying hours
2% applied to more than oune systenm
% new, phase~-cut or super high dellar items

This information is given in more detnil in the "pipe' chart. Near
the bottom of the chart is the legend "10519 GOOD ITEMS LEFT IN THE PIPE
AT THIS POINT". The additjonal items remcved below that point were dropped
for two reasons. First, half of the LDV non-dynamic items (defined Jater) =

including 18 P74 and 51537 stock fund - were dropped to reduce computer
- 12
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DATA EDITING

Pipe Contains
88944 Ttems
{ in AVSCOM
Catalog
Dec 1971

s ———-———

33995 Items Not Managed by AVSCOM
or Not Repair Parts

- - ——————

24717 Items With Trivial Demand in 1967-1973

\‘ - e — T P PR

16727 ltems For Which No Program Data Available

e —————

1835 Items Applied to More Than One Weapon System

L ﬁ;_:“ ) 1122 Ttems New in 1967 or Phase Out By 1972
/'.N_______ o 39 Ttems With Annual_Demand of More Than $1 Milliom
\\ 10509 Cood Items Left in the Pipe at This Point
_TTTTT 7. 518610V Non-Dynamic Ttems Not Used (Including 29 PEMA)

Pipe to Simulator Now Contains the Remaining 5323 Items
13
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expense in the simulagion runs. To compensate, we double weight thlie LDV non-

dynamic results in the {inal tabulatlions. Then the remaining 11 PEMA items

were also dropped. The reason this way Jdone was because the PEMA items were

such a tiny fraction of the LDV non-dynarics (29 ont of 10350) that they

were thought to be atypical. Usually PEMA items are cxpensive and repar-

able items: the LDV non-dynamic class wa:s intended to contain relatively

cheap non-reparables.

14
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2.4 Final Characteristics of Dats Base

The data basce was separated inte LDV and DV portions as described
above. Each of the portions was divided further into dynamic and
non-dynamic portions. The criterion for this partition was the item's
Federal Stock Class (FSC). The table below gives the fraction of items
in the most important aircraft rederal Stock Classes, The upper part
of the table contains the classes included in the definition of I,ynamic
items. The important dynamic components were considered to be those that
cxperience very high rotation rates; i.e., rotor blades, transmissions,
turbine rrgines and other enginc components. This encompassed about ten
percent o1 the items (FSCs selected for us by AVSCOM to contain dynamic
items are 1615, 2840 and 2810).

DISTKIBUTION OF ITEM PSC CLASS

PERCENT FED. STK CLASS DESCRIPTION (AR 708-15)
9 1615 lielicopter Rotor Blades and Drive
Me: hanisns (Transmissions)
1 2810/2840 Ingines
10 TGTAL Dynamic Items
39 1560 Airframe Structure
14 1680 Hisc. Accessories
4 1650 llydraulic, Vacuum and De-icing
3 2995 Fngine Accessories
2 3120 Bearings, Plain, Unmounted
2 5340 isc. Hardware
2 1620 Landiig Gear
2 1660 Air C..nditioning, Heating and Pressurizing
1 5330 Packi..g and Gasket Materials
21 Nther
90 TOTAL Non-I: .namic ltems
15
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Notice tha: the nondynamic items include bearings and engine accessories
some of which are likely to have dynamic characteristics. Thus this class
Vﬁmy be contaminated. It was felt +hat {¢ was more important to have

an uncontaminated group of dynami: items than unndynamic in order to be able

to draw certain conclusions about forv:asting metheds.

The final data base characteristics are shown in the following table. The
major classes of items, with subtotals ate given in the left hand columm.
The next column gives the total number ¢i items in each class. The reason
the total is 11631 here (and in the weapon system chart) instead of 10509
as in the "pipe" chart is becausc this toble was :mnde before the 1122 NEW
AND PHASE-OUT {tems hid been removed. The las. two columns give the totals

broken out by fund (PEMA or ASF) and segrment (noa-reparable, reparible

or insurance iten).

; DATA BASFE CHARACT' RISTICS

| DISTRIBUTION BY ITEM ¢ HARACTERISTICS
FINAL ITEM SE1 IN ..IMULATION

ITEM CLASS TOTAL ITEM COUNT PEMA ASF NON-REP REP  INS
LDV Non-Dynamic 10350 29 10321 | 9877 448 25
LDV Dynamic 1008 24 984 957 51

: LDV TOTAL 11358 53 11305 10834 499 25
HDV Nor -Dynamic 174 30 44 66 108
HDV Dynamic 99 52 47 26 73
HDV TOTAL 273 82 191 92 i81
TOTAL Non-Dynamic 10524 59 10465 9943 556 25
TOTAL Dynamic 1107 76 1031 983 124
TOTAL Good Ltems 11631 135 11496 10926 680 25
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CHAPTER IIi

MODEL DNEVELOPENT

We consider three simple alternative demand models:
1. Average demand is constant. . ’
2. Average 9cmand is proporticnal to total flying hours.
3. Average dcmand has a component described by Model 1 and a
component described by Model 2.
In none of these three mcdels is the demand to be any different from failures
¢f parts at the user level. However, in the fourth model below, we implicitly
allow for the delay due to stockage at supply levels between the original
failure and the final demand at the NICP level.
4. Faillures arc propcrtional -o total operating hours; a demand
is dclayed from the time of the failure by an unknown amount.
fn all four models the word "constant™ means a value that may change
aradually but does not depend on demand or program. The forecasting
algorithms to be tested are based on the:sie models. They are grouped under

the appropriate mnodel following the definition of the notation.

Notaticn

Subscripts represent time as follows:
Small letters stand for quarters, large letters stand for several
contiguous quarters. Time periods are always relative to the present; the
forecast is being computed as of the end of quarter 0. There are B quarters

in the base period and P quarters in the forecast period.

Pase period:

(¢]

D =

B where Dq is the actual

z D
= (R q
q=-(B-1) demand in the qth quarter

F, = F where Fq is the program data

value (flying hours) in the
qth quarter
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Forecast pertod:

p
F, = F
P q=1 q
P
b, =L I
AP q=l q

i by algorithn A for the demand in the qth quarter.

In the following descriptions of tii:

are intendcd to be over the base period.

odel 1

Demand is constant.

MCVAVG Algorithm (muving avel ige)

|
Dp = () g
Comment:

The "constant' demand rate is

observations.

18

This ic the final fcerecast for alpe:ithm A, Uq is the estimate given

-stimated as the mean of roecent

alporithus any unspeciiiec suns
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TREXPF Algorithm (triple exponentjal sme thing)

o P ) o
* D = ¢ b
q=1

; ) wvhere

: 1 2

= + + -
e A R
a_=b_ + (-y)° (D', -D1)
' t o Y -1 ~ o
7 1
3 2 7~ t -
bt « bt-l + Ceol” EY Q2 Y)(Dt—l no)

)]
''= + + =
Dc a bt c

oSN TNTRSRNY SIERINR
(2]
(%]
(o]

and vy is the fixed smoothing constant.

¥ e

Comment :

The t index represents the absclute quarter; the q index is
for the quarter relative to the present. Thus Do is the actual demand in

the quarter just ended.

The a, b, ¢ initial values are dceveroped from a least square

(Y 4

linear regression on the 3 earliest available quarters of demand. The
initial value of Do is set equal to this initial a-value unless an estimate is
avallable.

The algorithm wis tried with the following values of y to give

four separite estimates of demand:

3

y = .05, .1, .15 .19

it

In this algorithm the gradual changes in th: "constant' demand rate are
given explirit recognition ir the trend c~stimators b and c.

Reference: Robert Goodcll Brown, Smoothing Forecasting and Prediction of

liscrete Time Series, Prentice-llall 1963, Chapter 9.
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Model 2
Demand is proportional to totial flying hours.

SLV94 Algorithm (issue interval)

F
P . -
Pp = () Py _3
8
{ omnent : E
1. this form {1t is viewed as a moving average correctod by oa 3

program factor. 1t may also be written: ]

In this equivalent form it is scen to hc a relatiouship between cuiand and =

program data like the following algorithm. 3
REGORG_Alporithm (Slope linear regression) .

DP = b IP
where IDF =
b= r
£F2
q
Comment :

Notice that both the PI'EGORG and SEV94 algurithms arc spe .ial
cases of the form: 4

Lvw(q)D
F

D -
I F
P w(q) q P

where the welght function w .s conctant in the SEV94, but is variable 3
ir. the REGORG and equal to Fq’ Thus, 11 the SEV94 algorithm eacl. quarter

is given weight, in the REGORG algorithr cach flying hour is given equal

weight. g




SBASIL Algurithm (sliding basc periuvd)
l)
D, =¥ b
¥ g1 q

where " =

Jra———

Comrrent :

This algorithm is sim:lar to thwe S1V94 algorithm., The difterence

A 1

is that vach successlve quarter i the forecast period is forecast using
a base period which ends with the previous quarter. For all except the
first quarter this means that forecasted demand appears in this base period.

This results in more weight being given to recent grarters than to earlier

a8 TRt

quarters of the real base perdod ir any forecast for more than one guarter

in the future.

BTG ST P AT RSOSSN
4l '

”

B T T
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 Model 3

Demand is partly constant and partly proportional to operating hours.
PARTEF Algorithm (partial effect)

Dy (M (geye) *+ (1) Guanoy®y)

where vy 18 a constant.

Comment :
This 1s a weighted mean of two simple estimates described above.
Y 1s intended tu be fixed, but possibly re-evaluated fronm time
to time, and will be the same for all items.
The algorithm was tested with the following values to give four

geparate estimates of demand:

Yy = .25, .5, .75, .95 . jij:if’r”’ LT o
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. Ry
3
] o Dy ™ (P (apcore’r? ¥ (2712 GiyomovPp)
!
- - .where g
o B is 0 or 1 as determined by the following test: '%
- 3
o let t =2 o ]
g
IF 1 1
q ‘ g
3
!
s is an c¢scimate of the standard deviation of the error in the j
fitted linc: j
J
D =bF g
q q ; :
—— 3
2 3
o LD F i 1
5§ = DT - 3 H 1
P '
q O
af {3
I
and df = Base Period - 1. 2.35 1f df = 3 i ;
] Then B = 11f ¢ 2, tdf where tdf =(i1.89 1f df = 7 3 %
E otherwise 1.80 1f df = 11 o
Comment ¢ é VE
: This algorithm is a heuristic that determines whether the flying E E
hours and demand are closely-cnough relared in the base period to warrant g :
% using the REGORC forecasc, If t is too small the algorithm falls back é -

on the moving average.
23




PARTRG Algorithm (PARTEF with variable parameter)

= - AY
Dp = b (apyeslp) + -0 Liygnovlp:

‘where b iy variable.

max (l,DP,

Error

- (o]
where DP' = L D
qe-(p'-1) ¢
I ~ T FP'
‘.7 and DP' L) b(-B—.) + (1-b) i.-l;—" DB'
and B' = ' = %

Comment :

The parameter b is detcrmined as the value in range (0,.05,.1,...1.0]}
which mininizes the errcr in forecasting the second half of the base period
using the first half as a base. If the crror > .4 b is set to O.

KEGINT Algorithm (Slope, Intercept linesr regression)

D, =a+hF

P by
P ) .
where a-= (E) (DB -b }B)
F D
By (o - B
- 2(fg_“ B ) (Oq B )
F
. B,2
L(Fq -3 )

Comment :

Mote that the PARTEF algorithm reduces to the REGINT if we nake
the following subs+-itution:
I,B
y=2>b (B-) instead of using a fixed value.
‘5 ~ I‘

e it 2 il s




A r—

POWERF Algorithm (fixed power)

vhere v 18 fixed.

Comment :

In POWERF, y is used in the sam way that it is in the PARTEF
algorithm. This algorithm has a compromise character like the

PARTEF, but its form is non-linear. The parameter 7y determines the fraction of
the rate of change of flying hours by which the demand forecast will change.

vl e R e e o3

|
i
M ol

)

i

3
%

il bl ol
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POWREC Algorithm (variable power)

P .
b =Y D
| 4 g q
wherc
b
D = X D)
q Fy | P CAVGMOVTP
5|
and b= L‘g constrained to - 101V <b <1
X
9]
where Y = log—JL-
D
B
.
X = IOL _.g...
F
B
B
Comment :

This algorithm was developed by linear regression on the logarithm .
of the power form. Ncte, in the formula for b, 1f either X or Y is undefined
for a quarter, that quarter is excluded from the sums in both numcrator and

denominator.
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Model 4

Failures are proportional to total operating hours; a demand is
delayed from the time of the failure to vllow for the effect of stockage
. at intermediate supply points.
To test this model, each of the alrorithms that made use of program
data were tested with

F laced by F
q rep y QK

whete the three values 1, 2 and 3 quartuvrs were tried for the lag K.
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EXAMPLE OF APPLICATION OF SOME O) iHE FORECAST ALGORITHMS

HYPOTHETICAL DEMAND AND FLYING HOUR DATA .
QUARTER DEMAN!: FLYING HOURS
Jun 67 12 230 )
Sep 67 0 245
Dec 67 0 271
Mar 68 3 270
Jun 68 1 250
| Sep 68 5 220
Dec 68 0 200
Mar 69 8 190

END OF 2-YR BASL PER1OD

Jun 69 185 E
Sep 69 187
Dec 69 180
Mar 70 160

END OF 1-YR FORFCAST PERIOD S

FORECASTED DMEMAND

0
I

ALGORITHM FORECAST ALGORITHM FORECAST
MOVAVG & PARTRG  14.50 REGINT 27.34
SEV94 11.01 SBASEM Y. 40
PARTEF. 5 12,75 POWREG 51.1C
THRESH & REGORG  10.27 TREXP. 05 13264.73
POWERF . 5 12.63

28
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CHAPTER 1V
. MODEL VALIDATION AND SELECTION é

4.1 Screening

The method by which the final selection of the best algorithm was made
is described in the next section. In this section is detailed how the

T TE A  YC R IR

algorithms described in the preceding chapter were first screened to reduce

i

them to a small enough number so as to be economically compared by simulation.

1t was originally supposed that most of the algorithms would do poorly

ol

compared to a few good ones. However, as shown in the chapter on Results,
most of the algorithms performed ibout the same in screening.

The screening criterlon wes sufficiently different from that of the

AT o Dyt

simulation to give additional confidence in an algorithm which did well in
both. Since many algorithms performed similarly in screening, the selection

of algorithms for final comparsion wes somewhat suhjective. The moving

o it A W Ko

average algorithm (MOVAVG) was included as a coutrol in order to determine

whether the use of a program factor had any value at all. (Since aggregate

-

demand followed the program data so closcly, as can be seen in the graphs
iu the Data chapter, it seemed likely th.t individual item demand would
also.)

In addition, the Army's presently used forecasting algorithm (SEV94)

had to be included in the final testing sc that its relative value, as

I s Bl A 410 b

compared to other algorithms, could be assessed.

[ T

It was decided to include only two more algorithms so that the avail-

able computer funds could be spent in more intensive testing, i.e., more

items in the data bage.

el

The screening process will now be described in detail. The data

was first aggregated by weapon system. Lqual weight was given to each

4 R G, . TN

item independently of its cost. This was done by normalizing the demand

so that the relative quarter-to-quarter variations counted equally for

. W . T )
e bttt ol i AR AP SR IA :iae

different items. The normslized value for quarter q is:

29
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D
P W .
0 for each item.

Y D
q=1 9

Then, this quarterly value was averaged over all the items in the

veapon system. The example should make this normalizing process clear.

NORMALIZATION EXAMPLE
(FOR CLARITY £-MONTH PERIODS ARE SHOWN INSTEAD OF QUARTERS)

YFAR 1967 1968 19¢9 1970 1971 TOTAL
1TEM 0 0 1 1 5 4 22 5 20
1 00 .05 .05 25 .2 P § ) 1
ITEM 00 6 ¢ 30 24 12 12 3c O 120
2 o ¢ .05 .05 .25 .2 1 RS § 25 O 1
ITEM 0 4 3 0 0 1 0 2 10
) C .4 . . .2 1
NORMALIZED

AGGREGATE. 0 .133  .133 .033 .167 .167 .067 .067 .233 C

FOR EACH ITEM THE UrPER LINE TS THE ACTUAL DEMAND,
THE LOWER 1S THE NORMALIZED VALUE

In the example, items 1 and 2 have exactly the same quarter-to-quarter
varietions even though their demand totals are quite dif{ferent. The third
item shows much more variation than the first two. Notice that the final
aggregate tends to be smoother than the individual items. Because of this
an algorithm that does well in the screcuing might do poorly in the final
selection when individusl items are used. This should be especially true

30
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of an algorithm like triple exponential sioothing, which responds
radically to sudden changcs.

The forecast-error criterion is used merely as a screening method.
Final selection is based on economic considerations to be described below.
The measure of forecast error employed in the screening phase is the mean
absolute value (MAD). The MAD wae used rather than a square. measure 80
as not to overempi.asize large errors.

The testing procedure wes designed to yield the greatest number of
forecasts while avoiding overlapped foreciast periods. An example will
help to explain this procedure. Assume we are testing with a two-
year base period and a one-year forecast period. The base period f-r
the first forecast will cover the first two years, and the first forecast
period will immediately follow the end of this base period. After the
forecast is compared to the actual demand in the forecast period, and
the resulting error caved, the process is repeated for the next forecast
perind. To do this the base and forecast periods are shifted forward by
the length of the foreca.t period (one yeuar in the example).

FIRST [BASE PD FIRST
wen] FORECAST
-
}

SECOND PASE PD SECOND

}
(’——-—~""‘F""'“'”‘\: FORECAST

THIRD FASE PD THIRD

}

i

' FORECAST
: T
I 1967 1968 1969 1970 1971

As can be seen there are three forecasts, and thus three values of MAD,

for the case of a two-year base period and a one-year forecast period.

For screening, three different forecast period lengths (.5, 1 and 1.5 years)
were employed and the results averaged. The table gives the number of MADs

for each forecast period length for each of two base period lengths studied.

TOTAL FORECAST MADs FOR EACH WEAPON SYSTEM

BASE FORECAST PERIOD TOTAL FOR
PERIOD .5 YRS 1 YEAR 1.5 YRS BASE PERIOD

2 YRS 6 3 2 11

3 YRS 4 2 1 7

31
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In comparing the algorithms for a 2-year base all eleven forecast
results could be used. However, to compare base periods, only 7 could
be used because, to be strictly comparable, the forecasts must cover the
same time period; and the year 1969 is excluded as a forecast for the
3-year bae~ period. A siuilar remark applies to testing the etfects of
lag; in this case nine forecaste were available since the maximum lag

was 2 quarters.

4.2 Simulator Overview

The final selection among algorithms was made by observing their
operation in the Army's NICP context using the DoDI 4140.39 simulator.
, This simulator is described in the report "ALPHA 4140.39 Simulator" by
; Martin Cohen (May 1973) AD 762348. Some changes were made to the simulator

since the report was published; the major changes are listed in

Appendix 1.
The general organization of the simulator is given in the chart, which

shows the flow of information among the processes.

Program

ﬁ?:t:r T = Forecast

~. .- e Algorithm
o

- D
Demand-Rate
\N__%fiimaCe )

{DoDI 4140.39 |
{ Inventory

Management
Model

. Reorder Pt.
“Vrder Qt

frar——— e+ i T - 'A\
Order -] Asset vost ) {
Process Monitcr > Reqrs é

N Short

ALPHA 4140,39 SIMULAT)R CRGANIZATION
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The demand history for a given item is fcd both to the forecast algorithm

L

process, which computes the demand forec.st for each period; and to the
asset monitor, which reduces on-hand stock - thus possibly triggering

an order for replenishment - and computes the final performance estinates.
The demand forecasts are fed to the inventory model, which computes the

reorder point needeu for asset monitoring and the order quant .ty needed

A N P MR R

when orders are placed. The final performance estimates are avaraged
over the simulated time for each item, and then aggregated across all
items. This is done separately for each furecasting algorithm. The
resulting values are compared to determine the best one.

The results of thr gsimulation runs appear in the next chapter in §

the form of graphs of performance versus cost. A typical graph looks

like this.
\ Eo)
3 \
) \
a
25 |- A -
[~ )]
-
wn
gg ORECAST \_
&  ALGORITHM
o | A
T
o
[

MEAN DOLLAR VARIABLE OPERATING COST

The curves are traced thru several points for each algorithm; each point
results from & run of the simulator with another valve of the lambda para-

meter. (See the Simulator report or the report by Deemer and Kruse cited

Momp - » o ——

in Appendix l.) 1In the above hypothetic,l graph; Algorithm A is seen to
be superior to Algorithm B becnuse it incurs a lower cost for the same

performance.
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CHAPTER V

RESULTS

5.1 Algorithm Selection

The resuits of screening are shown on the bar graph. Recall from
gection 4.1 that the criterion for compariny algorithms is mean abgolute
deviation cf the forecast from the actual demand (MAD). This MAD is the
mean of 121 samples (twc-year base perilod with forecasts for 6 months, one
year and 18 months - 11 forecasts for each o1 1l aircraft syvstemg). The best
algorithm has a MAD of .043; since the expected value of the forecast is
.16, this is a relative error (PCER) of 26%.

Notice that the difference between the best and worst algorithms
that utilize program data is about the same as the difference between the

{ worst and the moving average (which does not use program ¢ ta).

34
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The regression-of-slope algorithm - REGORG) had the smallest MAD and thus
was selected to be included in the tilna: testing phase. The partial-effect

algorithm with variocus values of the puramenter did not do consistently

well., However, it d'd perform well in o study on rifle parts [GAJDALO 1969).
It was decided to include this algorithm (PARTEF) with a parameter of .5 so as
to be as different as possible from the axtremes of SEV94 and MOVAVG also

included. Thus four algorithms were sutmitted for final testing with the -
Simulator.
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5.2 Simulation Results

In section 4.2 it is stated that the results of simulating each
algorithm are displayed as a curve on a graph of average requistion delay
(due to stockouts) versus total variable cperating cost. The curve for the
best algorithm will be to the left of thcse for all the others, indicating the
lovest cost for a given delay time.

The first graph shows the recsults for the simulation run of all items.
On this graph it can be seen that the SLV94 algorithm is much better than a
simple moving average (MOVAVG). The PARTEF algorithm performed about ase
well as SEV94. REGORG, however, averagci $130 per year per item cheaper
than SEV94 for the current 17-day mean rcquistion delay. Thie is a saving
of over 57 or more than one million dollars per year. It can be seen
that the ranking of the algorithms studied in the Simulation is essentially
the same as it was in the screening phase.

When we consider just the dynamic items in the next graph, we see
that the results are similar to those for all items together, except that
now the differences between algorithms are more pronounced. For this

group of items PARTEF is noticeably better than SEV94, but REGORG is still
the best.
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The last graph shows the results {¢+ the rest of the items. Again the
algerithms that utilize program data (Ki+ORG, PARTEF, and SEV94) appear to be
superior to the one that doesn't (MOVAV(). llowever, it cannot be definitely
proven frem these results whether progrim factors are really more ¢ Sfective

than simplc demand history forecasting algorithms for nondynamic items because :

of the contamination with {tems that are¢ possible dynamic. What can be

determined is that there is much less ditterence amung the various program B

factor algorithms for this group of itema than for the dynaric items. ';’i
Caution must be exercised in using these graphs. While there is con- 7

giderable safety in using them to rank the algorithms, there 1s much less

assurance that the actual cost values are correct. Evaluation of these

costs is beyond the scope of the present work.
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5.3 Llag, Base Period and Stratification

The 1inal three gpraphs pive the re:nlts of the study to determine
the effects of these modifications to the forecast algorithms: lag
{Model 4), incrcased base period, and a stratification of the items into

low and high demand (not dollar value) classes. This work was done

(HEX

with the technique used for screening; thus rankings of many algorithms
are comparced. On each graph is plotted the mean absclivte forecast error

with the proposed modification versus that without {it.

An examination of the three graphs suggests the following cornclusions.
A two-quarter lag degrades forecasting bty most algorithms, as does a
3-year base period. The demand-ratc stratification has no overall effect.
Stratifications were also attempted on unit price and demand dollar value

with no effcct. These are not shown here.
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The ucgative result for the louger hase perind can be challengoed
because the advantage of the longrr bas: period (smoothing out the
demand) was anticlipated by the agurepution into weapon systems. ‘ork by
the Air Foice Logistics Command supgest: that longer lase periods are rore
effective with a moving-average forecast. ‘hile this dces not secn likely
with the Army's data, because of thu trinds present, a longer bage period
may well improve the lorecasts ceveloped with a program factor. .*CTRO

is examinirg this possibility in a diffcrent project.

5.4 Final Conclusion

The Army's present program facter is better than « simple mov.ng
average.

Regression on an eight-quarter basc period to determine the rclation-
shilp between demana and program (assumii-g pronortionality) is better than the
present forecasting mwethod.

The savings on a :i.mited group of dynamic 1tems using the re)tession
algoricthm are sv large that this ailgeril hm car te used iv forecasting all
iteme, thus avoiding the usce ol separat. algorithms for ciffercnt groups
of items. In fac: isclotion of dynamic items from the norn-dynanic was not
complete crcugh to permit determination of a forecasting algorithr preferred
for cach group separately; nor does it :eem to be cost etfective tc try to
find separate algorithms because of the small cconomic impact of the non-
dynamic items.

Lagging, the deuand as ruch as two quarters does rot improve tcrecasting.

Yo method was found for classifying items based on unit pric., daverage
demard ratc c1r c¢oliar value of demand such that different forecasiiny al-

porithms would be prefeired for different groups of items.
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APPENDIX 1

CHANGES TO SIMULATOR FOR PROGRAM FACTOR PROJECT

PREFACE

The simulator used for final gselection of the forecasting algorithm
is described in the report, "ALPHA 4140.39 Simulator' May 1973 by Martin
Cohen (AD 762348). Changes to adapt it to the present application, for
general improvements and to correct c¢rrors, are described here and keyed
to section headings in the simulator report and to the figure in the
Model Validation and Selection chapter of this report.

Most of the changes were made in order to be consistent with the
recommendations for CCSS in the report, "Evaluation of Several VSL/E0OQ
Models," by Robert L. Deemer and W. Karl Kruse, May 1974, AD 781948.
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INVENTORY DECISION PARAMETERS (SECTION ..4) - DOD1 4140.39 INVENTORY
MANAGEMENT MOi:EL

REORDER PUINT

Instecad of using the model 110 tafety level as defined in "More
Ado About EOQ" by V. I, Iresutti and R. Trepp in NRLQ 17, 12, June 1970,
we are now using model IV. In this formulation the holding cost is
proportional to the sum of on-hand plus on-order stock. The only change
is to delete the holding cost rate, Ch' from the denominator of formula
(2) on page 19 of the Simulator report.

Another change relates to the distribution assumed for the underlying
demand process. When the lead time demand forecast is greater than 20 units
Presutti's Laplace 18 used as before. Iowever, when it is less than
or equal to 20, the negative binomial is used. The theory is cxplained in
Deemcr and Kruse's May 1974 report. An approximation is used for the
negative binomial; it 1s based oun the Camp-Paulson approximation described
in a paper by Z.J. Rortko, "Approximating the Negative Rinomial," in
Technomerrics b,2, 1966. See "Application of Negative Blnomial to Inventory
Control," ty R.L. Deemcr, A.J. Kaplan and W.K. Kruse, Decemdber 1974,

AD A003225, pages 9-11 tur the details,

The variance estinaticn formula has also been chinged to agree with
recent work. It is now bascd on an empirical study with AVSCOM demand
data, "Estiration of Demand Variability Parameters” by Alan J. Kaplan,

May 1974, Al 78194:. 1he final tables snd formulas are given in Deemer

and Kruse's !May 1974 report.

REORDER QUANTITY

Formula (1) for O un page 14 1s still correct; however, there are two
changes in the way the 1inal quantity oirdered is found,

Firgi, the bonndary value is wo lonper considered as an alternative
to the resrult of the formula {¢r 0. This neans that the so-called boundary
optimiziticn has bheen abandoned. The s -ond change is that the actual
quantity orcered includes thc reorder peint ceficit, the amount Ly which
the assets were below the reorder peint when the buy was triggered. Thus
the policy i8 now to order up to the su cf the reotdexr point and order
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quant ity, which is more in line with actual practice and with the assump-
tions on which the inventory model i{s based.

Eoundary optimization has been abandoned because now the actual
quant.ity ordered includes the deficit, which would bring it sbove the
boundary at which it was set to minimize cost. Rather than adopt a more
complicated procedure to try to save a questionable policy like boundary
optimization, the whole idea has been drupped under CCSS.

To symmarize the changes in the reorder quantity, the former policy
(pages 17 and 18 of the May 1973 report) was to find the smallest fcasible
reorder quantity that minimized the projected inventory related variable
cost, and to order exactly that quantity (except when the deficit was too

large, in which case a multiple of that quantity was ordered). The new

policy is to order the deficit as well ac the order quantity and not attempt

to minimize the projected cost (except the minimization implied in the Q
formula icself) by considering the Q value at the order cost boundary.

FREQUENCY OF RECOMPUTATION OF REORDER POINT AND QUANTITY

On page 13 of the Simulator report it is stated that the reorder point
and reorder quantity are recomputed each time the reorder point i8 crcssed
as well as once a year for LDV items and monthly for MDV/HDV items. This
has been changed with the installation of a "buy-back' policy. Now computa
tions are not made when the reorder point is crossed, and the recomputation
frequencies have been changed to semi-annually for LDV items and quarterly
for MDV/HDV {tems. Also, reparable items are now considered to be
MDV/HDV items, and the item's class (LDV or MDV/HDV) 1is now determined
each time the decisfon is to be madé, using the current value of the demand
forecast., The buy-back policy assumes a 15 day reduction in procurement
lead time; this has been implemenred in the simulation except in the case
that a buy actually occurs at the same time as a recomputation. For more
information see '"Frequency of Requirements Determination" by Robert L.
Deemer, October 1974, AD AQ003227.
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ZERO DEMAND FORECAST

On page 18 of the Simulator report ‘'t is stated that the safety level

component of the reorder point is set to sero and the reorder quantity is

b ”H“‘“““ Bl niibbti . sl S il Ak

set to one {f the demand “ate or variauc: forecast is zero. This has
been changed becausc it way be very unrealistlic for LDV items. Now, the
number of aonths in the safety level and reorder quantity are calculated
with forecasts that are udot permitted to be less than one-third unit.

The number of units in these levels are then calculated by multiplying the

number of months times the demand rate furecast (which may be less than
one-third unit per ycar or one-thirty-si:th unit per month). Wherever

this is done the resulting reorder quantity is forced to be at least one

\
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unit; this is done tc avoid placing several orders for a fractional number
of units.
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INITTALTIZATION AND WARMUP (SECTION 2.5)

Beforv simulatiay, each item an init al demand forccast is made and
start-up value are compuated. Then the item is simulated for some time
without collccting performance statistics in order to reduce the effects
of the assumptions made in estimating the initial values. It has been
possible to increase this warmup time frum one year to two years because
we now have seven years of demand data. The initial forecast is now based
on the first two years of demand rather than the final two years because
it was noticed that there was a general down trend in demand during the
later years of the data. The effect of lLaving perfect information in
the first two years 1s nrasked by the two year warmup.

Since the purpo:ic of this project is to compare different forecast
algorithms, the algcrithms should all have the same starting conditions,
i.e., thc conditions when statistics are Lirst accumulated, just after
warmup. I order to accomplish this, wa:mup is now exactly the same for

all the alpcrithms. This is done by using the moving auverape forecast

algorithm during warmup, no matter which algorithm is to be used afterward,
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OUTPUT (SECTION 3.3) ASSET MON1'7TOR PERFORMANCE CALCULATIONS

REQUISITIONS SHORT

Time-weighted requisitinns short, from which the days wait measure
is calculated, is now computed with a more accurate approximation. The
basic formula for timc-weightea units short is still the same as given in
Section 2.¢ of the Simulator report. Now, however, a better method is
used to estimate the number of requisitions represented by these units.
Rather than simply estiffating the requisitions short from the units
short by dividing by the current order size as was done in the previous
version, now the number of requisitions short is carried forward as
a total and updated by reducing or increasing its value by the same fraction
as the change in units short.

For exanmple sﬁppose that at one poirt in simulated time there is
estimated to be 2 requisitions for a tota! of 10 units of stock on
kackorder. Assume that two mere requisitions are placed for a total of
six units and that five units are received from the supplier. After
this there will be 10 + # - 5 = 11 units backordered; hut how many
requisitions? The oid way would Lave estimated the number of requisitions
by dividing the number of units by the order size in the current period,
i.e. 6/2 = 3 units, then requisitions short = 11/3 = 3,A7. The new method
estimates the additional requisitions on backerder as the same percentage
increase as the units (11-10)/1C = 10%7; then requisitions short =
2+ 10% = 2.2 in the example.

The new values have tended to be about one-third less than the old

one and are considered much more rcasonsble.

OBSOLESCENCE FZNALTY

Instead of including an cbsclesvence rate in with the holding cost
rate, now an olsolescence penalty Is cornputed directly and added to the
holding cost. >This penalty ic computed 2: follows., At the end of the
simulation of each item, any on-hand or ca-order stock (assets) in excess

of the sum of the reorder point acd reorder quantity is reduced by the



present value of total future demand an! multiplied by the item's unit
price. To project future demand, the piogram data for the period
following the simulation is set to thc average of the values for the last
two years. The rationale for this method of estimating obsolescence is
explained in the Deemer and Kruse May 15974 report on pages 15-17.
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APPENDIX 2

.
AGGREGATL NCRMALIZED DEMAND QUANTITY AND

FLYING ilOURS BY AIRCRAF1 SYSTEM

! “'
-
.
3

54




?&40

.10

0.120

DEMAND o FLY HR NORM

] | |
0 8.0

8.
TIME 5 QUARTERS

5

47 PARTS  UH-I



orz-d

'.I.. .- e — A i e - o~

ozl°0 ' a0

WYON ¥H A4 30 ONYH3T

beo

56

PARTS <Cii-47

592




T T T R T T g Y e

—%é 0

6.0

RUARTERS

57

2.0

TIME
PARTS  CH-5f

ol

T I ¥ R |
gel'o g3'n BId'B vy ]

WUON ¥H A4 o ONgW3a

" 0.0




i

f.!«

p

(1

()

z -

R« 4
-

> 8

— s

W

174

Q |

< -

(o

p 1y

w

Q ]
o-
gl
® 1 1 T | ¥ . ‘
0.0 0.0 16.0 ki

TIME  _ QUARTERS

152 PARTS OV~

PEe——— - - e




BRI e - LR . TRATAL LY TR s e TR

$12. pARTS OH-6

-
. &
a
e
== -]
)
p
[
e
&e
orzd ' 0310 ' ozt'0 ' 0:3°0 ' 0008

NYON ¥H AT1d SoQONGW30

A SRR & - i v or AR - AP ar ool s 3 b i N




| e

T TR

ol g g, E\ T

L)

)

N ad
p

-~

v

[ %
0.0

TINE

i ]
oat-o act o 0c3°0

HYON dH ATd »o ONUH30

'

- ﬁa-s-s-f:—s—c-s-r-

60

OH-S2A

1Tl PARTS




DEMAND R FLY HR NGRM

'.240

0.120

AN

&4.0

®. 6.0
TIME RUERTERS

61

' 11{5’ PARTS OH-23




PGB TR T AR MU IR RIS e e e g
[
;
M- . L . ——
-
gy
!
£
|
. *
Wn .M
m./
—_— - ——— ' S

¢ [}
o8 - parp _ Bzl D 6230

NYON 3H A4 ¢ ONEW3IO

62

V2

TIME

- a——— -



i 33;%:,ggﬁigiiic,.,;%1,333:;.,_,.,:,;,;:—iéz;é.z.,,,,,,,,,;5,,.,,,,,,,,._,,.?;: LA URT A ' e P
2
«w
QN
|
' e
26
-2 10
p—
0z
a.
=
. O
L o
b
- o0
TH
t — >
-’
oy
— Y
b ot
-~
[« o d .
o .
00 ]
T T T T T T Lo e )
oszd par‘s : AR 050°D 000°0 _.
'

WYON ¥H A4 2 ONGW30




avaed i

-Ado> 9|99

P

wosj Pe

1eAe {589

[

.|.z
oatlte

usvoaou

=

’
ool p

.,-
83 g

WEON dH A14 BV OiNgW3d

0

kb

64

CH =13

Pup TS

4]




3441333 ;e
(o SR e R S - - -
e~
\PVu -2 13
{ —
_ o2
) .2
.y
I )
)
ol =
L
=
(v
p—
v 8 at'd ] 021D T ook ! o
WHON dH A4 90 ONgl30

65

S PART CH-3Y




SELECTED BIBL1OGRAPHY

"A Comparative Study of Prediction Techniques,' Max Astrachan, Bernice
B. Brown and James W. Houghten, Dec 1961, RAND Corp, RM-2811-PR.
Compares seven demand forecasting techniques on B-52 bomber
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tion and downtime. .ctributed to newness of the aircraft system and

to Army preventive m.intenance.

"Characteristics of Demanc¢ for Aircraft Spare Parts,'" Bernice B. Brown,

July 1956, RAND Corp. k-232.
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No perceptible linear relationship between demand and flying hcurs.
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DLSIE-LD 05415.
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explains a significant fraction of remand variationm.
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Found high correlation between troop strength and stock fund sales

in dollars.

"fearning Curve Approach to Reliability itonitoring,” J.T. Duane (General
Electric Co., Erie, Pa.), April 1954, IELE Transactions on Aerospace 2,2
page 563.

Lesrning curves for reliability improvement of 5 aircraft items

(2 hydro-mechanical, 2 generators and one complete jet engine) were

studied. Failure rate was found to be inversely proportional to the

square roo: of total cumulative flying hours.

"Characteristics of Demand Distributions for Alrcraft Spare Parts,"
W.M, Fawcett, et al, Nov 1966, General Dynamics Corp.
Data: One B-58 wing, 53 types of part, unit price from $10 to $10000.
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Demand considered to be distributed over flying hour intervals rather
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"“"Rotatable Pool Allowauce Forecasting," !lcport 88, Project 971266 US Navy

FMSO, Oct 5, 1972, R.J, Gabriel and K.T. Shank, DDC AD 749693 DLSIE
LD 28670.

Hypothesis: direct linear relationship between number of aircraft

supported and number of repairs on installed components.

Verified
(correlation coef > .7) for only 33! cf cases.

A "case'" 1is one

type/model/series of afrcraft supported at one Intermediate Maintenance

Activity. (20 cases) (6 naster jet activities supporting 14 type/model/

seriles aircraft of types F-4, A-4, A-6, A-7, F-8.
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Only items with 3 or more repairs per quarter (for given activity)
were included.
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"Analysis of Program Factcr - Demand Relationships for M16 Rifle Parts'(U)
Steven GCajdalo, Nov 1969, Confidantial, AMCIRO
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Goldfarb (Navy Dept) and Williar. A. Smiley (CPT USAF), Aug 1967, Air Force
Iustitute of Technology thesis $1.5k-53-67, DLC AD 825142, DLSIE LD17040.

Data: 91 AF items, 213 Navy i{iems, reparable only.

Period: Jul 65-Mar 67.
Alrcrafe: F-4

Stcudied how well flying hours could be forecasted and how well demand
correlated to accual hours flcwm.

Results: Program activiity (rlying tours) can be forecasted accurately

(usually overtorecast); Program activity and demand were
significantly correlated tor 637 of the Navy items and 977
of AF. (bensity and sortics did not correlate as well);

Results for very low demand items (lots of zeroes) were not

very different from those for higher demand.
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Author conclusion: '...Program activity changes have little value as
a demand prediction tool for over 75 percent of the reparable items

examined."

“A Priori Demand Prediction - A Case Study of B-52 Airframe Parts," Thomas
A. Goldman (RAND), Jan 1958, RAND Corp R:(-2088, DDC AD 144299.

Data: 114 "Hi-Value" airframe parts for B-52.

Period: Feb 1955-Apr 1956,

Divides B-52 parts into three demand levels, high, medium and low,
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according to 'physical and operational characteristics... the demand
significance of which had been evaluated with the help of B-47
consumption experience.' Statistically signficant chi-square test

against actual part consumption for the first 5 quarters of B-32
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experience. All demand very low; most parts not demanded at all.
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Quarterly 14,3 page 399.
Base level demand only. Navy data. Flying hours may be useful in
predicting aggregate requirements over large number of repalr parts,
but futile for individual line item:.
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Also available as a report dated Sept 1969. Work described in more

deta{l in his thesis accepted for Doctorate of Business Administration

ty Washirgton Univ. St. Louls, available from University Microfilm

Service as 69-15-... ..

Data: 60 months, JO parts applying to UH-1D, OH-23D, CH-47A

Compared various forecasting algorithms using only previous demand :
and the issue interval as used by Army. I'sed correlation of forecast '

to demand as criterion. Begt algorithm was triple exponential smoothing

but its disadvantages were masked by the experimental methudology.
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