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SECTION I 

INTRODUCTION 

This document represents the final report jf the Satellite Image Quality 

Simulation Study, performed for Rome Air Development Center under Contract 

No. F30602-74-C-0209. 

L.l PURPOSE 

The purpose of the study was to develop a quantitative model for the re- 

lationship between the quality of images of satellites, obtained through a 

turbulent atmosphere from large ground-based telescopes, as perceived by human 

observers, and quantitative measures of th? optical transfer function (OTF) 

and noise characteristics of the image formation process.  To determine this 

relationship, a series of images of satellitas was generated in which the 

effects of various OTF and noise degradations were simulated.  These simula- 

tions were produced by first digitizing a high-resolution undergraded photo- 

graph of a satellite, simulating noise and OTF degradations in a digital 

computer, and then reconstructing the degraded images on a high-quality image 

playback device. 

The images were then viewed by a group of human observers, who were 

asked to compare the degraded satellite images, one at a time, to a set of 

reference images of the same satellite having known resolution characteris- 

tics; after each simulated image was viewed by the group of observers, the 

relative quality of that image (relative to the reference set) was statis- 

tically determined by computing the average quality estimate from all ob- 

servations. 

The reference set consisted of a series of images in which the diffrac- 

tion effects of various aperture diameters ranging from 60 inches to 4 inches 

were simulated.  The observed quality of the simulations, as determined by 

the observers, is expressed in terms of the equivalent aperture diameter of 

the member of the reference set to which the observed image was equatad. 

. „„—^..„^..^ _—^..^-^..t-^^..     .■_.■._ -. ... .._.         ..^ ...            --  a,,, ■  i. 
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The results ot these viewing and interpretation (V and I) experiments 

were then compared to the predictions of several image quality models, and 

the model that produced the best fit to the observed data was selected. 

1.2  SUMMARY OF EXPERIMENTS 

The main goal of the program was to generate images for the purpose of 

fitting the results to a model, and not to simulate the output of any specific 

hardware system; therefore, the images were generated with a wide range of 

noise and OTF degradations, solely to provide as large a base of images as 

possible.  However, the ultimate goal of the Teal Blue Program was kept in 

mind - i.e., the fabrication of a Compensated Imaging System in which both 

pre-compensation of the wavefront is performed before the images are recorded, 

and post-compensation is performed on the images after they are recorded. 

With this operational concept in mind, the noise mechanisms and the OTF 

degradations selected for the simulations were designed to be the generic 

typ.2s of degradations that a compensated imaging i-ysten icight suffer.  For the 

noise mechanism, both multiplicative noise and additivr noise ^erc  simulated; 

for the OTF degradations, two types of transfer functiens were generated, one 

for short time exposure conditions, the other for long tine exposure condi- 

tions.  The relative strengths of the noise and the OTF degradations were 

varied, and the operation of two types of post-processing restoration opera- 

tions were also included in the simulations.  The first type of restoration 

filter that was simulated assumed complete knowledge of the degrading atmos- 

pheric OTF; for the case of short time exposure conditions, this represents 

a situation that is probably unachievable in the real world, but it Is useful 

in placing an upper bound on the ability of post-compensation to perform its 

function, in addition to providing images against which various image quality 

models can be matched. 

The second type of post-compensation processing that was simulated was 

the use of a post-compensation operator that represents only partial know- 

ledge of the degradation transfer function; this filter was derived on only 

a statistical knowledge of the degrading OTF, and assumed that the degrading 

OTF was a smooth transfer function with no phase component.  Thus, the post- 
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compensated  images produced by  this filter  contained  the effects of uncor- 

rected modulus and phase errors in the OTF. 

Figure  1  illustrates  the various combinations  cf  the degradations men- 

tioned above  that were used to generate  the  simulations;  Table 1 lists the 

number of  images generated during the  study.     A total of  121 images were 

generated and   ised  in  the  study. 

Set 

A 

B 

K 

c 

1 

D 

F 

G 

TABLE 1.  SUMMARY OF EXPERIMENTS 

Experiment 

Various Diffraction-Limited Apertures 

Diffraction-Limited Apertures and Poisson Noise 

Diffraction-Limited Apertures and Gaussian Noise 

Short Time Exposure OTF and Poisson Noise 

Short Time Exposure OTF and Gaussian Noise 

Short Time Exposure OTF and Poisson Ncise and Post- 

Processing (Exact) 

Short Time Exposure OTF and Gaussian Noise and Post- 

Proct'.Hsing (Exact) 

Short Time Exposure OTF and Poisson Noise and Post- 

Processing (Partial) 

Long Ti-ne Exposure OTF and Poisson Noise 

Long Tirae Exposure OTF and Poisson Noise and Post- 

Processing (Exact) 

No. of 
Images 

15 

12 

12 

24 

9 

9 

16 

6 

__—-^^,__^_ 
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Figure 1.  Sunmary of Experiments 
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SECTION II 

IMAGE SIMULATION 

In this section, the operations performed in the generation of the images 

used to perform the viewing and interpretation experiments will be discussed. 

2.1  IMAGE GENERATION 

The source of alJ of the images generated during the study was a photo- 

graph of a model of the P72-2 satellite that was taken in a solar simulator; 

the model was produced by Rockwell International Corporation, under Contract 

No. F30602-74-C-011.. 

The original negative of the satellite model was used to produce a large- 

format positive transparency suitable for scanning on Perkin-Elmer's Line Scan 

Image Generator (LSIG), which was used to digitize the image. 

2.1.1 Scanning Parameters 

The positive transparency was scanned at a spatial rate that corresponded 

to the sampling of a 6.5-arc-second satellite at the Nyquist rate for a 60- 

inch (1.524 meter) telescope operating at a wavelength of 0.5 micrometer.  The 

Nyquist angular sampling frequency ü^  is given by 

ß -f s   A 
(samples/radian) (1) 

which corresponds to an angular subtense for each image picture element 

(pixel) of 

s    a 2D 
(radians/sample) (2) 

.-7 
For the parameters listed above, each pixel subtends 1.64 x 10  radians, or 

0.034 arc-second.  For a 6.5-arc-second object, this corresponds to a total 

number of 191 pixels across the large dimension of the object.  As a result, 

all of the simulations generated for the study consisted of 256x 256 images. 
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2.1.2  Intensity Linearization of the Digitized Image 

Because of the various nonlinear properties of the two film steps (the 

exposure and development of the original negative and the positive transpar- 

ency) and the digitization operation, it was necessary to linearize the digi- 

tized information so that the digital values of the sampled image were related 

in a linear fashion to the original reflectivity of the object itself.  For- 

tunately, the original negative contained an image of a reflective target 

consisting of 16 chips of known reflectivities.  By carrying the image of the 

test chips through all of the steps (film and digitization), it was a simple 

matter to determine the net nonlinearity of the combination of the film and 

digitization operations, and correct for these nonlinearities by digitally 

implementing a look-up table in the computer that effectively removed the 

nonlinearities.  The same operation was also used to optimally scale the 

range of digital values so that the output images would use the full availa- 

ble dynamic range of the photographic material used to produce the images 

that were subsequently used for the viewing and interpretation experiments. 

To further assure consistent quality for the images to be used in the 

experiments, a digital step tablet was played back with each of the images 

generated. This digital step tablet was used by the photo technician as a 

standard to determine the optimum exposure for each of the negatives produced 

on the LSIG in the image playback mode. Thus, the problem of inconsistent 

photographic processing introducing errors into the experiments was reduced 

to a minimum. 

2.2 OPTICAL TRANSFER FUNCTION SIMULATION 

For the study, images formed through three types of optical transfer 

functions were generated; diffraction-limited apertures of various diameters, 

short time exposure transfer functions, and long time exposure transfer func- 

tions.  The purpose of simulating the latter two types of transfer functions 

stems from the desire to simulate different types of transfer functions for 

the purpose of testing imige quality models over widely differing conditions. 

These two types most likely represent extremes in the kinds of transfer func- 

tions to be encountered by a Compensated Imaging System. 

- 
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Short time exposure images are characterized by the condition that the 

exposure time for the image is short with respect to the velocity of propaga- 

tion of the turbulence across the aperture of the system.  For this case, the 

turbulence is essentially "frozen" during the exposure time, and the result- 

ing complex optical transfer function will in general have a significant phase 

component, and the modulus will be a non-monotonic function of spatial fre- 

quency and rfill have significant Irregularities. 

If, on the other hand, the exposure time is long enough to permit a sig- 

nificant amount of averaging of the atmospheric turbulence, then the result- 

ant optical transfer function will have a small phase component, and the 

modulus of the transfer function will be a smooth monotonically decreasing 

function, with a lower value for the modulus at all frequencies because of 

tne averaging process. 

A comparison of these two cases for the condition in which there is a 

significant amount of wavefront error reveals that the short time exposure 

image is harder to process from the standpoint of restoration, since know- 

ledge of the shape of the complex OTF at the instant that the image was ob- 

tained is needed.  On the other hand, the long time exposure image presents 

a simpler restoration problem, as it will require only a relatively smooth, 

real (non-complex) frequency domain filter whose shape can be predicted sta- 

tistically.  Figure 2 contains examples of these two types of transfer func- 

tions, for two levels of mean square wavefront error.  Both of the top trans- 

fer functions have Strehl ratios uf 0.03, while both bottom transfer functions 

have Strehl ratios of 0.3.  These transfer functions, whose derivations are 

discussed in the following paragraphs, illustrate the differences between the 

two types of transfer functions.  It should also be noted that the distinction 

becomes less distinct as the overall system quality improves. 

2.2.1 Reference Set Generation 

The reference set was generated using a fast Fourier transform (FFT) al- 

gorithm, for the series of 15 aperture diameters listed in Table 2.  Three of 

the images and optical transfer functions are shown in Figure 3 and nine of 

the corresponding images are shown in Figure B-l in Appendix B.  For the im- 

ages in Figure B-l and all subsequent figures showing images, the three-digit 

- 
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SHORT TIME EXPOSURE 

STRHHI, - 0.03 

1.0 

0.5 1.0 

M 
3.14 

-3.14 t 

0 0.5        1.0 

NORMALIZED FREQUENCY (IN.) 

STREHL - 0.30 

1.0 

ka I 
0.1 

0.01 

0.001t 

1 
LONG TIME EXPOSURE 

3.14 

-3.14 L 
0 0.5        1.0 

NORMALIZED FREQUENCY (IN.) 

1.0 

0.1 

0.01 

0.001 

H 
3.14 

-3.14 L 

0 0.5        1.0 

NORMALIZED FREQUENCY (IN.) 

3.14 

-3.14 

0 0.5        1.0 

NORMALIZED FREQUENCY (IN.) 

Figure 2.  Long Time Exposure and Short Time Exposure OTF's 
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number below the right-hand corner of each image is a frame number for the 

image, and is used to reference that image in all figures and tables contained 

in this report.  In addition, all OTF plots shown in this report have the same 

scale, and have as the maximum frequency displayed the cutoff frequency of a 

60-inch aperture. 

TABLE 2.  REFERENCE SET APERTURE DIAMETERS 

Image Number 

015 

018 

019 

020 

021 

022 

023 

024 

025 

026 

027 

028 

029 

030 

031 

Aperture 
Diameter 
(Inches) 

60 

54 

48 

42 

36 

32 

28 

24 

20 

16 

12 

10 

8 

6 

4 

Aperture 
Diameter 
(Meters) 

1 52 

1 37 

1 22 

1 07 

0 91 

0 81 

0 71 

0 61 

0 51 

0 41 

0 30 

0 25 

0. 20 

0 15 

0 10 

In the generation of the reference set and all other images, one addi- 

tional operation was performed to compensate for the specifics of sampling, 

filtering, and reconstructing operation.  This operation was a reading and 

writing spot transfer function compensation, in which the Fourier transform 

of the sampled image was divided by the transform of the combination of the 

reading and writing spots used to sample and reconstruct the images.  For the 

object images, this reading and writing spot transfer function compensation 

effectively eliminates the reading and writing spots as sources of modulation 

transfer functijn (MTF) degradation. 

10 
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2.2.2 Generation of Short Time Exposure Images 

For the generation of the short time exposure transfer functions, ran- 

dom wavefronts were generated whoae phase amplitude variations exhibited 

Kolmogoroff statistics, given by a power spectrum of the form 

W (k) ■= 0.023r -5/3 k"11/3    [radians2/(cycle/meter) ]  (3) 
(|) o 

where 

V^ k - ^ * s1 

r ■ coherence length of the atmosphere 
o 

These wavefronts were then Fourier transformed, to obtain the optical 

transfer functions (OTF) that were subsequently used to generate the images. 

An alternative description of a wavefront exhibiting Kolmogoroff statis- 

tics is found by specifying the phase structure function, defined as 

D(r) - /^(r1 + r) - ♦(r,)|^ (4) 

where 

r 

r 

J 2.  2 
^( u + v 

phase of wavefront at point r' 

spatial separation between two points in wavefront 

This wave structure function can be written for the case of Kolmogoroff tur- 

bulence as 

/   \5/3 
D(r) = 6.88 (5) 

where r describes the strength of the atmospheric turbulence. Typical values 
o 

of the coherence length for typical seeing conditions are in the range of 4 

inches (10 centimeters). 

LI 

■- I 
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2.2.2.1 Wavefront Simulation - There are several methods available for the 

simulation of wavefronts having phase perturbations exhibiting Kolmogoroff 

statistics: the method of generating the wavefronts used in this study in- 

volves describing the wavefront as a Zernike polynomial expansion given by 

(i)(u,v) - E AnZn(u,v) 
n-1 

(6) 

where 

(})(u,v) - wavefront perturbation (waves) 

Z (u,v) - nth orthonormal Zernike polynomial 

A = coefficient of nth Zernike polynomial 
n 

Note that any given wavefront is described by the set {An) and that for 

Kolmogoroff turbulence, 

<An>.0.0      ^ (7) 

and the value of the mean square quantity, /A^ \ can be computed from the 

Kolmogoroff power spectrum and the Fourier transforms of the Zernike poly- 

nomials. 

Wavefront simulation was performed by using a random number generator to 

select a set of coefficients (A }, whose mean and variance satisfy the condi- 
n 

tions stated above.  The advantage of this methwd over the generation of a 

wavefront by Fourier series representation lies in the fact that each of the 

terms in the expansion is explicitly accounted for; there are no errors la 

the generation of the low spatial frequency terms (low order errors, such as 

wavefront tilt) resulting from finite sampling in the frequency domain. Ap- 

pendix A contains a detailed discussion of this wavefront generation method. 

Table 3, below, lists expected values of rms wavefront error for various 

values of coherence length r , for two cases of interest - short and long 

time exposures. Note that the long time exposure case includes the wavefront 

error due to the tilt component, while the short time exposure case does not. 

(In the case of a short time exposure, tilt causes only a displacement of the 

object, which does not degrade its quality.) 

12 
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TABLE 3.  WAVEFRONT ERRORS FOR 60-INCH APERTURE 

r 
0 

Coherence 
Length 
(Meters) 

Wavefront Error 
Short Time Exposure Long Time Fxp ;>sure 

Mean Square 
Error (Rad2) rms Waves 

Mean Square 
Error (Rad2) rms Waves 

1.50 0.13 0.057 1.00 0.16 

0.80 0.39 0.099 3.00 0.28 

0.40 1.25 0.180 9.61 0.49 

0.25 2.74 0.260 21.06 0.73 

0.15 6.43 0.40 49.42 1.12 

0.10 12.67 0.57 97.39 1.57 

1 2 
2.2.2.2 Optical Transfer Function Generation - Both Fried and Hufnagel 

predict that the expected value of the bhort time exposure transfer function 

T  (k) for viewir 
se 

tics is given by 

T  (k) for viewing through a turbulent medium exhibiting Kolmogoroff statis- 

-3.44 

\ se  /     o 

XFk 5/3 -ml 
(8) 

where 

To(k) 

(    y =  denotes an ensemble average 

diffraction-limited transfer function 

X ■ wavelength 

F ■ focal length 

D ■ aperture diameter 
o 

r ■ coherence diameter 

D.L. Fried, "Optical Resolution Through a Randomly Inhomogeneous Medium 
for Very Long and Very Short Exposures", J. Opt. Soc. Amer., Vol. 56, 
No. 11, 1372 (1966). 

R.E. Hufnagel, "On the Mean Short-Term Blur", Woods Hole Summer Study on 
Restoration of Atmospherically Degraded Images, Vol. 2, Appendix 4 (July 
1966). 
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However, this MTF is not descriptive of the OTF of a single short time expo- 

sure OTF, since the process of performing the ensemble average involves find- 

ing the average magnitude {T(k)> of a complex quantity (the OTF) whose phase 

angle is essentially a random quantity; thus, although the MTF may have a sig- 

nificant average value independent of the phase, the inclusion of the phase 

portion of the OTF in the averaging process performed in computing (T^O^ 

will cause the function to drop to zero rapidly. 

Korff3 has predicted the expected value of the square of the absolute 

value of the short time exposure transfer function as 

<|Tse(k)|
2>     - 

(D 'r ) 
o o 

0.435 + 
0.278 

L 
1/3 

D k 

for -j-   >> ! 
o 

(9) 

where k - normalized spatial frequency 

Since this quantity is computed by ignoring the phase portion of the OTF, 

it is this quantity that should correspond to the average modulus of simulated 

OTF's generated from random wavefronts exhibiting Kolmogoroff statistics. 

To check the assumption stated above, a series of random wavefronts was 

generated for an r of 13 centimeters, and used to generate a series of opti- 

cal transfer functions.  Figure A illustrates values of the various generated 

OTF's, along with an evaluation of the Korff expression for the average short 

time exposure MTF,  As shown, the agreement is quite good. This model will 

be used later for the purpose of deriving post-processing filters based on 

only a statistical estimate of the degrading transfer function. 

2.2.3 Image Generation 

Using the software described in Appendix A, a series of images containing 

the simulated effects of various amounts of atmospheric turbulence was gen- 

erated for the five values of r listed in Table 4.  Some of these transfer 

JD. Korff, "Analysis of a Method for Obtaining Near-Diffraction Limited In- 
formation in the Presence of Atmospheric Turbulence", J. Opt. Soc. Amer., 

Vol. 63, No. 8, 971 (1973). 

14 

MMMIB 



■ ■-'■'"'"        in  n i    i    . .1 ^^^^^mrmmm^m/fi^nfim^"      "mi       ■ 

| ^t .- 

Diffractlon- 
irolted KTF 

MTF 

10 

NORMALIZED SPATIAL FREQUENCY 

Figure 4. Optical Transfer Functions Generated From Random Wavefronts 
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transfer functions are shown in Figure 5.  Paragraph 2.3 contains a discussion 

of the production of noisy images. In which various amounts of both Poisson 

and Gaussian noise are added to these atmospherically degraded images. 

TABLE 4.  SUMMARY OF NOISELESS SHORT TIME EXPOSURL IMAGES 

Image 
Number 

015 

032 

048 

044 

040 

036 

Mean Square 

(Meters) 

0.80 

0.40 

0.25 

0.15 

0.10 

Wavefront 
Error (Rad2) 

Strehl 
Ratio 

0.00 1.0000 

0.39 0.6900 

1.25 0.3400 

2.74 0.1300 

6.43 0.0320 

12.67 0.0044 

2.2.4 Generation of Long Time Exposure Images 

For the generation of long time exposure images, the assumption will be 

made that the images will be obtained through a pre-compensation system in 

which a significant amount of wavefront correction is performed before the 

image is recorded, with the emphasis on the removal of the low spatial fre- 

quency wavefront errors. 

Hulnagel and others have shown that the expected value of the long time 

exposure MTF, for no wavefront correction, is given by: 

(■ru(k))   = To(k)e-t
c<0) -c<wi (10) 

where C(XFk) 

the wavefront deformations, in units of radians 

C(r) and is the two-dimensional autocorrelation function of 
2 

The phase structure func- 

tion, D,(r), is given as 

Vr)" v*(t + r,)" *(r)' ) (11) 

16 
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Expanding Equation (11) yields 

D.Of) - 2[C(0) - C(r)] (12) 

Equation  (10)  becomes, upon substitution of Equations   (5)  and  (12) 

(^e00)       =To(k>e 

.3.44 (SiSSlW* 
ro    / 

(13) 

For the case where a significant amount of wavefront correction has been per- 

formed such that the low spatial frequency components of the wavefront have 

been reduced, the autocorrelation function of the wavefront will have a lower 

value at XFk ■ 0, and will drop faster, resulting in a phase structure func- 

tion that levels off at large values of XFk (see Figure 6).  For this case, 

the long time transfer function becomes approximately 

O0   (k)>  - T (k)e-1/2D^Fk> - T (k)e-C<o) 
\ Jle  /     o o 

(14) 

where C(o) is the mean square uncorrected wavefront error. 

Figure 7 illistrates a family of four long time exposure transfer func- 

tions, computed from Equation (14) for which an approximate shape was assumed 

for the spatial frequency region near the origin; Table 5 lists the noise- 

less images generated from these transfer functions; and Figure 8 illustrates 

three of the noiseless long time exposure images. 

TABLE 5.  SUMMARY OF LONG TIME EXPOSURE IMAGES 

Image 
Number 

089 

090 

091 

092 

Mean Square 
Wavefront Error (Rad ) 

0.39 

1.20 

2.74 

4.36 

Strehl 
Ratio 

0.838 

0.391 

0.109 

0.031 

18 

 - 



«i'i    in»! ^^m^^wm/rnrnrnm^mmmw^mmm^i^m^m^^^m^^^wiitm. ■       < J    i i 11III«»WIIWI^»JW»B««!»WW^»IWW wi.! im i i^nnMiMWii "i n.i ■ ■ mti    ■■ J« 

,,; 

WAVEFRONT 
AUTOCORRFLATION 

FUNCTION 
(\Fk) 

PHASE 
STRUCTURE 
FUNCTION 
M\Pk) 

•l/2Dtf(\Fk) 

No Wavefront Correction 

Low Spatial Frequency 
Wavefront Correction 

-. \Fk 

No Wavefront 
Correction 

Low Spatial 
Frequency 

Wavefront Correction 

\Fk 

Low Spatial Frequency 
Wavefront Correction 

No Wavefront Correction 

\Fk 

Figure 6.  Wavefront Autocorrelation Functions 
and Phase Structure Functions 
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MTF 

0.01 

0.001 

Diffraction limited 
Function 

0.00 0.25 0.50 0.75 

NORMALIZED SPATIAL FREQUENCY 

1.00 

I 

Figure 7.  Long Time Exposure Transfer Functions 
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Note that a direct comparison of short and long ^Ime exposure Images reveals 

that the short time exposure Images differ from the long time exposure images 

by having much more fine structure visible, because of the generally higher 

nodulus values and the presence of substantial phase in the OTF. 

2.3 NOISE SIMULATION 

The second important image quality degrading feature of the Compensated 

Imaging System to be simulated is image noise.  There are two basic types of 

image noise that the Compensated Imaging System may be subject to - signal- 

dependent (shot) noise arising from the statistics of photon arrival rates, 

and additive noise.  Both of these noise mechanisms have been simulated in 

the study, as described below. 

2.3.1 Poisson (Shot) Noise Simulation 

In the image recording process, an image sampling operation is per- 

formed, resulting in a sampled image consisting of a series of digital num- 

bers representing the number of photoelectrons collected from each image 

picture element (pixel) during an exposure (photoelectron integration time). 

The value of that sampled image data point may be written in terms of the 

reflectivity of the object and a photometric constant that lumps together 

all of the optical efficiency, collecting aperture, and object irradiance 

factors. 

U (x) = A r (x)   (photoelectrons) 
s       s (15) 

where 

U (x) = value of sampled image (photoelectrons) 
s 

A ■ photoelectrons per pixel per unit object reflectivity 

i (x) ■ object reflectivity 
s 

The rms shot noise a (x) resulting from the signal described in Equation 

(15) can be written as 

a (x) - Ju (x)  n(x)  (photoelectrons)   (16) 
n     ^ s 

22 
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where n(x) is a random variable exhibiting Poisson statistics, for which 

^n(x)) - 0.0 (17a) 

(inU)!2) -1.0 (17b) 

We may now express the rms noise in equivalent reflectivity units by using 

the constant A 

O  (x) fTW 
.  (x) . _Q    -   W-l—   n(x) (reflectivity) (18) 
r A f    A 

Taking an average over  the entire satellite yields 

(reflectivity) (19) 

For the simulation of Poisson noise. Equation (18) was used in conjunc- 

tion with an algorithm that permits rapid generation of values of the Poisson 

random variable defined by n(x).A Values of A used ranged from 16 photoelec- 

trons per pixel per unit reflectivity to 2000 photoelectrons per unit reflec- 

tivity. This range of values of A resulted in a range of average rms reflec- 

tivity values from 0.0112 reflectivity unit to 0.125 reflectivity unit, based 

on an average reflectivity of 25 percent. 

2.3.2 Poisson and Gaussian Noise Image Generation 

Five sets of noisy images were generated for the study, as summarized in 

Figure 1. The first two sets (B and H), consisting of noise Images obtained 

through diffraction-limited apertures of 60-, 48-, 32-, and 16-lnch diameters, 

were generated to provide images against which various image quality models 

could be measured. The other three sets were generated to provide the type 

of noisy imagery that a Compensated Imaging System might be expected to pro- 

duce, for the case of pre-compensation only (the case of post-compensation 

Is discussed in paragraph 2.4). See Figure 9 for example. 

Figures 10 through 14 illustrate the selection of the OTF and noise 

parameters for each of the simulations; the three-digit numbers in each of 

the rectangles refers to the frame number of that specific simulation. 

4 R.E. Hufnagel and E.L. Karr, "A Simple Algorithm for Fast Real-Tim 
Generation of Pseudorandom Poisson Integers with Rapidly Varying Means , 
Proc. IEEE. Vol. 57. Ho. 11, 2088 (1969) 
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60 INCHES 

48 INCHES 

32 INCHES 

033 035 034 

059 360 061 

062 063 064 

16 INCHES 065 066 067 

400 80 16 

0 =       0.025 0.056 0.125 

Figure 10. Set B. Polsson Noise for Various Dlffraction-Limited Apertures 
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60  INCHES 

48  INCHKS 

32   INCHES 

16  INClinS 

114 115 116 

117 111 119 

120 121 122 

123 124 125 

400 80 16 

0 =       0.025 0.056 0.125 r 

Figure 11.  Set H. Gaussian Noise for Various 
Diffraction-Limited Apertures 
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015 

L                                   -1 

r
-                      1 

052 053 054 055 

_ — . —  — —   — —   — —  — 

048 071 049 050 051 

044 070 045 046 047 

040 069 041 042 043 

—  — — — —  — —   —   

036 037 038 039 

0.0 

2000 

0.0112 

400 

0.025 

80 

0.056 

16 

0.125 

Figure 12.     Set C.     Short Time Exposure Atmospheric 
OTF and Poisson Noise 
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r  =■ O.AO 
o 

126 127 128 

r = 0.25 
o 129 130 131 

r  = 0.15 
o 132 133 HA 

2000 400 80 

0 =    0.0112 0.025 0.056 

Figure 13.    Set  I.     Short Time Exposure Atmospheric 
OTF and Gaussian Noise 
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Figure 14.  Set F. Long Time Exposure MTF and Poisson Noise 
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Appendix B contains nine sample images from each of the five sets summarized 

in Figures 10 through 14. 

2.4  POST-DETECTION COMPENSATIOU SIMULATION 

One of the basic features or the Compensated Imaging System concept is 

the use of post-detection image processing to perform additional image res- 

toration, after the pre-detection compensation adaptive optics has done as 

much as possible to correct the wavefront to that of a diffraction-limited 

system. 

If image restoration is accepted as the prime goal of the system, then 

the post-detection compensation operation has as its goal the restoration 

of the system transfer function to that of a diffraction-limited aperture 

having the same aperture diameter as the system itself.  Because of the 

presence of noise in the images being restored, the restoration goal may not 

yield the most desirable post-detection compensated image in all cases; how- 

ever, this goal of restoring the transfer function is the most straight- 

forward, and is likely to provide the basis for most of the operations to be 

performed on imagery having good signal-to-noise ratios in any operational 

system.  In addition, for cases where the system is not noise limited, the 

results of such post-detection transfer function compensation will appear to 

be equal to images obtained from a diffraction-limited system, which is the 

basic goal of the system concept. 

There are two considerations to be made in the simulation of the post- 

detection compensation function; first, what is the effect of imperfect know- 

ledge of the degrading transfer function and second, what is the effect on 

the subjective quality of the changed spectrum of the image noise due to the 

effects of application of post-detection compensation, compared to the ap- 

plication of the same general level of compensation applied before image 

detection. 

2.4.1  Exact Transfer Function Restoration 

If the exact optical transfer function through which an image is obtained 

is known, the post-detection compensation operation can take the form of a 

direct inverse frequency domain filter, as described below, where the filter 

JO 
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F (k) is derived from the known degrading transfer function T^M » and 

the diffraction-limited transfer function T^k).  (The values of E^^^ and 

ß serve to avoid singularities in the T  function.) 

F (k) 
e 

Tdt
(k) 

Tkn(k) 

^ E max 

Tkn(k) 

Td£(k) 

max 

Tkn(k) 

>  ^(k) >  ß 

.  Tdil(k) 

max 

(20) 

For this simple type of restoration operation, the parameter Emax can 

be varied to produce different post-processing Strehl ratios.  For the Images 

contained in sets D, K, and G, which represent the application of this type 

of restoration filter to the short and long term exposure image sets C, I, 

and F. the value of E   for each of the post-detection filters was set to 
max 

produce a Strehl ratio for the post-processed Images of 0.8.  Figure 15 il- 

lustrates the three post-processed transfer functions and corresponding 

images, for the post-detection compensition of the short time exposure im- 

ages.  The examples shown are the Polsson noise images. Figures 16 and 17 

illustrate the combination of parameters for which th exact restoration 

filters illustrated in Figure 15 have been applied to the Polsson and 

Gaussian noise degraded short time exposure images; Figure 18 illustrates 

the parameters for the analogous operation applied to the long time expo- 

sure images, for the case of Polsson noise degradation. 

2.4.2 Approximate Transfer Function Restoration 

In addition to the exact restoration filter discussed above, a second 

type of restoration filter can be used, one based on a statistical know- 

ledge of the transfer function, rather than on exact knowledge.  The Korff 

formulation for the average modulus of a short time exposure transfer func- 

tion was discussed above; if that formulation is used as the basis for de- 

riving an inverse filter, as described below, the result of applying that 

filter to a short time exposure image will be a post-processing transfer 

function in which some residual modulus and phase error will remain 

II 
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r - 0.40 
0 

076 081 082 

r - 0.25 
o 

073 079 080 

r - 0.15 
o 

072 077 078 

a  • 

0 
r 

2000 

D.0112 

400 

0.025 

80 

0.056 

Figure 16.  Set D.  Short Time Exposure Atmospheric OTF and 
Foisson Noise and Post-Processing Restoration to 
Strehl Ratio 3! 0.8 

33 

■aain i 



umWHim* ■  ■  i\m\wmmmmmmKt^mmm'^^w^i^^ •     "   ~      '•  •■''—— »u   ■ imiupn»    11   m 

r ■ 0.40 
o 

144 145 146 

r - 0.25 
o 

147 148 149 

r = 0.15 
o 

150 151 152 

2000 400 80 

a        =    0.0112 0.025 0.056 
r 

Figure 17.  Set K.  Short Time Exposure Atmospheric OTF 
and Gaussian Noise and Post-Processing to 
Strehl Ratio - 0.80 
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2000 

O        -    0.0112 
r 

r - 0.40 
o 

107 106 105 

r - 0.25 
o 

110 109 108 

* * 

r - 0.20 
o 

113 112 111 

400        80 

0.025     0.056 

* Badly degraded - not V and I reduced 

Figure 18. Set G. Long Time Exposure tfTF and Polsson 
Noise and Post-Processing Restoration to 
Strehl Ratio «0.8 
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F (k) 
a 

Tdi
(k) 

^U^> 
(21) 

See Figure 19 for three examples; Figure 20 summarizes the images generated. 

As shown in Table 6, which lists the pertinent parameters for all of the post- 

processed images, the application of the approximate filter results in Strehl 

ratios that fall considerably short of the Strehl ratio for the post-processed 

images processed using exact knowledge of the degrading transfer function. 

TABLE 6.  SUMMARY OF POST-PROCESSED TRANSFER FUNCTION 

Set Image Numbers 
Noise 
Type 

OTF ft 

Type 
Filter 
Type 

Post-Processing 
Strehl Ratio 

D 

076, 081, 082 

073, 079, 080 

072, 077, 078 

P 
Short 
Te 

Exact 

0.8 

0.8 

0.8 

K 

144, 145, 146 

147, 148, 149 

150, 151, 152 

G 
Short 
Te 

Exact 

0.8 

0.8 

0.8 

G 

107, 106, 105 

110, 109, 108 

113, 112, 111 

P 
Long 
Te 

Exact 

0.8 

0.8 

0.8 

J 

135, 138, 141 

136, 139, 142 

137, 140, 143 

P 
Short 
Te 

Approx. 

0.57 

0.38 

0.17 

Te " Time exposure 

— ■ 
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r = 0.40 
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135 138 141 

r - 0.25 
o 

136 139 142 

r - 0.15 
o 

137 140 143 

2000 400 80 

O.Oill 0.025 0.056 

Figure 20.  Set J.  Short Time Exposure Atmospheric OTF and Poisson 
Noise and Post-Processing Using Korff Model 
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SECTION III 

VIEWING AND INTERPRETATION EXPERIMENTS 

In Section I, the main purpose of the study described In this report 

was stated to be a derivation of a mathematical model relating the subjec- 

tive quality of satellite Imagery, as determined by human observers, to 

various quantitative measures of system transfer function and noise charac- 

teristics.  In this section, the determination of the subjective image qual- 

ity of the images by human observers will be discussed. 

3.1 VIEWING AND INTERPRETATION EXPERIMENT DESIGN 

The most direct method of determining the relationship between the sub- 

jective image quality and the degradations present in the satellite imagery 

is to perform viewing and interpretation experiments.  In these experiments, 

a group of human observers is asked to rank each of the degraded images 

against a reference set of standard Images having known resolution charac- 

teristics.  If the observer decides that a degraded Image is subjectively 

equal to one of the standard set, then the degraded Image is said to have 

an image quality equal to tte quality of the standard image to which it was 

equated (it is also permissible for the observer to rate an image between 

two members of the reference set). Previous studies have shown a high cor- 

relation between the subjective quality judgements of a group of observers, 

and the actual performance of professional photo-interpreters measured by 

the amount of quantitative information correctly recovered in a controlled 

experiment. 

For the experiments performed in this study, the resolution of the image, 

as determined by the average relative ranking of that image against the ref- 

erence set. Is expressed in terms of equivalent aperture diameter.  Thus, an 

F. Scott, "The Search for a Summary Measure of Image Quality", Photo. Sc, 
& Eng., Vol 12, 154 (1968) 
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image that was generated as a noisy, atmospherically degraded image from a 

60-inch-aperture system may well have the resolution, or equivalent quality, 

of a diffraction-limited image obtained from a A-inch-aperture system. As 

will be seen in Section IV, these units for expressing image quality are 

compatible with several image quality measures of Interest. 

All of the simulations performed for atmospherically degraded transfer 

functions were generated for a 60-inch-aperture system; only sets A, B, and H 

contained Images generated for apertures smaller than 60 Inches. 

3.2  DESCRIPTION OF RESULTS OF THE V AND I EXPERIMENTS 

The 106 images produced for the Suudy were separated into seven separate 

groups, and each group of images was viewed by an average of 13 observers. 

Each observer was asked to rank each of the images against the reference set 

of 15 images (see Figure 21). 

For each image, the geometrical mean of the quality estimates was de- 

termined, along with the standard deviation factor for the set of estimates. 

The distribution of the estimates for any single image was found to be ap- 

proximately a log normally distributed Gaussian random variable; therefore, 

the geometrical mean should give the truest estimate of the average per- 

ceived quality for each of the images.  Figure 22 Illustrates typical cumula- 

tive probability plots of the individual quality estimates for three of the 

inages viewed. 

Tables 7 through 9 list the resultant estimates of subjective image 

quality determined for each of the 106 images.  Table 7 lists the perceived 

quality for each of the 10 short and long terra exposure noiseless images; 

Table 8 lists the results for all of the Poisson noise images; and Table 9 

lists the results for all of the Gaussian noise images.  For the tables shown, 

the column headings have the following meaning: 

IMAGE 

DIA 

image  frame number 

aperture diameter  in  inches 
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60in. 54in • •• X In. 
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Ain. 

Step 2.  Observer decides 
OTF and noise 
degraded image is 
equivalent to one 
of the reference set 

Step 1.  Take diffraction-limited 
image, and add OTF and/or 
noise degradation 

Figure 21. Viewing and Interpretation Experiment 
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99.99 

97.00 

CUMULATIVE 
PROBABILITY 

3.00 

0.01 - 

1.00      1.17      1.33      1.50      1.67 1.83 

LOG (IMAGE QUALITY [IN.]) 

2.00 

Figure 22.     Cumulative Probability Distributions of Quality Estimates 
for Three Typical Images 
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TABLE 7.     NOISELESS IMAGE V AND 1 RESULTS 

SH   •<        MLL   lo   MlbfcLfcbS SH0ÄT   AMU   t.OwG   Tt   üI^•?. 

p-HAT   =   blü«ü^I 

51^     liOöi     i Atü 

1 lb t>U. l.o 1.01)00 0 0.0 57.b i.OÖ 

? b«: bU* 1.0 O.b-420 0 0.0 <»v.i 1.1* 

i «»Ö bO* l.u 0.3370 0 0.0 JS.V l.ft 
4 *<♦ ou* l.u O.l?b0 0 0.0 «i^.O l.<fb 

b 40 bU. 1.0 0.03^0 n 0.0 v.l 1.1V 

0 3 b OT. l.o 0.ün<»4 0 0.0 fi.* 1.<*1 

7 HS» OU. 1.0 0.d3öt n 0.0 5^.b l.o7 

fi VO OÜ. 1.0 Ü.Jsi£0 n 0.0 3^.b 1.10 

■1 41 oO* 1.0 0.1090 (1 0.0 io.O l.^o 

A M • 0. l.u U.OilO 6 o.o 7W l.l1» 
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TABLE 8.  POISSON NOISE IMAGE V AND I RESULTS 

SET A   ALL oo KÜlbSUN NOKt l^Abcb 

-J MS   J UML t^MOH -      J.'s 

IIAC^fc. UlM      GMi aTWt'-iL M bi , i>uob    KALO 

1 3J CO. 1 »o 1.O00Ü '»wo 0.0«?D 31.i      J Lib 

2 J5 60. 1 «0 1.0000 rt.l 0. ,ü3b «♦3 >b      i 1.14 
i J*» OÜ. 1*0 l.OUOO lb I). .i<f3 3o. t)      J l.3i 
<♦ bs» to. 1*0 1.U00Ü <»on 0. Ü<i6 «♦2. .3       i l.O"* 
S bU «♦o. 1.0 1.00UQ «0 0« 0 60 3b. . /       J l.ib 
b bl •♦a. 1*0 i.UOOU 16 ii. U3 db. .1       J l.^J 
/ b^ J^;. 1 «0 1.0000 <»oo u. ü«;3 dv, .3 i.ii 
ö bi J*;. 1*0 1.0000 oO '). 03b db. .3       i 1.14 

-t b« i«;. 1*0 i.oooo 1^« (J. Adz, di)> .0      J 1.22 

4 03 16. 1*0 1.0000 400 0 ,\jdr> 14. .V       J l.io 
8 6o "16. 1.0 1.0000 AO u. .03b It. • 6       J l.ib 

C 67 16. 1 «0 i.OOOO I^ i,. ,1*1 11* • O        J l.ib 

l) »? oil. 1.0 0.00<»<» ♦ im 0 .0^3 b. .O        J 1.20 

e 3ö o>). 1*0 0.00^4 oO (i .03'5 H .V     J l.i r 
F J"* 6U. 1 •«! 0.00^4 I* 1 ' .i^b <* .3 l.iH 
G M 60. 1*0 O.OiflO (»On 0 .0<i3 r .3       J 1.24 

fl •♦^ on. 1«J o.oj^n e 1 1 , l)3o 7 ,<*       i 1.^3 

I <»j GO. 1.0 0.0 ^0 I* 0. .l«f3 6 . 1       J 1.21 

0 <»D 6U. •       1.0 O.ifiöO «»on u • Otfa lb ,0 l.JO 
rk <»b 00. 1.0 0.itöO HO 0 .03b 11 , <» l.^J 
L %/ bi). 1     0 o.i^8o I« 'i. ,iir> 9 • H l.ib 
M «♦V bO. 1 .0 O.i370 4 0 0 0 ,0<i3 «:3 >d.          J 1.21* 
i ■30 60. 1 .0 0.J370 PO 0 ,03«^ 14 .3       J i.<;4 

J D1 bO. 1 .0 Ü.J3/0 16 ii .1^3 13 .1       J l. 2b 

r DJ 60. 1 .0 O.bitJo ^00 P .0<!3 Hi. >4       J l.ib 

1 :><♦ bO. 1 .0 0.69^0 HO 0 ,03,> 31. .3       J 1.26 
H b3 bO. .       1.0 0.6^^0 l«i 0. ,i^3 2<r tt       J iU* 
s b'J bO. >         1.0 Ü.0J<?0 cioon u .oil d. .o i.<:4 
T 7U oO. •         I .0 O.ieldO <iOi 1 0 • oil lb ,•*     i l*<« 
'J 71 CO. 1 .0 0,JJ70 ^ooo ü .Oil <fv , 1 i.<:6 
V Id bo. .      b.3 o.dioo <?000 0 .01 1 -i^ ,o l .CO 
« 11 OO. .        6.3 0.6i00 400 0 .U^3 14 ,^ 1.1/ 

A 7* OO. .      b.D 0.6100 00 Ü ,033 7 ,9 I. JJ 
> 11 Ü0. .      J.d O.dlOO (fOUO u .Oil 16 ,6      J l.Ji 
/ /* f.O. .UO U.oiOO 400 0 ,o<:3 ^<» ,o I.Jo 

hü oO. .      3.d o. a i o o -in u .03M u ,b \  .CO 

/o 60 .         1.3 o.bloO t^Ooo Ü .oil 3i ,o l.iJ 
Hi 00. •          1.3 O.blOO 400 u ,0<i3 tO ,3 Li1* 
M^ bO .       |«9 O.oiOO '0 u .0 30 2«; ,9 I.J3 
9J OO .       1.0 o.oido • in 0 .030 3b ,4 l.<:4 

V« 30. .         1.0 0.O360 400 Ü .o<;3 •♦6 ,4 l.iJ 
MD OO •        1.0 0.O360 äJÜOO u .Oil 3l , •* I.ii 
^0 OO .        1.0 0.3^0 nO Ü ,0 30 dl , / 1.21 

^/ OO .         1.0 0. J^tJO «♦00 0 ,0^3 dl >d 1.13 
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TABLE 3.     POISSON NOISE IMAGE V AND I RESULTS  (CONTINUED) 

bET   X        ALL   Oo   HUiSSÜN   NülSK   IIMOC1» 

CHAT   s   blb*v>Nl 

*>lo     UUdb     KACO 

■to uO. l.u O.J9<iU 2000 O.oll 2«.^ i,i( 

9V on» 1.0 0.10^0 KO 0.O3O 10.4 l.U 

100 oU. 1.0 0.1090 400 0.023 11.3 1.12 

lOi OÜ. 1.0 0.1090 2000 0.011 13.1 Lib 

10<f oo. l.u 0.0310 dfl 0.0 36 b.b i.bb 

10J oo» 1.0 O.üjlÜ Ofc« 0.023 b./ 121 

10* O0. 1.0 O.OilO 2000 0.011 7.6 1.17 

10b oO. <?.o 0.7900 HO 0,0 3b 23.1 1.3J 

10b b0* 2*« 0.7v00 400 0.023 3b.2 1.27 

10^ 00. «r.o 0.7900 2()M   . o.oll «.3.^ 1.13 

10b 60. V.3 u.t»<:oo OO O.Obb 7.J I.JO 

109 OO. 9.3 o.bdOC <»00 0.023 U.9 1.21 

no 60. 9.3 o.tt<:uo 2000 0.011 ^3.0 1.J2 

lib 60. UJ 0.3700 20(>o 0.011 <*2.0 i.ib 

13b OO. ^.^ 0.JHOO 2000 0.011 27.7 l.W 

13/ bO. a.b 0.1700 2000 0.011 10.b 1.2/ 

13b bO. l«J 0.3700 400 0.023 Jl.J i.Jb 

13V oO« ^.* 0. JriOL» 400 0.023 20.9 lUb 

1*0 60. S.b 0.1700 400 0.023 9.1 1.1b 

1*1 OO« l.J 0.3700 dO O.Obb 22.2 1.19 

l*t OO. «!.«» O.J^OO •0 0.03o 13.J 1.20 

l*J OÜ. b.b 0.1700 »0 O.Obb b.9 i.22 
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TABLE  9.     GAUSSIAN NOISE IMAGE V AND  I  RESULTS 

SET   Y ALL   Ju   oAOaSlAM   NOISE    iMAotS 

.j-HAT   =   bIo»o^l 

^MS   JUAL   taWjK J.J 

ISACit       UlA      ONI       ST^tHL bll)     oUOb     FACU 

I  11« b(). 1.0 l.OOOU <»00 0«U<i3 <»b.J l.lo 

t llt> bU. l.u 1.0000 0 0 0.U3O jo.* i.CU 

3   lib 60* l.u l.UOUO ih 0.123 lb.1* U*b 
«   1W ÖÜ. l.u l.uoou <»uo O.U23 H2W 1.1b 

3    110 >*b. l.u 1.0000 rtO U.ü3o 30.3 1.20 

6    11^ ^B. l.u i.oooo l^. 0*129 16.1 i.3J 

7   UÜ 3?. l.u l.UOOO 40 0 Ü.OdD 31.«: i.ob 

ri   1^1 31. l.u 1.OüDÜ öO 0.U3O 23.b 1.^1 

*   I'dtt J2. l.u l.UOUO 1*. 0,123 12.V 1.33 

A    1<>J lb. l.u i.uooo HUO 0.u2-> 13.7 l.ld 

e»   ld<* lb. l.u 1.0000 oO 0.030 lo.b l.lo 

C   123 lb. l.u l.UOOO 16 0,12-. 0.2 1.13 

0   12o bU. l.u 0.33/0 «iöOO u.ul 1 ^v.d 1.21 

t.   \dl ou • l.u O.JjVü 400 0.U23 «:<».3 l.l* 

F    life oO. 1.0 0.33^0 bO 0.03O 13.3 i,cl 

w   12V oO. 1.0 0.12d0 <i0uO O.ul i 17.O I, CO 

H     1JU oO . l.u U.lddO 4U0 0,023 13.0 1.22 

I   131 oO« l.u u.l^bO bO Ü,U30 V.7 1.13 

J   132 OÜ. l.u O.Ü320 20U0 U.Oll 0*t 1.1b 

K   133 t>0. l.u u.U3<:o aUn 0.02^ /.J l.iO 

L   13* OÜ. 1.0 Ü.ÜJ20 öO 0.03O b.b l.W 

M   l** bC . 1.3 0.6100 2ü0n O.Ull 30.1 1,14 

N    143 bO. 1.3 O.dlOO 4un Ü.023 33.«; i*€i 

0   14«> DO. 1.3 u.blon OO Ü.03O 2U.'» 1.2/ 

P   14/ oO. i.b O.dlOO 2000 O.Ull J3.0 i,CO 

0   14b bO. J.o O.dlOO 400 0.023 20.<: i.tl 

P   14V bO. i.o O.blOO rtn Ü.03O 10.o 1,3U 

b   1SÜ bo. b.o u.bioo 2000 O.Oll 2b.£ i,to 

T    131 bU. 0.3 u.blOO oun 0.U23 13.3 1.27 

Ü   152 6Ü. b.3 u.blOO oO O.U3b Ö. J 1.3b 
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GNI 

STREHL 

SIG 

DOBS 

FACG 

the factor by which the standard deviation of ad- 

ditive Gaussian noise has been Increased by the 

application of pop'. detection compensation fre- 

quency domain flit«, r 

the Strehl ratio for the particular OTF, normal- 

ized to the diffraction-limited Strehl ratio for 

that aperture; for the case of post-detection 

processed images, the Strehl ratio is the post- 

processed Strehl ratio 

the value of the noise generation parameter 

(photoelectrons per pixel per unit reflectivity) 

the value of the rms noise in reflectivity units, 

before any post-detection processing 

the value of the average quality of the image, as 

determined by the observers (units are Inches of 

equivalent aperture) 

standard deviation factor for the set of quality 

estimates 

In Section IV, the fitting of this raw data to various image quality 

measures will be discussed. 

47 

mmmiM ■■ 



iie>i j j mi IIIIJ , ■■■•■   «i 1'■ "" ' ■    ' ■" ""m *m!m*mmmr~*w*r   '■' mimmmmmmmi WBP^BPi^HiPFmr-^iBPI^wilii i mn 

SECTION IV 

ANALYSIS OF RESULTS 

? 

4.1  IMAGE QUALITY CRITERIA 

The. e are several classes of image quality criteria that are available, 

as shown in Table 10; the entries in Table 10 are listed in terms of the 

information concerning the image formation process that is used in the evalu- 

ation of each image quality criteria.  It is to be expected that the measures 

that use the most information will be the ones that describe system perform- 

ance. 

4.1.1 Class A:  Strehl Ratio, Edge Sharpness, and Normalized Relative Energy 

These measures are all characterized by the fact that each is a function 

only of the system transfer function.  The Strehl ratio describes the value 

of the point spread function at the centroid, and is given by 

<,T(k)dk 

jT^OOdk 
pCO.Gji (22) 

T(k) = system optical transfer function 

diffraction-limited transfer function for same size 

aperture 

p(0,0) ■ value of point spread function at the centroid 

Vk) 

The unnormalized Strehl ratio has the units of spatial frequency squared; 

thus, the square root of the Strehl ratio, unnormalized, has the units of 

spatial frequency, and represents an effective spatial frequency bandwidth 

for the system whose transfer function is given by T(k).  In addition, the 

square root of the unnormalized Strehl ratio is proportional tr  the diameter 

of the aperture of the system; therefore, it lends itself dimensionally, at 
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TABLE 10.  IMAGE QUALITY MEASURES 

Type Image Quality Measure 

Information Used 

Transfer 
Function Noise Object Display 

A 

Strehl Ratio 

Edge Sharpness 

Normalized Relative Energy 

X 

B 

Image Sharpness 

Image-Object Correlation 

Image Fidelity 

X X 

C Sunnnary Measure X X X 

least, to use as a measure of Image i;aallty having the units of equivalent 

aperture diameter. However, the use of the Strehl ratio as a measure of 

Image quality sometimes breaks down for comparison of images obtained through 

the transfer functions of widely differing shapes. 

The edge response of the system describes the slope of the edge response 

of the system, and is a measure of how sharply edges are imaged. For systems 

that contain edges, this measure may be more appropriate than the Strehl 

ratio, which describes the imaging properties for point objects. The edge 

response is given by 

E -T- [M*)] k T(k ,0) dk dx ''       - J" "*"'"«'    * 
(23) 

x"o 

where 

E - slope of edge response 

8,(x) - line spread function 
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The normalized relative energy (NRE) criterion describes the fraction 

of the total energy contained in the system spread function that is contained 

within a circle of some diameter centered on the centroid of the point spread 

function. This criterion, similar to the Strehl ratio, is most suitable for 

systems in which detectors are used to mare photometric measurements. The 

NRE is given by 

NRE -   f  p(r)dr - jT(k) 
J (2TTRk) 

(271 Rk) 
dk (24) 

A-TTR^ 

4.1.2 Class B:  Image Sharpness, Image-Object Correlation, Mean-Square Error 

This class of image quality measures, representing two-dimensional gen- 

eralizations of statistical measures used for evaluating time filters, was 

introduced by Linfoot", and is discussed by O'Neill'. 

The image sharpness criterion, which describes the relative structural 

content of an image, relative to the structural content of the object, is 

given by 

is 
i2(r) 

o2(r) 

/|T(k)|2 •(k)dk 

J,<I)(k)dk 
(25) 

where 

i(r) ■ image in two dimensions 

o(r) * object 

^(k) = power spectrum of object 

The image-object correlation measure is given below, and measures the 

alignment of the object and the image: 

E.H. Linfoot, J. Opt. Soc. Amer. , 46, 740 (1956). 

E. O'Neill, Introduction to Statistical Optics, Addison Wesley, 1963, p. 106, 
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l(r)o(r) 
fT(k)«(k)dk 

,ioc o2(r) /»Wdk 

(26) 

The -r-».^ «T., b.t«..n th. 1^. X th. object 1. given b. 

(27) 

nse 
o2(r) 

J ♦(k)dk 

Like th. StreU t.tio. the ^ge reeponee. end the H. tbeee three .MB« 
e^nlt in th-e^e. .niteble .« predicting the ,n.lit, o, *.ge. «or .,.- 

tew «here there i. .ignlficent iMge noise. 

4 I 3    CUes C:    SMsry Messure of tssge Quslity 

gssed on .ppro,i«tel, ten y«rs of investigetions into the netnr. of 
_    _ «i U^a     fr\-nini'\atf>a    &    81100817 

Based  on apin-v/A-i^—-■—j   -— * 

i^ge ,u.lity. Dr. «... Hufnegel of Perhin-El«r bns for»lst.d •—« 
JJe of i-g. ^iity thet tehes into scconnt the syst- "»^ ^ »• 
th. i-ge noise preeent in the syste.. the tr^sf.r fnnction of    h. dispUy 
Ldin. „s^ to pr..«.t th. i^ge to the vi».r (or post-proc... th. i-ge). 

.„,1 the trensfer fnnction of the eye of the observer. 

""opt» "  C 

«yq 
M M,, j        dkI(k)TD(k)Teye(k/«) 

riM 2    /•   'n 

ZD_   j dkH(k)|TD(k)Teye(k/«) 
M      J 

(28) 
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where 

k 

dk 

T(k) 

TD(k) 

^N yq 

T   (k) 
eye 

m 

N(k) 

(X 

M 

"D 

Q 

c 

(k ,k ) measured at  the display plane x  y 

dk dk 
x  y 

system OTF up to the point where noise is introduced 

display OTF including image restoration attempts (after 

noise introduction) and display spot shape effects 

Nyqulst frequency bounds, when the image is spatially quan- 

tized.  In the absence of sampling k^  ■ •, 

human visual system MTF for 25-cm viewing distance, with 

k in units of cy/mm 

magnification of viewing ( = ——; 25 cm  
\ viewing distance for unaided eye 

noise Wiener spectral density for additive Gaussian noise. 

If the noise is not additive Gaussian, the closest equiva- 

lent is used (e.g., Poisson noise is evaluated at mean re- 

flectivity). Note that the noise is to be expressed in units 
2       2 

of (object reflectivity) /(cy/mm) .  Expressing the noise as 

an apparent fluctuation of object reflectivity circumvents 

problems of illumination levels, display brightness, camera 

nonlinearities, etc.  The eye-brain system automatically 

compensates for all these factors.  If spatial sampling is 

used, the folded over noise spectrum is to be used. 

noise scaling factor (to be discussed) 

pre-noise-introduction, modulation ratio factor to account for 

change of modulation due to haze or sensor gamma.  No change 

implies M = 1. 

post-noise introduction modulation factor including display. 

It is assumed that neither M nor M^ is big enough to cause 

significant loss of information by nonlinear saturation ef- 

fects. 

overall image quality in units of spatial frequency 

dimensionless scale factor (if this factor is the aperture 

diameter, Q has the units of equivalent aperture diameter). 
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The right-hand portion of the denominator is the mean squared noise as seen 

with the sane magnification. The factor a is a noise scaling term with the 

units (object reflectivity)*2 and should be associated with the mean squared 

modulation in the objec scene. For aerial photographs of ground terrain, 

a - 1600 has been found to give a best fit to experiments. 

4.2 EXPERIMENTAL TJATA PIT TO SIMPLE SUltlARY MEASURE MODEL 

The summary measure of image quality model contains a factor ci, which 

has not been determined for Imagery of the type being simulated on this study- 

i.e., high-contrast Images of small objects, as opposed to extended Images of 

large low-contrast objects (aerial scenes) for which there is 10 years of 

data. Thus, it was of interest to take a simple version of the summary meas- 

ure model, without the eye MTP, and determine the value of a that best fits 

the experimental data from the V and I experiments. 

Once rhat value of a has been determined, then the model can be used to 

estimate the quality of each of the images viewed in the study; the rms error 

between the estimates made on the basis of the a value and the actual observed 

values will indicate the ability of the model to handle the substantial varia- 

tion conditions for which the simulations were generated. Once this step is 

conplete, then the full model can be investigated. 

Equation (28) describes the model for the case where the eye MTP has 

been set to unity; as shown, the measure reduces to a simple combination of 

/TOOT (k)dk ,1/2 

yi + aNo;|Td(k)|
2dk   (1 + aarNI > 

27I74 (29) 

where 

D " aperture diameter 
o 
2 2 

o - noise variance (reflectivity ) 
r 

N - additive Gaussian standard deviation increase factor 

(^ 1 when post-processing is performed) 
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4.2.1 Fit of Noiseless Images to Simple Model 

Note that the simple model given in Equation (29) reduces t« the square 

root of the Strehl ratio for the no noise case; Figure 23 illustrates the 

fit of experimentally determined quality estimates to the predicted quality 

determined from Equation (29), evaluated for no noise.  Each image viewed is 

plotted with its abscissa coordinate being the predicted quality, and the Or- 

dinate being the observed experimentally determined quality, thus a perfect 

fit of the model to the data would result in all points lying on a straight 

line.  As shown, the data fits the straight line quite well - the rms error 

between the observed quality and the predicted quality is 2.9 inches of equiv- 

alent aperture, for all 10 noiseless images generated for short and long time 

exposure OTF's. 

4.2.2 Fit of Poisson Noise Images to Simple Model 

All of the Poisson noise images (67 in number) were taken as a group, and 

the a value that minimized the mean square error between the predicted values 

and the observed values was determined to be a value of 1800.  This value of 

a was then used to derive predicted values for all of the Poisson noise im- 

ages, with the resultant fit displayed in Figure 24.  For the value of 1800, 

the root mean square error between the predicted quality and the observed 

quality is 3.5 inches of equivalent aperture. 

Appendix C contains similar plots of the Poisson noise image results, but 

for each of the basic experiments plotted separately.  Close examination of 

the individual plots reveals systematic deviations from the perfect straight- 

line match between predicted and observed; some of these deviations, although 

not large, will be further examined in a later section. 

4.2.3 Fit of Gaussian Noise Images to Simple Model 

All of the Giussian noise images (30 in number) were taken as a group, 

and the a value that minimized the mean square error between the observed 

quality and the predicted quality was determined to be a value of 3400.  Fig- 

ure 25 illustrates the degree of fit to be about the same as it was for the 

Poisson noise images; for the Gaussian images, the rms error between the 
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predicted and observed is 3.3 inches of equivalent aperture diameter.  Appen- 

dix C illustrates the plots of the individual experiments performed for the 

Gaussian noise simulations. 

4.2.4 Conclusions Concerning Fit to Simple Model 

As a result of the application of the simple model to the total number of 

106 images generated on the study, the simple model was found to predict quite 

well the observed quality of the images, for a wide range of noise and OTF 

conditions.  Therefore, it is concluded that the simple model will serve well 

as a tool for estimating the quality of satellite images, for the type of 

generic degradations simulated in this study. 

It should also be mentioned that the model has a larger percentage error 

in the region of poor image quality, and performs on a percentage basis far 

better for the case of good image quality, which is precisely the region where 

the tool will be most needed - i.e., for tradeoffs concerning the performance 

of a compensated imaging system that is producing images not too far from the 

quality of diffraction-limited images. 

4.3  EXPERIMENTAL FIT TO COMPLETE SUMMARY MEASURE MODEL 

Once the examination of the ability of the simplified model to fit the 

data was completed, the evaluation of the full summary measure model includ- 

ing the eye MTF optimization was performed.  For this case, Equation (28) 

becomes 

2(0.7845)Do 
f* dkT(k)TD':OTeye(k/^ 

(30) 

r^ yq J^^oJ^^I^^V^^1 

where N ■ noise spectral density for equivalent Gaussian noise.  Note that 
o 

the scale factor outside the square root normalizes the resultant values of 

image quality such that for no noise Q has a value of 60 inches, for a 

diffraction-limited transfer function T(k) of a 60-inch aperture (the effect 

of optimizing the viewing magnification m for viewing a diffraction-limited 

transfer function is contained in the 0.7845 factor). 
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4.3.1 Fit of Noiseless Images to Complete Model 

For each of the 10 noiseless images. Equation (30) was used to determine 

the optimum (maximum) value of Q. The 10 resultant predicted quality values 

can be compared to th> observed values as determined by the V and I experi- 

ments, as shown in Figure 26. The rms error for the 10 noiseless images is 

2.0 inches. 

4.3.2 Fit of Noiselese Images to Various Models 

Table 11 illustrates a comparison between four measures of image quality, 

again for the noiseless images. Shown are estimated quality values based on 

the full summary measure, the Strehl ratio (equivalent to the simple summary 

measure model), and two other figures of merit, as defined below). 

4.3.2.1 Relative Image Sharpness - In paragraph 4.1, the image sharpness 

criterion was given as 

?z:   jiT(k)r»(k)dk 
is ' 

o2(r) 
J Wdk 

(31) 

where 

«Hk) =■ object power spectrum 

If the object spectrum Is assumed to be flat, and T is normalized with 

respect to Its value for a diffraction-limited transfer function T.-fc), a 

measure of relative image sharpness t, results 

t - 
Jlw dk 

;iT4i<k)i dk 
(32) 

This expression emphasizes the sharpness of the image, as measared by the mean 

square criterion; there is no explicit requirement that the image look like 

the object. 
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TABLE 11.  COMPARISON OF VARIOUS IMAGE QUALITY 
CRITERIA TOR NOISELES'. IMAGERY 

Image 
V&I 
Results Strehl Sharpness Fidelity 

Full 
Summary 
Measure 

015 57.6 60.0 60.0 60.0 60.0 

089 52.6 53.9 51.4 54.7 53.9 

090 32.? 36.7 28.4 38.9 36.0 

091 16.0 19.0 12.3 20.7 18.2 

092 7.7 9.8 7.0 10.5 8.9 

GJ6 8.4 3.97 6.7 2.7 5.1 

040 9.1 10.5 9.1 11.1 9.7 

044 22.0 21.4 15.0 23.1 21.1 

048 35.9 34.8 26.0 37.1 34.5 

052 49.3 49.9 44.0 51.5 49.9 

rms error = 2.9 4.7 3.5 2.0 
J 
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4.3.2.2 Fidelity Defect - The mean square error between the image and the 

object was described in paragraph 4.1 as 

|o(r)-i(r) 
mse 

(33) 

o2(r) 

Linfoot suggests that a fidelity criterion F, given by 

F - 1 - 1) 
c      mse (34) 

be used as a measure of system quality (this measire behaver. the same way as 

do the others discussed in this report; i.e., it has a valu: of unity for no 

defect).  If O'Neill's work is referenced and a flat object spectrum is as- 

sumed, the equation can be written as 

fl-nt 
i-n 

(35) 

where 

q = Strehl ratio (normalized) 

t = relative image sharpness 

and 

JlTd£(k)|2dk 

2j|T~(k)|Ä 
(36) 

As shown in Table 11, this fidelity criterion performs res3onably well as 

a measure of image quality; however, the results of the full summary measure 

yield the best fit to the results of the V and I experiments for noiseless 

imagery. 

4.3.3 Fit of Gaussian Noise Images to Full Sunmary Measure Model 

In c-der to fit the Gaussian noise images to the full summary model, a 

double cptimization procedure had to be performed. The objective of the pro- 

cedure was to determine the value of a that minimized the mean squared error 

between the predicted values and the observed values for all of the Gaussian 

noise images, for the case where the eye magnification was optimized for 

each image and value of a individually.  The results of this procedure, which 
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has been implemented in a software package, is shown in Figure 27; the rms 

error between the observed and predicted values of image quality is 3.5 

inches rms, which is slightly higher than the 3.3-inch rms error that re- 

sulted from the use of the eye HTP independent model described in paragraph 

4.2. The value of a that produced the fit shown in Figure 27 is 2000. 

4.3.4 Fit of Poisson Noise Images to Full Summary Measure Model 

Figure 28 illustrates the result of applying the same double optimization 

procedure to the Poisson noise image sets, with the result that the vms error 

between th' predicted and observed quality is minimized at 3.0 inches rms for 

an a of 1125; it should be noted that this error is somewhat less than the 

3.5-inch rms value found using the eye MTF independent model. 

4.3.5 Conclusions Concerning Fit to Complete Summary Measure Model 

As shcn above, the use of the complete summary measure model yields 

some improvement over the performance of the eye MTF independent model based 

on a root mean square error criterion. However, the use of the complete 

model has resulted in a significant reduction in the average fractional er- 

ror, as demonstrated by th? reduction in the scatter of the results for small 

values of quality. 

where 

If the summary measure model is expressed as 

Q - DQRF • Q (37) 

Q - predicted quality 

Q - quality based on OTF only (no noise) 

DQRF - dimensionless quality reduction factor 

it can be seen that the dimensionless quality reduction factor (DQRF) has a 

much smaller error for the case of low quality estimates than dees the cor- 

responding DQRF for the simple model. 
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Figure 28. Polsson Noise Images Fit to Full Model 
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4.4 USE OF MODEL FOR SYSTEM PERFORMANCE ANALYSIS 

In the previous paragraphs, it was shown that the simple eye MTF indepen- 

dent summary measure model was sufficient to predict image quality to within 

an rms error of less than 4 inches; in this paragraph, this model will be used 

in a sample calculation to investigate the tradeoff between image quality, rms 

wavefront error, and exposure time. 

By use of Equation (29), the resultant image quality for a given set of 

parameters can be derived; conversely the exposure time for a specified image 

quality can be derived by rewriting Equation (29) as follows: 

D S - Q 
o 

2 X,2 

a a NT 
r I 

(38) 

where 

S = 

noise standard deviation increase factor resulting from 

post-compensation restoration filter 

normalized Strehl ratio (normalized to 1.0 for diffraction- 

limited system) 

Figure 29 illustrates the use of Equation (38) to derive a set of three 

isoquality curves, for an arbitrary object, for long time exposure imaging. 

In Figure 29, each point on an isoquality contour represents a combination 

of exposure time and pre-compensation system residual error that, when com- 

bined with a post-processing operation that yielded a Strehl ratio of 0.8, 

results in a system image quality of the denoted value.  It should be noted 

that a post-compensation Strehl ratio of 0.8 corresponds to a quality Q of 54 

inches; i.e., noiseless imagery would have the subjective quality of images 

obtained through a diffraction-limited 54-inch aperture. Also, it should be 

noted that as the residual wavefront error increases, the exposure time re- 

quired to yield the same resultant image quality also increases. 
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SECTION V 

CONCLUSIONS, RECOMMENDATIONS AND SUMMARY 

5.1  CONCLUSIONS CONCERNING FIT TO SIMPLE MODEL 

As a result of the application of the simple summary measure model to 

the total number of 106 images generated on the study, the simple model was 

found to predict quite well the observed quality of the images, for a wide 

range of noise and OTF conditions. 

The scale parameter a was found to be 1800 for the 66 Poisson noise 

images, and resulted in a 3.5-lnch rms difference between the subjective 

quality (as determined by the viewing and interpretation experiments), and 

the quality predicted by the model.  For the 30 Gaussian images, a value of 

a = 3400 was found to yield a fit with 3.3-inch rms error; for the 10 noise- 

less images, a fit of 2.9 inches rms was found. 

The simple model was found to have a larger percentage error in the 

region of poor image quality, and was found to perform far better on a 

percentage basis for the case of good image quality, which is precisely the 

region where the tool will be most needed -i.e., for tradeoffs concerning 

the performance of a compensated imaging system that is producing images 

not too far from the quality of diffraction limited images. 

Thus, it is concluded that the simple model will serve well as a tool 

for estimating the quality of satellite imagery, for the type of generic 

degradations simulated in this study. 

5.2 CONCLUSIONS CONCERNING FIT TO COMPLETE MODEL 

The application of the more complete summary measure model, including 

the eye magnification optimization step, resulted in a moderate reduction 

in the rms error of the fit of the model to the results of the V and I ex- 

eriments.  For the Poisson noise, a value of a of 1125 yielded an rms error 

of 3.0 inches, while for the Gaussian images, a value of a of 2000 yielded 
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an rms error of 3.5 inches. The fit of the nol.elee. langes was reduced 

fro« 2.9 Inches rmat  to 2.0 Inches rms. 

However, the complete model performed significantly better on a per- 

centage basis, as Indicated by the reduction of the scatter of the data 

shown In Figures 27. 28. and 29, In tie region of poor Image quality. 

Thus It Is concluded that the complete model. Including the eye transfer 

function, does provide a more complete deacrlption of the relationahip 

between the perceived image quality (as determined by human obaervers). and 

various descriptions of system transfer function and noise performance. 

5.3 RECOMMENDATIONS 

As a result of the study described in this report, two reconmendations 

are made, as follows: 

(1) Repeat some of the experiments performed during the ttudy for 

several different satellite images. 

(2) Examine the question of optimum post-processing by generating 

inages that have been post-compensated by Welner filters, 

geometric mean filters, and any other algorithms that appear 

to have applications to the post-compensation function. 

5.4 SUMMARY 

In sinnary. it la cone jded that a useful model exists relating the 

subjective image quality of aatellite Imagery to varloua quantitative 

measures of system performance; the quantitative measures that are required 

include the system optical transfer function, and the spectrum and strength 

of the noise degrading the imagery. 

With this model in hand, it is now possible to perform system tradeoffs 

to determine the optimum split between the performance of the pre-comp- 

ensation function and the poat-compensation function for a compensated 

imaging system; in addition, it is possible to perform tradeoffs concerning 

the form and nature of the post-processing algorithms to be used on the post- 

compensation function. 
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APPENDIX A 

RANDOM WAVEFRONT GENERATION 
USING ZERNIKE POLYNOMIALS 
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SECTION A-I 

INTRODUCTION 

This appendix describes a technique for generating random wavefronts 

that simulate the statistics of an atmospherically distorted wavefront.  The 

atmosphere is described by a Kolmogoroff spectrum and the wavefront is treated 

as an expansion in Zernike polynomials. 

Section A-II describes the mathematical preliminaries. Section A-III 

states the procedure for generating wavefronts, and Section A-IV contains the 

evaluation of an integral used in Section A-II. 
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SECTION A-II 

ATMOSPHERIC STATISTICS FOR A MODAL REPRESENTATION 

The aberration function * will be expanded In terms of a complete set of 

functions {f (p6)}. 

♦ (pS) - I  ot.f.(pe) 
J 3 2 

(A-l) 

rhe functions f    are orthonormal so that 

1 2-n 

u pdp de f* (pe) f., (pe) - 6.., kj ""' "J JJ 
(A-2a) 

/A f* (r) f .(r) - 6 
j *" J JJ' 

(A-2b) 

The mean square error E produced by such an expansion Is defined as 

E - J d2r r*(r) - yr)] 2 (A-3) 

where 4» (p6) Is the n*" order polynomial expansion In Equation (A-l). Sub- 
n 

stltutlng Equation (A-l) IntJ Equation (A-3) for • and finding the set of 

{a.} that minimizes E yields 

.2 .2 E - J d r ^(r) - E |a 
j-1  J 

(A-4) 

with 

a. -/ d2r *(r) f.(r) (A-5) 
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The aberration function is taken to be that associated with an atmospherically 

distorted random wavefront so that an average mean square error can be defined 

<E> -   (Vr   <'l>2(r)>   - t  < 1c   1   >-A 
j J 

(A-6) 

Over the aperture the random wavefront is assumed stationary so that Equation 

(A-6) reduces to 

A = TO2.E<|ajl
2>   . (A-7) 

where a2 is the varianr.e of the wave fluctuations and can be defined in 

terms of the power spectral density M(k) of the fluctuations as 

2 = J -A. w(k) (A-8) 

(2Tr)- 

where k = (k ,k ) 
x y 

The n^an square value of the coefficients U^) can now be expressed in 

terms of W(k). The Fourier transform of the functions f^r) is defined as 

f (k) - ;d2r fjU) 
-ik-r 

where r = (x,y) 

with inverse transform 

M'wA Fi(k)elk*r 

From Equation (A-f), the mean square value of the coefficients is 

(A-9) 

(A-10) 

.2...,2 <|a  1Z>   = JJdr'dr  <#(r)  *(r') >   f^D  f^r') (\-ll) 
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Substituting Equation (A-10) Into Equation (A-ll) and making the transforma- 

tion. 

r' - r + T 

yields 

d2k 2 p.2. 
<kl > - S-^    lF4<k)r Jd T <Hr)  ♦(r-K)> e 

3        (2IT)
Z
   

J 

l(k-T) 
(A-12) 

Equation (A-12) Is thus easily expressed In terms of the fluctuation spectrum 

as 

d k 

J      J (2Tf)z   3 
W(k) (A-13) 

Generalizing Eq»:&tlon  (A-13),  the quantity  < a*a   > can be written as 

<aV,>   -    M—"    F4   00 w<k) Fi'<k) (A-14) 

Equation (A-14) defines a matrix represtntatlon of the spectrum W(k) which is 

denoted by 

»" [•«•]•[<•! 0r>] (A-15) 

One further item should be mentionc! in connection %d.th a generalized 

sadal expansion, and that is closure. Equation (A-7) describes the error re- 

sulting from taking a finite number of terms in the expansion. The quantity 

A must always be positive and as such provides a good measure for deciding 

how eff 1' ^.ently the random wavefront has been generated. An alternative 

form for Equation (A-7) is 

d2k A - M-^ W(k) - I   J-^T  |F.(k)|2 W(k) 
(2ir)Z       J  (2IT)

Z
   J 

(A-16) 
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Zernike Polynomial Expansion 

In the following 'ehe orthonormal set of functions f.(p6) are taken to 

be Zernike Polynomials, Z.(pG) where 

Z^pe) - rm (pa) = ^±   K^  (p) e±ime   (0 < pi) (A-17) 

The first few polynomials are shown In Table A-l with Z ■ fj/VW. The 

Fourier transform of Equation (A-17) is 

Q.(k) = F^ (k^) « 21,nN^ir(-l)
(n-0)/2 JÖ_ ein,ke (A-18) 

The spectrum of turbulence Is taken to be a Kolmogoroff spectrum, which can 

be written as 

W(k) - 19.29 if-\   '      V~UI ' (A-19) 

Equation (A-19) Is different from the usual Kolmogoroff spectrum In that the 

radius, a, of the telescope aperture Is Included.  This definition is con- 

venient because it allows all equations and computer calculations to be per- 

formed for a unit radius aperture. Thus, the spatial frequency k has units 

of radians/unit radius. 

The matrix representation defined in Equation (A-1S) yields a Zernike 

representation of the Kolmogoroff spectrur written as 

V ■2 19.29 it 
5/3 

n + 1   n'+l 

1/2 
(-1) 

(n+nl-2m)/2 

S   dk , 1A/3 
(A-20) 

Because of the relationship between the j indices and the n,m Indices Implied 

in Table A-l, the matrix elements a  , with even-odd subscripts are zero 

(i.e., a.» = a,, ■ 0, etc.).  This Is a consequence of the circular symmetry 
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In W(k). The modes associated with odd j have their angular dependence de- 

scribed by sin m 6 while those of even j are described by cos m 6. Clearly, 

the angular Integrations with mixed sines and cosines are zero.  The Integral 

In Equation (A--20) Is a tabulated Integral and yields a number for all the 

matrix elements a.., except a., (n-n*-0), the piston coefficient.  Since 

the total arlance of the Kolmogoroff spectrum Is Infinite, it Is not sur- 

prising to find an Infinite piston coefficient.  Leaving the Integral evalua- 

tions to Section IV, It Is found that the clo ure relation. Equation (A-16) 

for the piston corrected spectrum can be written for the Zernlke representa- 

tion of the Kolmogoroff spectrum as 

Urn 
k -K) o 

,   J WOO if   -   J    iQ^wa)^ (A-21) 

Urn 
k -K3 o 

19.29 (tf'ii -5/3 .1 v '5/3 

10    o 8   o 
1/8 + 0.5324 ] 

or  that 

— - 1.03 it) 
5/3 

(rad2) (A-22) 

which is the mean-square piston corrected error first derived by Fried . 

Thus, Infinite variance of the spectrum is associated only with the piston 

and is of no serious physical consequence. 

With the value of the integral in Equation (A-20) given in Section IV 

the exact mean-square error resulting froir using N modes can be evaluated. 

In the limit of large N, an asymptotic formula has been extracted. 

J - 0.2944 N"0-866 (D/r )5/3     (rad2) 
TI O ' 

(A-23) 

LD.L. Fried, J. Opt. Soc. Amer., 55 1427 (1965). 
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I 
The matrix elements given by Equation (A-20) are uaed in the next section to 

generate random wavefronts. 
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SECTION A-III 

GENERATING RANDOM WAVEFRONTS 

In this section the method of generating random wavefronts is discussed. 

The heart of the method rests upon the matrix A described in Section A-II. 

Because the Kolmogoroff spectrum is a real symmetric spectrum the matrix A 

is a real symmetric matrix and as such can be factored into 

A = L L (A-24) 

where L is a lower triangular matrix i... 

L is the transpose of L 

The Cholesky decomposition method of factoring A was used in all random wave- 

front simulations. 

The object of a wavefront simulation is to generate random numbers {a } 

such that 

<aj> ■ 0. <*]*}*>   " ^j. 

This can be achieved if 

aJ  = E/jiqi 

(A-25) 

(A-26) 

with 

<qi>   -  0,    <qiq.>   -  6 
ij 

(A-27) 

The desired random wavefront  is  then  from Equation   (A-l) 

<t>(pQ)  * E    o,  f 
i i 

(pe) (A-28) 

2See, e.g., J.H. Wilkinson, "The Algebraic Eigenvalue Problem", Oxford, 

Fairlawn, New Jersey (1965). 
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A computer generated random wavefront then consists of the procedures, as 

shown in Figure A-l. 

(1) Calculate the matrix A. 

(2) Factor the matrix A Into L L. 

(3) Generate the random numbers q . 

(4) Calculate random coefficients a from Equation (A-26). 

(5) Calculate random wavefront from Equation (A-28). 
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SECTION A-IV 

EVALUATION OF THE INTEGRAL I  , 
nn 

In this section the Integral In Equation (A-20) 1^, la evaluated. 

nn •- J dk 
Wk) Jn^l(k) 

TiÄTS (A-29) 

This Integral la tabulated In «oat standard Integral table handbooks of Beaael 

function Integrals. 
(A-30) 

 r(i4/3)   rC^'V^3*3) 
Inn, ' 214/3 r /-n+n* •»• 14/3 •*• 1\   r / n-n' •>• 14/3-t-n r /^rHl,-»-U/T •»• 3  \ 

for n.n'  + C 

where r(x) Is the gama function. 

The platon Integral I , aa Indicated In the text, needa apeclal attention. 

Let ua write 

oo ■J 
IJ^k)!2 dk 

(A-31) 

Equation (A-31) can be Integrated by ualag the Identity 

,p£i]2 . 1^%M, -Ik'r (A-32) 
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I 
with 

g(r) I     cos"1  (r/2)  - | J~L^ (|)2 r < 

= 0 

2 

> 2 

(A-33) 

Equation  (A-31)  then can be written as 

oo 

oo 2lT O" 

1      I'       .      ,  s JO   r       ..    , -8/3    -ikr cosS ^    J    rdrq(r)   j    dO  ^       dk A e 

o ok o 

(A-34) 

The k Integration is recognized as an Incomplete gamma  function so that 

(A-35) 

.-5/3+n 
^t, u-8/3    -lkr cos0       t4 o\5/3 J   dk k e ■   (Ir cos6) 

00 (-1) (ik r cose) 
r(-5/3) -    T    — 

n-0 (n - 5/3) n! 

The first term on the right of Equation (A-35) can be written as 

I4m  „„..A\5/3 r/ ^,^  27 ^3/    ox3 1 ,4/3-1 -irt cosO (ir cosö)   "(-5/3) =TQ 1 (r -osO) J t     e (A-36) 

Substituting Equations   (A-35)  and   (A-36)   into Equation   (A-34)   and performing 

the angular  integration yields 

oo 

1 A      t   ^]  ^    ^  -5/3     27V       1/3     5/3 -    j    rdrg(r)    T    ko -_    2 r 8     r(7/6)] 
5     r(5/6)J 

/   ^2£   / ,    x2Ä   ,1 2£-lv 
-5/3        ("1)    (rko)    (2 • • •^rr> 

2TT k      '       E - = 2)L 
0 ^ (21-5/3)   (2)1): (A-37) 
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The Integrals over r are easily expressed In terms of the beta function 

B(x,y) by aeane of 

(A-38) 

The result Is 

T - -L v -5/3 IMi rr(7/6) 
oo  20  o    * 4675 I r(5/6) ]■ othet terns    (A-39) 

The other terms In Equation (A-39) vanish when K Is zero, and the constant 
o 

Is 

3888 
4675 [m m2^m-] ■ ^ 
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ATPEFDIX B 

SIMULATION  STUDY   IMAGES 





48 in. 059  48 in. 060   48 In. 061 

32 in. 062  32 in. 063   32 in. 064 

16 in. 065  16 in. 066   16 in. 067 

Figure B-2. Polsson Noise with Various Diffraction- 
Limited Apertures (Set B) 
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48 in. 

 M t^* i i-~. • '** •  **r r * 

117  48 in. 118  48 in. 119 

32 in. 120  32 in. 121  32 in. 122 

16 in. 123  16 in. 124  16 in. 12b 

Figure B-3.  Gaussian Noise with Various Diffraction- 
Limited Apertures (Set H) 
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1 

071 049 050 

070 045 046 

069 041 042 

Figure B-4.     Short Time Exposure OTF and 
Polsson Noise   (Set C) 
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126 127 128 

129 130 131 

132 133 13A 

Figure B-5.  Short Time Exposure OTF and 
Gaussian Noise (Set 1) 
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098 097 096 

101 100 099 

10A 103 102 

Figure B-6.  Long Time Exposure OTF and 
Poisson Noise (Set F) 
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076 081 082 

073 079 080 

072 077 078 

Figure B-7.  Short Time Exposure OTF and Poisson Noise 
and Post-Processing (Exact) (Set D) 
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144 145 

147 

150 

146 

148 149 

151 15' 

Figure B-8.  Short Time Exposure OTF and Gaussian Noise 
and Post-Processing (Exact) (Set K) 
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IO; 106 105 

110 109 108 

Figure B-9.  Long Time Exposure OTF and Poisson Noise 
and Post-Processing (Exact) (Set G) 
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135 138 141 

136 139 142 

137 140 143 

Figure B-10.  Short Time Exposure OTF and Poisson Noiae and 
Post-Processing (Approximate) (Set J) 
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161 160 159 

155 154 155 

Figure B-ll Long Time Exposure OTF and Poisson Noise and 
Wiener Filter Restoration (SET L). 
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164 163 162 

158 157 

^ 

../V 
168 

Figure B-12 Long Time Exposure OTF and Poisson Noise and 
Geometric Mean Filter Restoration (SET M), 
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APPENDIX C 

SET BY SET SWWARY OF RESULTS 
OF FITTING SIMPLE MODEL TO SIMULATION 

STUDY IMAGES 
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»••        V'NDIP  PUO'»«**'       11:<»3:11        05/21/7b       ••» 

SFT   ^        UIFP   1 I,'   ♦   POISSÜ"   "OTSt 

J-HÄT    =   SlGo'iM INPUT   ftl.HHA   s      IdOO. 

^M«;   QU4L   EPDO^f    ;       <*.-) 

AVf A 'E   At »HA   = 6S*. 

•>O.OIJ. 

4S.0O. 

ort«; onsL 

IS.00. 

0.U 

•J.o lo.no 3n,no 10.00 40.00 50.00 60.00 
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•••        VAMOT?  PROGRAM        Ut^SiSb        05/21/75        ••• 

SET M       OlfF  Li 1  ♦   r,AU«;si«N NOISE 

P-H4T   «   S1G-&NI ;NPUT   AlPHA   m     3400. AVERAGE   A| PHA   >     2696. 

RMS   OHAL   ERO0H   a      3.4 

*.0.00 

4S.0Ü 

OBS  OliAL 

15.Ü0 

0.0 lo.no an.no 30.00 40.00 

PH QUAL 

50.00 60.00 
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«oo       vi"jn"  PoouHii-       ll:<»4:lb       0i/^l/75       ••• 

SFl   r        SHOWT   TL   OTF   ♦   POls^-OM   MOTSF 

B-H4T   =   SIG<*GMI IMPuT   AIV^A   =      I'HOO. 

4MS   QIUL   E5O0^   -      2.1 

«SO.On. 

AVF«Ai-t   Al PHA   =      3?«0. 

<»S.0Ö. 

OUS   OUAI 

IS.00 

O.'i 
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' 

• ••   WANDI? PfOfi«»«^   ll:*6:iv   05/21/75  ••• 

SET I   SHORT If   OTF ♦ G»U«;<:1»N NOIS* 

0-H4T « Slr,»RNl INPUT ALPHA 

PMS OUAL EQBOR «  2.0 

>  3400.    AVERAGE ALPHA ■  7550. 

AO.0Ü 

'S.ÜO 

ÜdS OUAL 

IS.00 

0.0     10.00    ?n.no 30*00    40.00 

OH   QUAL 

50.00     60.00 
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SFT   F        LO'jr,   TF   OTF    ♦   POp^riN   MÜlsf 

"-HAT   =   SI3<>3M1 lNpuT   A| pH4   =      |a00i AVFWA„E   ALpHA   , 

'»K«;   ODAL   E9O0W   r      3.S 

•.0.01 

4103. 

4S.01). 

DHS   OüäL 

1S.0Ü. 

O.d   . 

In. on "i.OO 30.00 *0.00 

P*   OUAL 

SO.00 60.00 
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• ••       VANOI?  PfeOfaHA-       li:**:l>l       05/21/75       ••• 

SET   D       SHORT   TE   01*    ♦   P.   .   •   »OST   PPOC   «tXACT) 

0-H*T   •  SIG--,NI INPUT   ALPM*   -      UOO. AVEBA^E   ALPHA  -     5189. 

QMS   QÜ*L  EOPOR   a      *.5 

AfatVt 

♦s.oo. 

UBS   QU«L        • 

IS.00 

0.') 

0.0 lU.OO »O.00 10.00 40.00 

Prf   QUAL 

bO.OÜ 60.00 
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•••   VANOT? PROGRAM   UtiTlO«   05/21/75   ••• 

SFT K   SHORT TE OTF ♦ G.M.  »POST PROC (EXACT) 

P-HAT = SIG»SNI INPUT ALPHA =  3*00. 

9M'. QUAL EPROP =  3,5 

•so.on. 

AVERAGE   ALPHA   »     9865. 

45.00. 

085   OUAL 

15.00. 

0.0 

0.0 10.00 ?o.no 30.00 40.00 50.00 60.00 

PH   ÜÜAL 
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•••   VANOI? PP06R«M   n:*S:3*  OS/21/75  ••• 

SFT 6   CONr, TE UTF ♦ t*,H,   ♦ POST PBOC «E»*Cf> 

P-H«T * iltM^I IMPUT ALPHA «  U00. 

mO.00 

AVERAUE   ALPHA   »     «082. 

45.01 

oas Oü«I. 

is.oo 

0.0 

* 

0.0 10.00 90.00 30.00 *0.00 SO.00 60.00 

P»t  GOAL 

107 

— ___.__-. 





■""^•■WWlPUBW'ilPPi^""»''-   " "  irw**^*rmmm ^mm9*~n   >.      ii«wiü^jpipn»«i^w-»--—""■' >.<■ .i.ii «L   Mim  .nm ■■n.n 

•••       VAN012  »ftOGft«*        ISlMiOO        06/1S/T»        ••• 
! 

«T L     XUNC» »NO acewcTAir ••€••< rn.Te«»co POISSON NOISC 

«MS   OU»L   EPPO«   ■     t.S 

60.00 

♦s.oo 

01S   Oi|«L 

IS.00 

0.0 

109 

          -   
IMJ 111«     IMIIMI 



■^•^WW^H(P^PP*W"^»^'^"»»«^^^»WW^I^*PI'^^"^»I»^W»^ ...■•.."-..      «mm VH^^rm^Bimm^* '""im imt> i       i 

APPENDIX D 

EYE TRANSFER FUNCTION 
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The eye modulation transfer function used in the full summary measure 
1 2 

model is «n analytical approximation of published data '  given by 

T  (k) = UJLJÜL 
eye 

1 + 0.025 k 

where k = spatial frequency (cy/mn) 

Figure D-l illustrates this function. 

2.0,- 

eye 

0.0 2.0        4.0        6.0 

SPATIAL FREQUENCY (cy/mn) 

8.0 10.0 

Figure D-l.  Eye Transfer Function 

1-0. Bryngdahl, Optika Acta, !£, Jan. 65 

2 - J.J. DePalma, E.M. Lowry, JOSA, 52, Mar. 62, p 328 
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APPENDIX  E 

ESTIMATIVE   FILTER   RESULTS 
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An important conslderaLion  is  the application of the 

Sununary  Image Quality   (SIQ)  model to generalised restoration 

filters.     In order to qualify the performance of the SIQ model 

two generalized filters were used to restore long time exposure 

images.     These two filters were the Wiener and Geomstric Mean 

filter. 

The Wiener filter is the best generalised filter in a 

1    This  filter takes the form: me am-square-error sense 

F(k) 
TJe(k) 

|Tle(k)|a  ♦ ♦n(k)/*e(k) 
E-l 

where 

4n(k)   is the estimate of the noise power spectrum 

♦n(k)   is  the estimate of the object power spectrum. 

The Geometric Mean filter is a geometrical mean between 

the inverse  filter and the Wiener filter.    This filter as sug- 

gested by Stockham,  Cole,2  and Cannor1  is,   in its general form: 

F(k) 
ns r 

T     (k) 
le 

T*   (k) 
le 

|Tle{k)|2  +  ♦n(k)/»8(k) 

1-& 
E-2 

lC.  W.  Helstroro,   "Image Restoration by the Method of Least 
Squares,"  JOSA,  Vol.   57,  No.   3,  pp 297-303,   (Mar 1967). 

2E.   R.   Cole,   "The Removal of Unknown Image Blurs by Homomorphic 
Filtering,"  Ph.  D.  Dissertation,   Dept.  of E. E.,  Univ.  of Utah, 
Salt Lake City,   (Jun  1973). 

,T.  M.   Cannor,   "Digital Image Deblurring by Nonlinear Homomor- 
phic Filtering," Ph.  D.  Dissertation,  Dept. of E.  E.,  Univ.  of 
Utah,  Salt Lake City,   (Aug  1974). 
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where  0 <S<1.     For the  Isotropie phase less  filter,   EI»H*  ^nd S=l/2r 

equation E-2   reduces  to: 

F(k)   = 
(k) 

*   (k)|T^(k)|2   +   *n(k) 

1/2 

E-3 

again   for  the   lonq  time exposure  case.     Figures E-l  and E-2  re- 

present various degrees of wavefront error and noise  variance 

for  the Wiener and Geometric Mean  cases  respectively. 

When  the data  from V and I experiments were  reduced, 

agreement of  the SIQ model  to observed image quality was within 

2.5  inches  standard deviation. 
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• •t.?6Mia       I 155 | | '54 [ | 153 | 

6.4.36**!'        | 167  | | 166 | | 165 | 

.0112 .025 .066 

Figure E-l SET L. Long Time Exposure Atmospheric OTF and Poisson 
Noise and Wiener Filter Restoration to Strehl 
Ratio ■ 0.8. 
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- 

€ «1.20 rod 

6=2.74 rod 

6=436 rod 

• H   H   H 

■ OE]   S   0 
• 03   S   H 

(Tr  ■        0112 .025 .054 

Figure E-2 SET M.  Long Time Exposure Atmospheric OTF and Poisson 
Noise and Geometric Mean Filter Restoration Strehl 
Ratio ■ 0.8. 
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GLOSSARY 

c 

C(r) 

DQRF 

0 mse 
D 
o 

D(r) 

max 

F 

a 
F 

Fe00 

f 

Kr) 

J1(2TTRk) 

k 

k 

k 
nyq 

Ä(x) 

m 

m 
opt 
M 

"D 

photoelectrons per pixel per unit reflectivity 

coefficient of nth Zemike polynomial 

dimenaionleas scale factor 

two-dimensional autocorrelation function of wavefront 

dimenaionleas quality reduction factor 

mean square error Image quality criterion 

aperture diameter   (inches or meters) 

phase structure function 

edge response 

maximum value of filter function 

focal length   (meters) 

approximate transfer function restoration filter 

fidelity criterion 

exact transfer function restoration filter 

relative fidelity criterion 

Image 

Bessel function 

(k .k ), two-dimensional spatial frequency (cycles/millimeter) 
x y 

normalized spatial frequency 

Nyquist frequency 

line spread function 

viewing magnification 

optimum viewing magnification 

pre-noise image modulation factor 

post-noise image modulation factor 
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GLOSSARY (Continued) 

n(x) 

NI 
N(k) 

NKE 

o(r) 

- noise random variable 

■ additive Gaussian noise standard deviation Increase factor 

■ noise power spectral density 

■ normalized relative energy 

= object 

P 

q 

Jioc 

R 

point spread function 

image quality   (inches) 

image-object correlation criterion 

image quality for no noise 

(u,v) two-dimensional coordinate on aperture plane  (meters) 

coherence length 

reflectivity of satellite 

aperture radius   (inches) 

Tn(k) 

Td£(k) 

Teye(k) 

Tis 
Tka(k> 

Vk) 

To(k) 

Tse(k> 

Us(x) 

W^(k) 

S = Strehl ratio 

■ relative image sharpness 
x exposure time 

■ display transfer function 

- desired diffraction-limited transfer function 

- eye modulation transfer function 

■ Image sharpness criterion 

= known degrading transfer function 

■ long time exposure atmospheric transfer function 

■ diffraction-limited transfer function 

■ short time exposure atmospheric transfer function 

- value of sampled image point (pixel)  (photoelectrons) 

2      7 
- power spectrum of atmospheric turbulence (rad /(cy/m) ) 
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GLOSSARY (Continued) 

Z (u,v) - nth Zernlke polynomial 
n 

a - noise scaling factor 

s 

X 

B    -    filter parameter 

2 
e    -    mean square wavefront error      (radian ) 

T\    -    fidelity criterion parameter 

- pixel angular subtense      (radians) 

- wavelength (micrometers) 

- image noise      (photoelectrons) 

- image noise      (reflectivity) 

■ average image noise 

- wav?front phase      (radians) 

■ object power spectrum 

- Nyquist angular ssmpling rate      (samples/radian) 

♦ (r) 
♦ 00 

a. 
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