e B

CRTE T i L el o At il RO | mer TN e avee

SATELLITE IMAGE QUALITY SIMULATION STUDY
Bruce M. Boyce, et al

Perkin-Elmer Corporation

N— —_ -

AD-AQ17 612

Prepared for:

Defense Advanced Research Projects Agency
Rome Air Development Center

August 1975

DISTRIBUTED BY:

U. S. DEPARTMENT

National Technical Information Service

OF COMMERCE

J

R —




332069 ;

RADC-TR-75-214
Final Technical Report
August 1975

SATELLITE IMAGE QUALITY SIMULATION STUDY

The Perkin-Elmer Corporation

Sponsored by
Defense Ad7anced Research Projects Agency
ARPA Order No. 2646

™ [) C
— = e

Approved for public release; \Ug i 25 Bl ]
distribution unlimited. \
‘YEDLEAIW -

The views and conclusions contained in this document are those of the
authors and should not be interpreted as necessarily representing the
official policies, either expressed or implied, of the Defense
Advanced Research Projects Agency or the U. S. Government.

Rome Air Development Center
Air Force Systems Command
Criffiss Air Force Base, New York 13441

Reproduced by

NATIONAL TECHNICAL
INFORMATION SERVICE

U § Department of Commerce
' I va 2?15




This report has been reviewed by the RADC Information Office (0I) and
is releasable to the National Technical Information Service (NTIS). At NTIS
it will be releasable to the general public including foreign natioms.

This report has been reviewed and is approved for publication.

APPROVED: Eiﬂugxxmél<jéek\o£2hh

EDWARD C. MAHEN, Jr.
‘ CAPT, USAF
| Project Engineer

Do not return this copy. Retain or destroy.




IR, S e s - - ™

SATELLITE IMAGE QUALITY SIMULATION STUDY

Bruce M. Boyce
Bob J. Knoll

Contractor: The Perkin-Elmer Corporation
Contract Number: F30602-74-C-0209
Effective Date of Contract: 1 April 1974
Contract Expiration Date: 31 March 1975
Amount of Contract: $50,000.00

Program Code Number: 5E20

Period of work covered: Apr 74 - Mar 75

Principal Investigator: Bruce M. Boyce
Phone: 203 762-6879

Project Engineer: Capt Edward C. Mahen, Jr.
Phone: 315 330-3145

Aoproved for public release;
distribution unlimited.

This research was supported by the Defense
Advanced Research Projects Agency of the
Department of Defense and was monitored by
Capt Edward C. Mahen, Jr., RADC (OCSE),
Griffiss AFB NY 13441,

Rl e L s L T L




TR

LINCLASSIFIED

SECURITY CLASSIFICATION OF THIS PAGE (When Dste Eniered)

REPORT DOCUMENTATION PAGE ety s ETTRICTIONS _
1. REPORT NUMBER 2. GOVT ACCESSION NOJ 3. RECIPIENT'S CATALOG NUMBER
RADC-TR~75-214
4. TITLE (and Subtitfe) 5. TYPE OF RE®ORT & PERIOD COVERED
Final Technical Report
SATELLITE IMAGE QUALITY SIMULATION STUDY April 1974 - March 1975
6. PERFORMING ORG. REPORT NUMBER
12471
7. AUTHOR(s) 8. CONTRACT OR GRANT NUMBER(s)
Bruce M. Boyce
Bob J. Knoll ] F30602-74-C-0209
9. PERFORMING ORGANIZATION NAME AND ADDRESS 10. ::ggR.Aon.LKE'GsINTT.NPUR"OaJEES;, T ASK
The Perkin-Elmer Corporation
Norwalk CT 06856 62301E
26460404
1. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE
Defense Advanced Research Projects Agency August 1975
1400 Wilson Blvd 13. NUMBER OF PAGES
Arlington VA 22209 Qf
t4. MONITORING AGENCY NAME & ADDRESS(/f different from Controfting Office) 1S. SECURITY CLASS. (of this report)
Rome Air Development Center (OCSE)
Griffiss AFB NY 13441 UNCLASSIFIED
1Se. DECLASSIFICATION DOWNGRADING
SCHEDULE
N/A

16. DISTRIBUTION STATEMENT (of this Report)

Approv.d for public release; distribution unlimited.

17. DISTRIBUTION STATEMENT (of the ebetrect entered In Block 20, {f different from Report)

Same

18. SUPPLZMENTARY NOTES
RADC Project Engineer:
Capt Edward C. Mahen, Jr.

19 KEY WORDS (Continue nn reverse aide i/ neceesary and identily by block number)
Image Processing

Atmospheric Simulation

Image Analysis

20. ABSTRACT (Continue on reverse side If necessery and identily by block number)

The purpose of the Satellite Image Quality Simulation was to develop a
quantitiative model for the relationship between the subjective ~uality of
images o; satellites obtained thiough a turbulent atmosphere from large ground
based telescopes, and quantitative measures of the optical transfer func.iion
and nolse characteristics of the image formation process. To determine this
relationship, a series of images of satellites was generated in the study, in
which the effects of various OTF and noise degradations were simulated. The

(Cont'd)

DD ‘52:“.',, 1473 Eoition OF 1 NOV 65 15 OBSOLETE * UNCLASSIFIED

SECURITY CLASSIFICATION OF THIS PAGE (When Dete Entered)




UNCLASSIFIED

SECURITY CLASSIFICATION OF THIS PAGE(When Date Entered)

images were viewed by a group of human observers, who w.re asked to estimate
the subjective quality of the images, relative to a set of reference images of
the same satellite having known resolution characteristics. The results of
these viewing and interpretation experiments were then compared to the
predictions of several image quality models; one model was found to produce a
very good fit to the observed data.

e

/ UNCLASSIFIED
SECURITY CLASSIFICATION OF THIS PAGE(When Data Entered)




TABLE OF CONTENTS

Section Title Page

I INTRODUCTION
1.1 Purpose
1.2 Summary of Experiments 2
11 IMAGE SIMULATION 5
2.1 1Image Generation 5
2.2 Optical Transfer Function Simulation 6
2.3 Noise Simulation 22
2.4 Post-Detection Compensatlon Simulation 30
II1 VIEWING AND INTERPRETATION EXPERIMENTS 39
3.1 Viewing and Interpretation Experiment Design 39
3.2 Description of Results of the V and I Experiments 40
Iv ANALYSIS OF RESULTS 48
4.1  .age Quality Criteria 48
4.2 Experimental Data Fit to Simple Summary 53
Measure Model
4.3 Experimental Fit to Complete Summary 58
Measure Model
4.4 Use of Model for System Performance Analysis 66
v CONCLUSTONS, RECOMMENDATIONS AND SUMMARY 68
5.1 Conclusions Concerning Fit to Simple Model 68
5.2 Conclusions Concerning Fit to Complete Model 68
5.3 Recommendations 69
5.4 Summary 69
REFERENCES 70
Appendices a
A Random Wavefront Generation Using Zernike Polynomials 71
B Simulation Study Images 86
(o Set by Set Summary of Results of Fittiag Simple Mudel 99
to Simulation Study Images
D Eye Transfer Function 110
E Estimative Filter Results 112
GLOSSARY 117

iii




o — s i e 1P

12

13

14

15

16

17

18

19
20

21
22

LIST OF ILLUSTRATIONS

Title

Summary of Experiments
Long Time Exposure and Short Time Exposure OTF's
Reference Set Image and OTF Examples

Optical Transfer Functions Generated From Random
Wavefronts

Short Time Exposure Images and OTF Examples

Wavefront Autocorrelation Functions and Phaue
Structure Functions

Long Time Exposure Transfer Functions
Long Time Exposure Image and OTF Examples
Noise Simulation Examples

Sot B. Poisson Noise for Various Diffraction-Limited
Apertures

Set H. Gzussian Noise for Various Diffraction-Limited
Apertures

Set C. Short Time Exposure Atmospheric OTF and
Poisson Noise

Set I. Short Time Exposure Atmospheric OTF and
Gaussian Noise

Set F. Long Time Exposure MIF and Poisson Noise
Short Time Exposure OTF and Post-Processing (Exact)

Set D. Short Time Exposure Atmospheric OTF and Poisson
Noise and Post-Processing Restoration to Strehl
Ratio = 0.8

Set K. Short Time Exposure Atmospheric OTF and Gaussian
Noise and Post-Processing to Strehl Ratio = 0.80

Set G. long Time Exposure MIF and Poisson Noise and
Post-Processing Restoration to Strehl Ratio = 0.8

Short Time Exposure OTF and Post-Processing

Set J. Short Time Exposure Atmospheric OTF and Poisson
Noise and Post-Processing Using Korff Model

Viewing and Interpretation Experiment

Cumulative Probability Distributions of Quality
Estimates for Three Typical Images

et } B

Page

O o &~

15

17
19

20
21
24
25

26

27

28

29
32
33

35

37
38

41
42




Figure

23
24
25
26
27
28
29

LIST OF ILLUSTRATIONS (Continued)

Title

Noiseless Images Fit to Simple Model
Poisson Noise Images Fit to Simple Model
Gaussian Image Fit to Simple Model
Noiseless Images Fit to Full Model
Gaussian Noise Images Fit to Full Model
Poisson Noise Images Fit to Full Model

Isoquality Contours for an Object of Arbitracy
Brightness

Page

55
56
57
60
64
65
67




SECTION I

INTRODUCTION

This document represeuts the final report of the Satellite Image Quality
Simulation Study, performed for Rome Air Development Center under Contract
No. F30602-74-C-0209.

1.1 PURPOSE

The purpose of the study was to develop a quantitative model for the re-
lationship between the quality of images of satellites, obtained through a
turbulent atmosphere from large ground-bascd telescopes, as perceived by human
observers, and quantitative measures of thea optical transfer function (OTF)

and noise characteristics of the image formation process. To determine this

relationship, a series of images of satellitezs was generated in which the
' effects of various OTF and noise degradations were simulated. These simula-
tions were produced by first digitizing a high-resolution undergraded photo-
graph of a satellite, simulating noise and OTF degradations in a digital

playback device.

:
; computer, and then reconstructing the degraded images on a high-quality image
The images were then viewed by a group of human observers, who were

? asked to compare the degraded satellite images, one at a time, to a set of
reference images of the same satellite having known resolution characteris-
tics; after each simulated image was viewed by the group of observers, the
relative quality of that image (relative to the reference set) was statis-
tically determined by computing the average quality estimate from all ob-

servations.

The reference set consisted of a series of images in which the diffrac-
tion effects of various aperture diameters ranging from 60 inches to 4 inches
were simulated. The observed quality of the simulations, as determined by
the observers, is expressed in terms of the equivalent aperture diameter of

the member of the reference set to which the observed image was equated.

T EE—————————




The results of these viewing and interpretation (V and I) experiments
were then compared to the predictions of several image quality models, and

the model that produced the best fit to the observed data was selected.

1.2 SUMMARY OF EXPERIMENTS

The main goal of the program was to generate images for the purpose of
fitting the results to a model, and not to simulate the output of any specific
hardware system; therefore, the images were generated with & wide range of
noise and OTF degradations, solely to provide as large a basec of images as
possible. However, the ultimate goal of the Teal Blue Program was kept in
mind - i.e., the fabrication of a Compensated Imaging System in which both
pre-compensation of the wavefront is performed before the images are recorded,

and post-compensation is performed on the images after they are recorded.

With this operational concept in mind, the noise mechanisms and the OTF
degradations selected for the simulations were designedl to be the generic
types of degradations that a compensated imaging systenm wight suffer. For the
noise mechanism, both multiplicative noise and additive noise were simulated;
for che OTF Jdegradations, two types of transfer functions were generated, one
for short time exposure conditions, the other for long tine exposure condi-
tions. The relative strengths of the noise and the OTF degradations were
varied, and the operation of two types of post-processing restoration opera-
tions were also included in the simulations. The first type of restoration
filter that was simulated assumed complete knowledge of the degrading atmos-
pheric OTF; for the case of short time exposure conditions, this represents
a situation that is probably unachievable in the real world, but it is useful
in placing an upper bound on the ability of post-compensation to perform its
function, in addition to providing images against which various image quality

models can be matched.

The second type of post-compensation processing that was simulated was
the use of a post-ccmpensation operator that represents only partial know-
ledge of the degradation transfer function; this filter was derived on only
a statistical knowledge of the degrading OTF, and assumed that the degrading

OTF was a smooth transfer function with no phase component. Thus, the post-




compensated images produced by this filter contained the effect. of uncor-

rected modulus and phase errors in the OTF.

Figure 1 illustrates the various combinations cf the degradations men-
tioned above that were used to generate the simulations; Table 1 lists the
number of images generated during the study. A total of 121 images were

generated and used in the study.

TABLE 1. SUMMARY OF EXPERIMENTS

No. of
Set Experiment Images
A Various Diffraction-Limited Apertures 15
B Diffraction-Limited Apertures and Poisson Noise 12
H Diffraction-Limited Apertures and Gaussian Noise 12
C Short Time Exposure OTF and Poisson Noise 24
1 Short Time Exposure OTF and Gaussian Noise 9
D Short Time Exposure OIF and Poisson Ncise and Post- 9
Processing (Exact)
! K Short Time Exposure OTF and Gaussian Noise and Post- 9
!' Processing (Exact)
¢
V. J Short Time Exposure OTF and Poisson Noise and Post- 9
: Processing (Partial)
;
v F Long Time Exposure OTF and Poisson Noise 16
] G Long Time Exposure OTF and Poisson Noise and Post- 6

Processing (Exact)




DIFFRACTION SHORT TIME LONG TIME
LIMITED EXPOSURE EXPOSURE
APERTURES OTF OTF
-
H C 1 F 4
POISSON GAUSSIAN POISSON GAUSSIAN POISSON
NOISE NOISE NOISE NOISE NOISE
J
1 Y
EXACT APPROXIMATE EXACT EXACT
POST- POST- POST- POST-
PROCESSING PROCESSING PROCESSING PROCESSING
Figure Summary of Experiments




SECTION II

IMAGE SIMULATION

In this sec.ion, the operations performed in the generation of the images

used to perform the viewing and interpretation experiments will be discussed.

2.1 IMAGE GENERATION

The source of all of the images generated during the study was a photo-
graph of a model of the P72-2 satellite that was taken in a solar simulator;
the model was produced by Rockwell International Corporation, under Contract

No. F30602-74-C-011..

The original negative of the satellite model was used to produce a large-
format positive transparency suitable for scanning on Perkin-Elmer's Line Scan

Image Generator (LSIG), which was used to digitize the image.

2.1.1 Scanning Parameters

The positive transparency was scanned at a spatial rate that corresponded
to the sampling of a 6.5-arc-second satellite at the Nyquist rate for a 60-
inch (1.524 meter) telescope operating at a wavelength of 0.5 micrometer. The

Nyquist angular sampling frequency Qs is given by

Q =

= %? (samples/radian) (1)

which corresponds to an angular subtense for each image picture element

(pixel) of

_1 A .
Gs Qs =25 (radians/sample) (2)
For the parameters listed above, each pixel subtends 1.64 x 10.'7 radians, or
0.034 arc-second. For a 6.5-arc-second object, this corresponds to a total
number of 191 pixels across the large dimension of the object. As a result,

all of the simulations generated for the study consisted of 256x 256 images.
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2.1.2 Intensity Linearization of the Digitized Image

Because of the various nonlinear properties of the two film steps (the
exposure and development of the original negative and the positive transpar-
ency) and the digitization operation, it was necessary to linearize the digi-
tized information so that the digital values of the sampled image were related
in a linear fashion to the original reflectivity of the object itself. For-
tunately, the original negative contained an image of a reflective target
consisting of 16 chips of known reflectivities. By carrying the image of the
test chips through all of the steps (film and digitization), it was a simple
matter to determine the net nonlinearity of the combination of the film and
digitization operations, and correct for these nonlinearities by digitally
implementing a look-up table in the computer that effectively removed the
nonlinearities. The same operation was also used to optimally scale the
range of digital values so that the output images would use the full availa-
ble dynamic range of the photographic material used to produce the images

that were subsequently used for the viewing and interpretation experiments.

To further assure consistent quality for the images to be used in the
experiments, a digital step tablet was played back with each of the images
generated. This digital step tablet was used by the photo technician as a
standard to determine the optimum exposure for each of the negatives produced
on the LSIG in the image playback mode. Thus, the problem of inconsistent
photographic processing introducing errors into the experiments was reduced

to a minimum.

2.2 OPTICAL TRANSFER FUNCTION SIMULATION

For the study, images formed through three types of optical transfer
functions were generated; diffraction-limited apertures of various diameters,
short time exposure transfer functions, and long time exposure transfer func-
tions. The purpose of simulatiung the latter two types of transfer functions
stems from the desire to simulate different types of transfer functions for
the purpose of testing imige quality models over widely differing conditions.
These two types most likeiy represent extremes in the kinds of transfer func-

tions to be encountered by a Compensated Imaging System.
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Short time e.posure images are characterized by the condition that the
exposure time for the image is short with respect to the velocity of propaga-
tion of the turbulence across the aperture of the system. For this case, the
turbulence is essentially "frozen" during the exposure time, and the result-
ing complex optical transfer function will in general have a significant phase
component, and the modulus will be a non-monotonic function of spatial fre-

quency and will have significant irregularities.

If, on the other hand, the exposure time is long enough to permit a sig-
nificant amount of averaging of the atmospheric turbulence, then the result-
ant optical transfer function will have a small phase component, and the
modulus of the transfer function will be a smooth monotonically decreasing
function, with a lower value for the modulus at all frequencies because of

the averaging process.

A comparison of these two cases for the condition in which there is a
significant amount of wavefront error reveals that the short time exposure
image is harder to process from the standpoint of restoration, since know-
ledge of the shape of the complex OTF at the instant that the image was ob-
tained is needed. On the other hand, the long time exposure image presents
a simpler restoration problem, as it will require only a relatively smooth,
real (non-complex) frequency domain filter whose shape can be predicted sta-
tistically. Figure 2 contains examplecs of these two types of transfer func-
tions, for two levels of mean square wavefront error. Both of the top trans-
fer functions have Strehl ratios of 0.03, while both bottom transfer functions
have Strehl ratios of 0.3. These transfer functions, whose derivations are
discussed in the following paragraphs, illustrate the differences between the
two types of transfer functioms. It should also be noted that the distinction

becomes less distinct as the overall system quality improves.

2.2.1 Reference Set Generation

The reference set was generated using a fast Fourier transform (FFT) al-
gorithm, for the series of 15 aperture diameters listed in Table 2. Three of
the images and optical transfer functions are shown in Figure 3 and nine of
the corresponding images are shown in Figure B-1 in Appendix B. For the im-

ages in Figure B-1 and all subsequent figures showing images, the three-digit
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number below the right-hand corner of each image is a frame number for the
image, and i1s used to reference that image in all figures and tables contained
in this report. In addition, all OTF plots shown in this report have the same

scale, and have as the maximum frequency displayed the cutoff frequency of a

60-inch aperture.

TABLE 2. REFERENCE SET APERTURE DIAMETERS

Aperture Aperture
Diameter Diameter
Image Number (Inches) (Meters)

015 60 1.52
018 54 1.37
019 48 1.22

020 42 1.07
021 36 0.91
022 32 0.81
023 28 0.71
024 24 0.61
025 20 0.51

026 16 0.41

027 12 0.30
028 10 0.25
029 8 0.20

030 6 0.15
031 4 0.10

In the generation of the reference set and all other images, one addi-
tional operation was performed to compensate for the specifics of sampling,
filtering, and reconstructing operation. This operation was a reading and
writing spot transfer function compensation, in which the Fourier transform
of the sampled image was divided by the transform of the combination of the
reading and writing spots used to sample and reconstruct the images. For the
object images, this reading and writing spot transfer function compensation
effectively eliminates the reading and writing spots as sources of modulation

transfer function (MIF) degradation.
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2.2.2 Generation of Short Time Exposure Images

For the generation of the short time exposure rransfer functions, ran-
dom wavefronts were generated whnse phase amplitude variations exhibited

Kolmogoroff statistics, given by a power spectrum of the form

5/3  -11/3

W, (k) = 0.023r°- [radian92/(cycle/meter)zl (3)

¢

where

k = 4k 2 + k 2
X y

r, = coherence length of the atmosphere

These wavefronts were then Fourier transformed, to obtain the optical

transfer functions (OTF) that were subsequently used to generate the images.

An alternative description of a wavefront exhibiting Kolmogoroff statis-
tics is found by specifying the phase structure function, defined as

D(r) = <I¢(r' +r) - ¢(r’)I2> %)
where

¢(r') = phase of wavefront at point r'

2]
"

spatial separation between two points in wavefront

i

This wave structure function can be written for the case of Kolmogoroff tur-

"1 5/3
D(r) = 6.88<;—> (5)

-

bulence as

(o]

where r, describes the strength of the atmospheric turbulence. Typical values
of the coherence length for typical seeing conditions are in the range of 4

inches (10 centimeters).

11




2.2.2.1 Wavefront Simulation = There are several methods available for the

simulation of wavefronts having phase perturbations exhibiting Kolmogoroff
statistics: the method of generating the wavefronts used in this study in-

volves describing the wavefront as a Zernike polynomial expansion given by

¢(U,V) = I Anzn(uvv) (6)
n=1
where
¢ (u,v) = wavefront perturbation (waves)

Zn(u,v) = nth orthonormal Zernike polynomial

An = coefficient of nth Zernike polynomial

Note that any given wavefront is described by the set {An} and that for

<An> = 0.0 (7

2
and the value of the mean square quantity, <?\1:>' can be computed from the

Kolmogoroff turbulence,

Kolmogoroff power spectrum and the Fourier transforms of the Zernike poly-

nomials.

Wavefront simulation was performed by using a random number generator to
select a set of coefficients {An}, whose mean and variance satisfy the condi-
tions stated above. The advantage of this method over the generation of a
wavefront by Fourier series representation lies in the fact that each of the
terms in the expansion is explicitly accounted for; there are no errors iun
the generation of the low spatial frequency terms (low order errors, such as
wavefront tilt) resulting from finite sampling in the frequency domain. Ap-

pendix A contains a detailed discussion of this wavefront generation method.

Table 3, below, lists expected values of rms wavefront error for various
values of coherence length L for two cases of interest - short and long
time exposures. Note that the long time exposure case includes the wavefront
error due to the tilt component, while the short time exposure case does not.
(In the case of a short time exposure, tilt causes only a displacement of the

object, which does not degrade its quality.)

12
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TABLE 3. WAVEFRONT ERRORS FOR 60-INCH APERTURE

ro Wavefront Error

Coherence | Short Time Exposure Long Time Pxposure

Length Mean Square Mean Square

(Meters) Error (Radz) rms Waves Error (Radz) rms Waves
1.50 0.13 0.057 1.00 0.16
0.80 0.39 0.099 3.00 0.28
0.40 1.25 0.180 9.61 0.49
0.25 2.74 0.260 21.06 0.73
0.15 6.42 0.40 49.42 1.12
0.10 12.67 0.57 97.39 1.57

2
2.2.2.2 Optical Transfer Function Generation - Both Friedl and Hufnagel

predict that the expected value of the short time exposure transfer function

Tse(k) for viewing through a turbulent medium exhibiting Kolmogoroff statis-

5/3 1/3
a4 (ﬂ) [1 (ﬂ) ]
r D°

tics is given by

(8)

where

< >= denotes an ensemble average
To(k) = diffraction-limited transfer function
A = wavelength
F = focal length
D = aperture diameter

r = coherence diameter

1D.L. Fried, "Optical Resolution Through a Randomly Inhomogeneous Medium

for Very Long and Very Short Exposures', J. Opt. Soc. Amer., Vol. 56,
No. 11, 1372 (1966).

R.E. Hufnagel, "On the Mean Short-Term Blur", Woods Hole Summer Study on
Restoration of Atmospherically Degraded Images, Vol. 2, Appendix 4 (July
1966).

2




sure OTF, since the process of performing the ensemble average involves find-
ing the average magnitude <f(ki> of a complex quantity (the OTF) whose phase
angle is essentially a random quantity; thus, although the MIF may have a sig-

nificant average value independent of the phase, the inclusion of the phase
portion of the OTF in the averaging process performed in computing <?se(ki> 1

. However, this MIF is not descriptive of the OTF of a single short time expo-
will cause the function to drop to zero rapidly.
4

3
: Korff~ has predicted the expected value of the square of the absolute

value of the short time exposure transfer function as

T (;) D k 4
u <|'1‘ (k)|2> -——— lo.35+ °'27§/3 for == »1 (9 |
= (® /r ) (n k) )
| oo ul 4
: -
1 Qo i

where k = normalized spatial frequency

-

Since this quantity is computed by ignoring the phase portion of the OTF,
: ' it is this quantity that should correspond to the average modulus of simulated
i OTF's generated from random wavefronts exhibiting Kolmogoroff statistics.

To check the assumption stated above, a series of random wavefronts was
] generated for an T of 13 centimeters, and used to generate a series of opta-

cal transfer functions. Figure 4 illustrates values of the various generated

OTF's, along with an evaluation of the Korff expression for the average short

time exposure MIF. As shown, the agreemen. is quite good. This model will

W T

be used later for the purpose of deriving post-processing filters based on

only a statistical estimate of the degrading transfer function.

2.2.3 Image Generation

L

Using the software described in Appendix A, a series of images containing

the simulated effects of various amounts of atmospheric turbulence was gen-

erated for the five values of r° listed in Table 4. Some of these transfer |

3D. Korff, "Analysis of a Method for Obtaining Near-Diffraction Limited In-
formation in the Presence of Atmospheric Turbulence", J. Opt. Soc. Amer.,
Vol. 63, No. 8, 971 (1973).

14
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transfer functions are shown in Figure 5. Paragraph 2.3 contains a discussion
of the production of noisy images, in which various amounts of both Poisson

and Gaussian noise are added to these atmospherically degraded images.
TABLE 4. SUMMARY OF NOISELESS SHORT TIME EXPOSURL IMAGES

& Mean Square

Image o Wavefront Strehl
Number (Meters) Error gRadZZ Ratio
015 © 0.00 1.0000
052 0.80 0.39 0.6900
048 0.40 1.25 0.3400
044 0.25 2.74 0.1300
040 0.15 6.43 0.0320
036 0.10 12,67 0.0044

2.2.4 Generation of Long Time Exposure Images

E
i
ii

? For the generation of long time exposure images, the assumption will be

made that the images will be obtained through a pre-compensation system in

_ which a significant amount of wavefront correction is performed before the
image is recorded, with the emphasis on the removal of the low spatial fre-
quency wavefront errors.

Huinagel and others have shown that the expected value of the long time
exposure MIF, for no wavefront correction, is given by:
: -[C(0) - C(AFK)] .
<fr£e(ki> To(k)e (10)
where C(AFk) = C(r) and is the two-dimensional autocorrelation function of
the wavefront deformations, in units of radiansz. The phase structure func-

tion, D¢(r), is given as

2
0,0 = {lotx + £ - 6|y (1)

16
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Figure 5. Short Time Exposure Images and OTF Examples
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Expanding Equation (11) yields

D¢(r) = 2[{c(0) - Cc(n)] (12)
Equation (10) becomes, upon substitution of Equations (5) and (12)
-3.44 <9rﬂl>5/ 3
<Tze (k)> = T_(k)e ° (13)

For the case where a significant amount of wavefront correction has been per-
formed such that the low spatial frequency components of the wavefront have
been reduced, the autocorrelation function of the wavefront will have a lower
value at AFk = 0, and will drop faster, resulting in a phase structure func-
tion that levels off at large values of AFk {see Figure 6). For this case,

the long time transfer function becomes approximately

-1/2D (AFk) -C(0)

<:T2e(ki> = To(k)c (14)

where C(o) is the mean square uncorrected wavefront error.

= To(k)e

Figure 7 illustrates a family of four long time exposure transfer func-
tions, computed from Equation (14) for which an approximate shape was assumed
for the spatial frequency region near the origin; Table 5 lists the noise-
less images generated from these transfer functions; and Figure 8 illustrates

three of the noiseless long time exposure images.

TABLE 5. SUMMARY OF LONG TIME EXPOSURE IMAGES

Image Mean Square 2 Strehl

Number Wavefront Error (Rad l Ratio

089 0.39 0.838

! 090 1.20 0.391
091 2.74 0.109

092 4.36 0.031

18

O Bl pu -



* No Wavefront Correction
WAVEFRONT
AUTOCCRRELATION
FU?ETION Low Spatial Frequency
(\Fk) /—- Wavefront Correction

No Wavefront
Correction

PHASE
STRUCTURE
FUNCTION
Dq(\Fk)

Low Spatial
Frequency
Wavefront Correction

Low Spatial Frequency
Wavefront Correction

e-l/zoa(\Fk)

No Wavefront Correction
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Figure 6., Wavefront Autocorrelation Functions
| and Phase Structure Functions
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Note that a direct comparison of short and long *ime exposure images reveals
that the short time exposure images differ from the long time exposure images
by having much more fine structure visible, because of the generally higher

nodulus values and the presence of substantial phase in the OTF.

2.3 NOISE SIMULATION

The secend important image quality degrading feature of the Compensated
Imaging System to be simulated is image noise. There are two basic types of
image noise that the Compensated Imaging System may be subject to - signal-
dependent (shot) noise arising from the statistics of photon arrival rates,
and additive noilse. Both of these noise mechanisms have beer simulated in

the study, as described below.

2.3.1 Poisson (Shot) Noilse Simulation

In the image recording process, an image sampling operation is per-
formed, resulting in a sampled image consisting of a series of digital num-
bers representing the number of photoelectrons collected from each image
picture element (pixel) during an exposure (photoelectron integration time).
The value of that sampled image data point may be written in terms of the
reflectivity of the object and a photometric constant that lumps together
all of the optical efficiency, collecting aperture, and object irradiance

factors.

Us (x) = Ars (%) (photoelectrons) (15)

where

Us(x) = value of sampled image (photoelectrons)
A = photoelectrons per pixel per unit object reflectivity

rs(x) = object reflectivity

The rms shot noise on(x) resulting from the signal described in Equation

(15) can be written as

Un(x) = ‘,US(x) n(x) (photoelectrons) (16)
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where n(x) is a random variable exhibiting Poisson statistics, for which
<n(x)> = 0.0 (17a)
<|n(x)|z> = 1.0 (17b)

We may now express the rms noise in equivalent reflectivity units by using
the constant A

g (x) r (x

o‘r (x) = nA = 8A n{x) (reflectivity) (18)

Taking an average over the entire satellite yields

o T
g = T

2 (reflectivity) (19)

For the simulation of Poisson noise, Equation (18) was used in conjunc-
tion with an algorithm that permits rapid generation of values of the Poisson
random variable defined by n(x).a Values of A used ranged from 16 photoelec-
trons per pixel per unit reflectivity to 2000 photoelectrons per unit reflec-
tivity. This range of values of A resulted in a range of average rms reflec-
tivity values from 0.0112 reflectivity unit to 0.125 reflectivity unit, based

on an average reflectivity of 25 percent. 3

2.3.2 Poisson and Gaussian Noise Image Generation

Pive sets of noisy images were generated for the study, as summarized in
Figure 1. The first two sets (B and H), consisting of noise images obtained
through diffraction-limited apertures of 60-, 48-, 32-, and 16-inch diameters,
were generated to provide images against which various image quality models
could be measured. The other three sets vere generated to provide the type
of noisy imagery that a Compensated Imaging System might be expected to pro-
duce, for the case of pre-compensation only (the case of post-compensation

is discussed in paragraph 2.4). See Figure 9 for example.

Figures 10 through 14 illustrate the selection of the OTF and noise

parameters for each of the simulations; the three-digit numbers in each of
the rectangles refers to the frame number of that specific simulation.

‘R.E. Hufnagel and E.L. Kerr, "A Simple Algorithm for Fast Real-Time
Generation of Pseudorandom Poisson Integers with Rapidly Varying Means",
Proc. IEEE, Vol. 57, No. 11, 2088 (1969)
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60 INCHES 033 035 034
48 INCHES 059 360 061
32 INCHES 062 063 064
16 INCHES 065 066 067

a = 400 80 16
o = 0.025 0.056 0.125
;

Figure 10. Set B. Poisson Noise for Various Diffraction-Limited Apertures
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48 INCHES 117 114 119

l 60 INCHES 114 115 116

: 32 INCHES 120 121 122

16 INCHES 123 124 125
a = 400 80 16
0r = 0.025 0.056 0.125

. Figure 11. Set H. Gaussian Noise for Various
i Diffraction-Limited Apertures
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a = m 2000 400 80 16

o = 0.0 0.0112 0.025 0.056 0.125

;. Figure 12. Set C. Short Time Exposure Atmospheric
OTF and Poisson Noise
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Figure 13. Set I. Short Time Exposure Atmospheric
OTF and Gaussian Noise
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Figure 14, Set F. Long Time Exposure MIF and Poisson Noise
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Appendix B contains nine sample images from each of the five sets summarized
in Figures 10 through 14.

2.4 POST-DETECTION COMPENSATION SIMULATION

One of the basic features or the Compensated Imaging System concept is
the use of post-detection image processing to perform additional image res-
toration, after the pre-detection compensation adaptive optics has done as
much as possible to correct the wavefront to that of a diffraction-limited

system.

If image restoration is accepted as the prime goal of the system, then
the post-detection compensation operation has as its goal the restoration

of the system transfer function to that of a diffraction-limited aperture

I——— A S B R

having the same aperture diameter as the system itself. Because of the

presence of noise in the images being restored, the restoration goal may not

yield the most desirable post-detection compensated image in all cases; how-

ever, this goal of restoring the transfer function is the most straight-
forward, and is likely to provide the basis for most of the operations to be
performed on imagery having good signal-to-noise ratios in any operational
system. In addition, for cases where the system is not noise limited, the
results of such post-detection transfer function compensation will appear to
be equal to images obtained from a diffraction-limited system, which is the

basic goal of the system concept.

There are two considerations to be made in the simulation of the post-
detection compensation function; first, what is the effect of imperfect know-
ledge of the degrading transfer function and second, what is the effect on
the subjective quality of the changed spectrum of the image noise due to the
effects of application of post-detection compensation, compared to the ap-
plication of the same general level of compensation applied before image

detection.

2.4.1 Exact Transfer Function Restoration

] If the exact optical transfer function thcough which an image is obtained
is known, the post-detection compensation operaticn can take the form of a

direct inverse frequency domain filter, as described below, where the filter
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Fe(k) is derived from the known degrading transfer function Tkn(k), and
the diffraction-limited transfer function ngﬁ). (The values of Emax and
g serve to avoid singularities in the '1‘kn function.)

r

0 Tkn(k)' < B
Ty (k) T,, (k)
F (k) = Td"(k) g" > T (k> B (20)

kn max
T. (k)
dL

= Emax Tkn(k) < E

max

For this simple type of restoration operationm, the parameter Emax can
be varied to produce different post-processing Strehl ratios. For the images
contained in sets D, K, and G, which represent the application of this type
of restoration filter to the short and long term exposure image sets C, I;
and F, the value of Emax for each of the post-detection filters was set to
produce a Strehl ratio for the post-processed images of 0.8. Figure 15 il-
lustrates the three post-processed transfer functions and corresponding
images, for the post-detection compensation of the short time exposure im-
ages. The examples shown are the Poisson noise images. Figures 16 and 17
illustrate the combination of parameters for which th. exact restoraticn
filters illustrated in Figure 15 have been applied to the Poisson and
Gaussian noise degraded short time exposure images; Figure 18 illustrates
the parameters for the analogous operation applied to the long time expo-

sure images, for the case of Poisson noise degradation.

2.4.2 Approximate Transfer Function Restoration

In addition to the exact restoration filter discussed above, a second
type of restoration filter can be used, one based on a statistical know-
ledge of the transfer function, rather than on exact knowledge. The Korff
formulation for the average modulus of a short time exposure transfer func-
tion was discussed above; if that formulation is used as the basis for de-
riving an inverse filter, as described below, the result of applying that

filter to a short time exposure image will be a post-processing transfer

function in which some residual modulus and phase error will remain
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Figure 15. Short Time Exposure OTF and Post-Processing (Exact)
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o =g

r = 0.40 076 081 082
r = 0.25 073 079 080
r = 0.15 072 077 078
a = 2000 400 80
o = 0.0112 0.025 0.056
Figure 16. Set D. Short Time Exposure Atmospheric OTF and

Poisson Noise and Post-Processing Restoration to
Strehl Ratio =«0.8
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r, = 0.40 144 145 146

r, = 0.25 147 168- 149

L 0.15 150 151 152

a = 2000 400 80
! o] = 0.0112 0.025 0.056

Figure 17. Set K. Short Time Exposure Atmospheric OTF
and Gaussian Noise and Post-Processing to
Strehl Ratio = 0.80
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106 105
109 108
* * *
112 111
a = 2000 400 80
' g, * 0.0112 0.025 0.056

* Badly degraded - not V and I reduced

Figure 18. Set G. Long Time Exposure MIF and Poisson
Noise and Post-Processing Restoration to
i Strehl Ratio = 0.8




See Figure 19 for three examples; Figure 20 summarizes the images generated.

As shown in Table 6, which lists the pertinent parameters for all of the post-
processed images, the application of the approximate filter results in Strehl
ratios that fall considerably short of the Strehl ratio for the post-processed

images processed using exact knowledge of the degrading transfer function.

F (k) =

sz(k)

(el

(21)

TABLE 6. SUMMARY OF POST-PROCESSED TRANSFER FUNCTION

Noise OTF Filter Post-Processing
Set Image Numbers | Type Type Type Strehl Ratio
076, 081, 082 ) 0.8
D 073, 079, 080 P §2°rt Exact 0.8
072, 077, 078 0.8
144, 145, 146 0.8
K 147, 148, 149 | G §2°rt Exact 0.8
150, 151, 152 0.8
107, 106, 105 0.8
G 110, 109, 108 | P 22“3 Exact 0.8
113, 112, 111 0.8
. 135, 138, 141 0.57
3 136, 139, 142 p §2°rt Approx. 0.38
137, 140, 143 0.17

*
Te = Time exposure
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Strehl = 0.57

135

Strehl = 0.38

136

Strehl = 0.17
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ssing

Figure 19. Short Time Exposure OTF and Post-Proce
(Approximate)
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a = 2000 400 80

g, < 0.011z 0.025 0.056

F
|
Figure 20. Set J. Short Time Exposure Atmospheric OTF and Poisson
Noise and Post-Processing Using Korff Model
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SECTION III

VIEWING AND INTERPRETATION EXPERIMENTS

In Section I, the main purpose of the study described in this report
was stated to be a derivation of a mathematical model relating the subjec-
tive quality of satellite imagery, as determined by human observers, to

various quantitative measures of system transfer function and noise charac-

teristics. In this section, the determination of the subjective image qual-

ity of the images by human observers will be discussed.

3.1 VIEWING AND INTERPRETATION EXPERIMENT DESIGN

The most direct method of determining the relaticnship between the sub-
Jective image quality and the degradations present in the satellite imagery
is to perform viewing and interpretation experiments. In these experiments,
a group of human observers is asked to rank each of the degraded images
against a reference set of standard images having known resolution charac-

teristics. If the observer decides that a degraded image is subjectively

equal to one of the standard set, then the degraded image is said to have
E an image quality equal to the quality of the standard image to which it was

s equated (it is also permissible for the observer to rate an image between

two members of the reference set). Previous studies have shown a high cor-
; relation between the subjective quality judgements of a group of observers,

and the actual performance of professional photo-interpreters measured by

the amount of quantitative information correctly recovered in a controlled

experiment.5

For the experiments performed in this study, the resolution of the image,
as determined by the average relative ranking of that image against the ref-

] erence set, 1s expressed in terms of equivalent aperture diameter. Thus, an

SF. Scott, "The Search for a Summary Measure of Image Quality", Photo. Sc.
& Eng., Vol 12, 154 (1968)
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image that was generated as a noisy, atmospherically degraded image from a

60-inch-aperture system may well have the resolution, or equivalent quality,
of a diffraction-limited image obtained from a 4-inch-aperture system. As
will be seen in Section IV, these units for expressing image quality are

compatible with several image quality measures of interest.

All of the simulations performed for atmospherically degraded transfer
functions were generated for a 60-inch-aperture system; only sets A, B, and H

contained images generated for apertures smaller than 60 inches.

3.2 DESCRIPTION OF RESULTS OF THE V AND I EXPERIMENTS

The 106 images prouduced for the study were separated into seven separate
groups, and each group of images was viewed by an average of 13 observers.
Each observer was asked to rank each of the images against the reference set

of 15 images (see Figure 21).

For each image, the geometrical mean of the quality estimates was de-
termined, along with the standard deviation factor for the set of estimates.
The distribution of the estimates for any single image was found to be ap-
proximately a log normally distributed Gaussian random variable; therefore,
the geometrical mean should give the truest estimate of the average per-
ceived quality for each of the images. Figure 22 illustrates typical cumula-
tive probability plots of the individual quality estimates for three of the

inages viewed.

Tables 7 through 9 list the resultant estimates of subjective image
quality determined for each of the 106 images. Table 7 lists the perceived
quality for each of the 10 short and long term exposure noiseless images;
Table 8 lists the results for all of the Poisson noise images; and Table 9
lists the results for all of the Gaussian noise images. For the tables shown,

the column headings have the following meaning:

IMAGE = image frame number

DIA N aperture diameter in inches
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Figure 21. Viewing and Interpretation Experiment
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Figure 22. Cumulative Probability Distributions of Quality Estimates
for Three Typical Images
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the factor by which the standard deviation of ad-
ditive Gaussian noise has been increased by the
application of porti-detection compensation fre-
quency domain filter

the Strehl ratio for the particular OTF, normal-
ized to the diffraction-limited Strehl ratio for
that aperture; for the case of post-detection
processed images, the Strehl ratio is the post-

processed Strehl ratio

the value of the noise generation parameter

(photoelectrons per pixel per unit reflectivity)

the value of the rms noise in reflectivity units,

before any post-detection processing

the value of the average quality of the image, as
determined by the observers (units are inches of

equivalent aperture)

standard deviation factor for the set of quality
estimates

In Section IV, the fitting of this raw data to various image quality

measures will be discussed.




SECTION IV

ANALYSIS OF RESULTS

4.1 1IMAGE QUALITY CRITERIA

The: e are several classes of image quality criteria that are available,

.

as shown in Table 10; the entries in Table 10 are listed in terms of the
information concerning the image formation process that is used in the evalu-

ation of each image quality criteria. It is t» be expected that the measures

B ——

that use the most information will be the ones that describe system perform-
ance.
! 4.1.1 Class A: Strehl Ratio, Edge Sharpness, and Normalized Relative Energy

These measures are all characterized by the fact that each is a function

only of the system transfer function. The Strehl ratio describes the value

of the point spread function at the centroid, and is given by

PT (k) dk
§ = ————— =p(0,0) (22)

‘erz(k)dk

T(k) = system optical transfer function

le(k) = diffraction-limited transfer function for same size

aperture

p(0,0) = value of point spread function at the centroid

The unnormalized Strehl ratio has the units of spatial frequency squared;
thus, the square root of the Strehl ratio, unnormalized, has the units of
spatial frequency, and represents an effective spatial frequency bandwidth
for the system whose transfer function is given by T(k). In addition, the
square root of the unnormalized Strehl ratio is proportional tr the diameter

of the aperture of the system; therefore, it lends itself dimensionally, at




TABLE 10. IMAGE QUALITY MEASURES

Information Used

Transfer
Type Image Quality Measure Function | Noise | Object | Display

Strehl Ratio
A Edge Sharpness X

Normalized Relative Energy

Image Sharpness
B | Image-Object Correlation X X
Image Fidelity

C Summary Measure X X X

least, to use as a measure of image ¢aality having the units of equivalent

aperture diameter. However, the use of the Strehl ratio as a measure of
image quality sometimes breaks down for comparison of images obtained through
the transfer functions of widely differing shapes.

The edge response of the system describes the slope of the edge response
of the system, and is a measure of how sharply edges are imaged. For systems
that contain edges, this measure may be more appropriate than the Strehl
ratio, which describes the imaging properties for point objects. The edge

response is given by
E=-3 [20x)] r°° k_T(k_,0) dk (23)
= x - »
dx 00 x X X
where

E = slope of edge response

2(x) = line spread function
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The normalized relative energy (NRE) criterion describes the fraction

of the total energy contained in the system spread function that is contained
within a circle of some diameter centered on the centroid of the point spread
function. This criterion, similar to the Strehl ratio, is most suitable for
systems in which detectors are used to maie photometric measurements. The
NRE is given by

J, (2mRk)

NRE = ‘r p(r)dr = IT(k)—%ﬁR—k)— dk (24)

A=TR2

4.1.2 Class B: Image Sharpness, Image-Object Correlation, Mean-Square Error

This class of image quality measures, representing two-dimensional gen-
eralizations of statistical measures used for evaluating time filters, was

introduced by Linfoot®, and is discussed by 0'Neill’,

The image sharpness criterion, which describes the relative structural

content cf an image, relative to the structural content of the object, is

given by
2
: E It |© e)dk =
. =20t
0% (r) IKIGLT
where

i(r) = image in two dimensions
o(r) = object

$(k) = power spectrum of object

The image-object correlation measure is given below, and measures the

alignment of the object and the image:

6
7

E.H. Linfoot, J. Opt. Soc. Amer., 46, 740 (1956).
E. 0'Neill, Introduction to Statistical Optics, Addison Wesley, 1963, p. 106.
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The mean-square error between the image and the object is given by

[——o (x) -_—:I.(r)]2 j‘ll-zr(k) + |T(K) |2]¢(k)dk

msge & b -
o2 (1) [ #(k)dk

(27)

Like the Strehl ratio, the edge response, and the NRE, these three measuren
are not in themselves suitable for predicting the quality of images for sys-
tems where there 1s significant image noise.

4.1.3 Class C: Summary Measure of Image Quality

Based on approximately ten years of investigations into the nature of
image quality, Dr. R.E. Hufnagel of Perkin-Elmer has formulated a summary
measure of image quality that takes into account the system transfer function,
the image noise present in the system, the transfer function of the display
medium used to present the image to the viewer (or post-process the image),
and the transfer function of the eye of the observer.

Nyq
M H.D I dkT(k)TD(k)Teye(k/I)
Qm_)=c¢ g (28)

kNY‘l

a2 2
L+ — I 4N () | Ty (T (k/m) |

o
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where

dk

T (k)

TD(k).

N(k)

(kx’ky) measured at the display plane
dk dk
x Yy
system OTF up to the point where noise is introduced

display OTF including image restoration attempts (after
noisc introduction) and display spot shape effects

Nyquist frequency bounds, when the image is spatially quan-
tized. In the absence of samplin = o,
pling kNyq

human visual system MIF for 25-cm viewing distance, with
k in units of cy/mm

25 cm
magnification of viewing < viewing distance for unaided eye)

noise Wiener spectral density for additive Gaussian noise.
If the noise is not additive Gaussian, the closest equiva-
lent is used (e.g., Poisson noise is evaluated at mean re-
flectivity). Note that the noise is to be expressed in units
of (object reflectivity)zl(cy/mm)z. Expressing the noise as
an apparent fluctuation of object reflectivity circumvents
problems of illumination levels, display brightness, camera
nonlinearities, etc. The eye-brain system automatically
compensates for all these factors. If spatial sampling is

used, the folded over noise spectrum is to be used.

noise scaling factor (to be discussed)

pre-noise-introduction, modulation ratio factor to account for

change of modulation due to haze or sensor gamma. No change
implies M=1.

post-noise introduction modulation factor including display.
It 1s assumed that neither M nor MD is big enough to cause

significant loss of information by nonlinear saturation ef-

fects.
overall image quality in units of spatial frequency

dimensionless scale factor (if this factor is the aperture

diameter, Q has the units of equivalent aperture diameter).
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The right-hand portion of the denominator is the mean squared noise as seen
with the same magnificetion. The factor a is a noise scaling term with the
units (object 1:ef1ect:ivit:y)-2 and should be associated with the mean squared

modulation in the obje. sccoue. For aerial photographs of ground terrain,
a = 1600 has been found to give a best fit to experimenvs.

4.2 EXPERIMENTAL DATA FIT TO SIMPLE SUMMARY MEASURE MODEL

The summary measure of image quality model contains a factor a, which
has not been determined for imagery of the type being simulated on cthis study -
i.e., high-contrast images of small objects, as opposed to extended images of
large low-contrast objects (aerial scenes) for which there is 10 years of
data. Thus, it was of interest to take a simple version of the summary meas-
ure model, without the eye MIF, and determine the value of a that best fits

the experimental data from the V and I experiments.

Once that value of a has been determined, then the model can be used to

——

estimate the quality of each of the images viewed in the study; the rms error
between the estimates made on the basis of the a value and the actual observed
values will indicate the ability of the model to handle the substantial varia-
tion conditions for which the simulations were generated. Once this step is
complete, then the full model can be investigated.

Equation (28) describes the model for the case wvhere the eye MTF has

been set to unity; as shown, the measure reduces to a simple combination of

A AT T ———

J j"r(k)'rd(k)dk g1/2

=R - 2 2174 (29)
e 2 (AL+a0"N.7)

J1+cmo j‘lrd(k)l dk r 1

where

Do = aperture diameter
0: = noise variance (reflectivityz)

N. = additive Gaussian standard deviation increase factor

1
(# 1 when post-processing is performed)
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4.2.1 Fit of Noiseless Images to Simple Model

Note that the simple model given in Equation (29) reduces t® the square
root of the Strehl ratio for the no noise case; Figure 23 illustrates the
fit of experimentally determined quality estimates to the predicted quality
determined from Equation (29), evaluated for no noise. Each image viewed is
plotted with its abscissa coordinate being the predicted quality, and the or-
dinate being the observed experimentally determined quality, thus a perfect
fit of the model to the data would result in all points lying on a straight
line. As shown, the data fits the straight line quite well -~ the rms error
between the observed quality and the predicted quality is 2.9 inches of equiv-
alent aperture, for all 10 noiseless images generated for short and long time

exposure OTF's.

4.2.2 Fit of Poisson Noise Images to Simple Model

All of the Poisson noise images (67 in number) were taken as a group, and
the o value that minimized the mean square error between the predicted values
and the observed values was determined to be a value of 1800. This value of
0 was then used to derive predicted values for all of the Poisson noise im-
ages, with the resultant fit displayed in Figure 24. For the value of 1800,
the root mean square error between the predicted quality and the observed

quality is 3.5 inches of equivalent aperture.

Appendix C contains similar plots of the Poisson noise image results, but
for each of the basic experiments plotted separately. Close examiration of
the individual plots reveals systematic deviations from the perfect straight-~
line match between predicted and obseived; some of these deviations, although

not large, will be further examined in a later section.

4.2.3 Fit of Gaussian Noise Images to Simple Model

All of the Giussian noise images (30 in number) were taken as a group,
and the a value that minimized the mean square error between the observed
quality and the predicted quality was determined to be a value of 3400. Fig-
ure 25 illustrates the degree of fit to be about the same as it was for the

Poisson noise images; for the Gaussian images, the rms error between the
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predicted and observed is 3.3 inches of equivalent aperture diameter. Appen-
dix C illustrates the plots of the individual experiments performed for the

Gaussian noise simulations.

4.2.4 Conclusions Concerning Fit to Simple Model

As a result of the application of the simple model to the total number of
106 images generated on the study, the simple model was found to predict quite
well the observed quality of the images, for a wide range of noise and OTF
conditions. Therefore, it is concluded that the simple model will serve well
as a tool for estimating the quality of satellite images, for the type of
generic degradations simulated in this study.

It should also be mentioned that the model has a larger percentage error
in the region of poor image quality, and performs on a percentage basis far
better for the case of good image quality, which is precisely the region where
the tool will be most needed - i.e., for tradeoffs concerning the performance
of a compensated imaging system that is producing images not too far from the
quality of diffraction-limited images.

4.3 EXPERIMENTAL FIT TO COMPLETE SUMMARY MEASURE MODEL

Once the examination of the ability of the simplified model to fit the
data was completed, the evaluation of the full summary measure model includ-
ing the eye MTF optimization was performed. For this case, Equation (28)

becomes

k.
¥yq ’ N
I dkT (k)T . X)T  (k/m
q = 2(0-7845)Dg o D "7 "eye

(30)

.
\i kNyq kNyq 2
V Jl +oN_ dk| Ty (k)'reye (k/m) |

o]

where No = noise spectral density for equivalent Gaussian noise. Note that
the scale factor outside the square root normalizes the resultant values of
image quality such that for no noise Q has a value of 60 inches, for a
diffraction-limited transfer function T(k) of a 60-inch aperture (the effect
of optimizing the viewing magnification m for viewing a diffraction-limited
transfer function is contained in the 0.7845 factor).
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4.3.1 Fit of Noiseless Images to Complete Model

For each of the 10 noiseless images, Equation (30) was used to determine
the optimum (maximum) value of Q. The 10 resultant predicted quality values
can be compared to the observed values as determined by the V and I experi-
ments, as shown in Figure 26. The rms error for the 10 noiseless images is
2.0 inches.

4.3.2 Fit of Noiseless Images to Various Models

Table 11 illustrates a comparison between four measures of image quality,
again for the noiseless images. Shown are estimated quality values based on
the full summary measure, the Strehl ratio (equivalent to the simple summary
measure model), and two other figures of merit, as defined below).

4.3.2.1 Relative Image Sharpness - In paragraph 4.1, the image sharpness

criterion was given as

—_ 2

e o i2“) _ jlr(k)l ¢ (k)dk

is = (31)
oz(r) jo(k)dk

where

®(k) = object power spectrum
If the object spectrum is assumed to be flat, and T is normalized with

respect to its value for a diffraction-limited transfer function sz(k), a
measure of relative image sharpness t, results

IR

2
P
! |Td2(k)| dk

(32)

Py

This expression emphasizes the sharpness of the image, as measured by the mean
square critericn; there is no explicit requirement that the image look like
the object.
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TABLE 11.

COMPARTISON OF VARIOUS IMAGE QUALITY

CRITERIA FOR NOISELES% IMAGERY

P W T —m— T

Full

V&l Summary

Image Results Strehl Sharpness Fidelity Measure
015 57.6 60.0 60.0 60.0 60.0
089 52.6 53.9 51.4 54.7 53.9
090 32.¢ 36.7 28.4 38.9 36.0
091 16.0 19.0 12.3 20.7 18.2
092 7.7 9.8 7.0 10.5 8.9
C36 8.4 3.97 6.7 2.7 5.1
040 9.1 10.5 9.1 11.1 9.7
044 22.0 21.4 15.0 23.1 21.1
048 35.9 34.8 26.0 37.1 34.5
052 49.3 49.9 44.0 51.5 49.9
rms error = 2.9 4.7 3.5 2.0
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4.3.2.2 Fidelity Defect ~ The mean square error between the image and the

object was described in paragraph 4.1 as

b L lem -1m)|?

msge 5 (33)
o (r)
Linfoot suggests that a fidelity criterion F, given by
Fo ™ 17 Pnge (34)

be used as a measure of system quality (this measure behaves the same way as
do the others discussed in this report; i.e., it has a valuc of unity for no
defect). If O'Neill's work is referenced and a flat object spectrum is as-

sumed, the equation can be written as

= 4-nt
£ it (35)

where

q = Strehl ratio (normalized)
t = relative image sharpness

and ~ 2
JITdQ(k)I dk

i, B (36)

Z‘f|1d2(k)| dk

As shown in Table 11, this fidelity criterion performs rezsonably well as
a measure of image quality; however, the results of the full summary measure
yield the best fit to the results of the V and I experiments for noiseless

imagery.

4.3.3 Fit of Gaussian Noise Images to Full Summary Measure Model

In c~der to fit the Gaussian noise images to the full summary model, a
double cptimization procedure had to be performed. The objective of the pro-
cedure was to determine the value of o that minimized the mean squared error
between the predicted values and the observed values for all of the Gaussian
noise images, for the case where the eye magnification was optimized for

each image and value of a individually. The results of this procedure, which
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has been implemented in a software package, is shown in Figure 27; the rms
error between the observed and predicted values of image quality is 3.5
inches rms, which is slightly higher than the 3.3-inch rms error that re-
sulted from the use of the eye MIF independent model described in paragraph
4.2. The value of a that produced the fit shown in Figure 27 is 2000.

4.3.4 Fit of Poisson Noise Images to Full Summary Measure Model

Figure 28 illustratcs the result of applying the same double optimization
procedure to the Poisson noise image sets, with the result that the ms error
between th- predicted and observed quality is minimized at 3.0 inches rms for
an o of 1125; it should be noted that this error is somewhat less than the
3.5-inch rms value found using the eye MTF independent model.

4.3.5 Conclusions Concerning Fit to Complete Summary Measure Model

As shosn above, the use of the complete summary measure model yields
some improvement over the performance of the eye MIF independent model based
on a root mean square error criterion. However, the use of the complete
model has resulted in a significant reduction in the average fractional er-

ror, as demonstrated by tiie reduction in the scatter of the results for small

values of quality.

If the summary measure model is expressed as
Q = DQRF ° Q 37
where

Q = predicted quality
Q° = quality based on OTF only (no noise)
DQRF = dimensionless quality reduction factor

it can be seen that the dimensionless quality reduction factor (DQRF) has a

much smaller error for the case of low quality estimates than does the cor-

responding DQRF for the simple model.
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