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ABSTRACT

This report reviews theoretical and empirical studies of
decision making. The purpose of the review was to identify results
that would be applicable to the problem of training decision makers.

The literature on decigion making is extensive. However,
relatively few studies have dealt explicitly with the problem of
training in decision-making skills. The task, therefore, was to
gather from the general literature on decision making any impli-
cations that could be found for training.

Decision making is conceptualized here as a type of problem
solving, and the review is organized in terms of the fcllowing
component tasks: information gathering, data evaluation, oroblem
structuring, hypothesis generation, hypothesis evaluation, pref-~
erence specification, action selection, and decision avaluation.
Implications of research findings for training are discussed in
tha context of descriptions of each of these tasks.

A goncrll conclusion drawn from the study is that decision
making is probably not sufficiently well understood to permit the
design of an effective general-purpcse training system for decision
makers. Systems and programs could be developed, however, to
facilitate training with respect to specific decision-making skills.
-The development of moxe generally apjplicable training techniques

or systems should proceed in an evolutionary fashion.

Trairing is one way to improve decision-making pexrformance:;
another ia to provide the decisicn maker with aids for various’
aspects of his task. Because training and the provision of decision
alds are viewed as complementary approaches to the same problem,
the report endas with a discussion of several decision-aiding tech-
nigues that are in one or another stage of study or development.
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ecision making is conceptualized here as a type of problem solving, and the
review is organized in terms of the following component tasks: information
gathering, data evaluation, problem structuring, hypothesis generation, hypoth
sis evaluation, preference specification, action selection, and decision eval-
vation. Implications of research findings for training are discussed in the
context of descriptions of each of these tasks.

A general conclusion drawn from the study is that decision making is probably
not sufficiently well understood to permit the design of an effective general-
purpose training system for decision makers. Systems and programs could be
developed, however, to facilitate training with respect to specific decision-
making skills. The development of more generally applicable training tech-
niques or systems should procced in an evolutionary fashion. -

Training is one way to improve decision-making performance; another is to
provide the decision maker with aids for various aspects of his task. Because
training and the provision of decision aids are viewed as complementary ap-
proaches to the same problem, the report ends with a discussion of several
decision-aiding techniques that are in one or another stage of study or
development,
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FOREWORD

The Human Factors Laboratory of the Naval Training Equipment
Center has been involved in decision-making research with the
objective of developing an approach to decision-making training
which will improve the decision-making and tactical performance
capabilities of Navy commanders. This report is the result of an
( analytical review of decision-making research which was performed
\ to identify information pertinent to the training of decision-

—
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making skills.

The outcome of this effort corroborated an impression that
very little of the great amount of decision-making research has
directly addressed the problem of training in decision making.

The review has identified implications for the training of decision
makers and areas for research which could provide insight for the
development of effective training procedures and programs.
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SECTION I
INTRODUCTZXON

Much has been written about the importance of decision making
for industry, for government, for the military and for rational--or
at least reasonable--people in general. Moreover, a great deal of
research has been conducted on decision-making behavior. In spite
of these facts--or perhaps because of them--there is not general
agreement concerning what decision making is, how it shculd be done,
how it is done, how to tell whether it is done well or poorly, and
how to train people to do it better.

The term "decision making" has been applied to a very broad
range of behaviors. The detection of weak sensory stimuli has been

viewed , in part, as a decision process (Green & Swets, 1966), as
has perception by humans more generally (Bruner, 1957). Pattern
classification by machines (Sebesiyn:s 1962), the retrieval of

information from memory (Egan, 1958), the performance of skilled
tasks such as automobile driving (Algea, 1964) and airplane pilot-
ing (Szafran, 1970), the production of speech (Rochester & Gill,
1973), educational counseling (Stewart & Winborn, 1973), the pur-
chasing of industrial products (Reingen, 1973), the evaluation of
the performanc : of salesmen (Sheridan & Carlson, 1972), and the
conducting of a laboratory exveriment (Edwards, 1956) are also
representative of the types of processes that have been discussed
under the rubric of decision making. Probably when the term is used
in industrial, governmental and military contexts, however, what
the user has in mind is something close to what Schrenk (1969)
describes as "situations characterized by fairly well-defined
objectives, significant action alternatives, relatively high
stakes, inconclusive information and limited time for decision"

(p. 544). We hasten to add that to limit one's attention to
situations that have all of these characteristics would preclude
consideration of the largc mojority of experimental investigations
of decision making; in particular, in very few laboratory studies
of decision making have the stakes been high; and one may question
in many--if not most--cases the significance of the action alter-
natives to the experimental subjects. It does not necessarily
follow that the results of laboratory studies have no relevance to
real-life decision making, of course. The dearee to which one is
willing to extrapclate from the one situation to the other depends
on the extent to which one subscribes tco the view that simple and
inconsequential decision problems are rcolved--at least in principle
--in the same ways as are those that are complex and consequential.

As Schrenk(1969) has pointed out, there are three ways to
improve the performance of the human decision element in a system:
(1) selection (insure that decisions are made only by individuals
who are competent to make them), (2) training (attempt to improve

the decision-related skills of people in decisimn-making positions),
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and (3) decision aiding (provide decision makers with procedural
and technical aids to compensate for their own limitations). To
the extent that performance of a decision-making system is of in-
terest, as opposed to that of a human being, another possibility
that deserves consideration is that of automation (have machines
perferm those decision tasks that they can perform better than
people).

The number of tasks that are now performed by machines that
were once thought to require human skills is growing and will
continue to do so. Many tasks that involve decision making by
some definition should be--indeed, many have been--automated.
There is little justification for wasting a good human brain to
make what Soelberg (1967) calls "programmed decisions," decisions
that are made with sufficient frequency and under sufficiently
specifiable conditions to permit the detailed description of pro-
cedures for making them. Thermostats, governors, regulators,
stabilizers, computer algorithms, and such things, are the pre-~
ferred "decision makers" for these types of situations. The
situations with which we are primarily concerned are not of this
straightforward programmed type. They are situations that are
novel, unstructured or unplanned for, or they involve human pref-
erences that are not easily specified, or potential action con-
sequences that are not known with certainty. Clearly, these
types of situations are the more interesting objects of study,
and are probably more representative of what people view as bona
fide decision making.

It is important to vrecognize that the objectives of much
decision-making research are to make novel situations less novel
by providing prototypes in terms of which the novel situations
can be perceived, to facilitate the imposition of structure on
situations when apparent structure is lacking, and to provide
techniques for decreasing the probability of surprises and for
coping with unplanned-for situations as though they had been
anticipated all along. But the reader who might think that such
objectives could, if realized, take the charm out of decision
making may rest easy. There seems little danger of success to
the point of reducing all decision making to an algorithmic
process in the near future. Indeel, there are some aspects of
decision makxing that men may never feel comfortable turning over
to machines. Hence, the needs for selection, training and de-
cigsion i1iding are still real, and are likely to continue to be
for some time to come. Moreover, as more and more of the pro-
cedurizable tasks that were once performed by men do become auto-
mated, the tasks that are left to be performed by men--cor perhaps
by men and machines in collaboration-~take on added interest and
significance by virtue of their very resistance to automation.
Should not those tasks which seem to require the attention of

human braing be the tasks that hold a unique fascination for us
as human beings?

e’
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The general question that motivates this study is i
of whether individuals can be trained to be effective d§2§s§;§5tlon
maker§ in unprogrammed situations. And if the answer to that
question appears to be yes, the next question that presents itself
1s that of how that training can be accomplished most effectively.
Immediately, one is led to more specific questions., Does it make
sense to think of decision making as a skill, or as a collection
of skills, that can be developed in a sufficiently general way that
they can be applied in a variety of specific contexts? What is it
thqt the decision maker needs to be taught? Concepts? Facts?
Principles? Attitudes? Procedures? Heuristics?

The literature on decisicn-making research is volumious, but
despite numerocus references to the importance of the training of
decision makers (e.g., Edwards, 1962; Evans & Cody, 1969; Fleming,
1970; Hammell & Mara, 1970; Kanarick, 1969; Xepner & Tregoe, 1965;
Scalzi, 1970; Sidorsky & Simoneau, 1970), the number of studies
that have explicitly addressed the question of exactly what should
be taught and how the teaching can best be accomplished is remark-
ably small. The central interest in the area continues to be
with parameterization of the decisicen maker and his environment
and with generation of specific aids teo the decision process.

This review is not limited, therefore, to studies that have
focused specifically on the issue of decision training. Ve have
attempted instead to look at a rather broad cross section of the
general decision-making research literature with a view to finding,
wherever we could, implications for the training of decision makers
and clues concerning what further research might lead to more
effective training procedures or programs.
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SECTION II
SOME COMMENTS ON DECISION THEORY

One can distinguish two rather different approaches that
have been taken to the study of decision making. One is analyti-
cal:; the other is basically empirical. A common goal of both
approaches, however, is the development of formal models of
decisicn processes. In the first case, one tries to analyze
decision situations--often hypothetical situations--abstracting
from them their common elements. One then attempts to produce
a model of the decision-making process, using the constructs that
have been identified in the process of analysis. In the empirical
approach, one begins by observing individuals making decisions in
real-life situations, and attempts, on the basis of these obser-
vations, to develop parsimonious descriptions of decision-making
behavior.

Fach approach has its strengths and its weaknesses. The
models generated by analysis are likely to be more abstract than
those developed through observation. 2s a consequence, they are
typically more general. However, there may be considerable dif-
ficulty in applying such models in specific cases. This is true
because real-life decision situations frequently are not easily
describable in terms that an application of a model would require,
In contrast, a model of a decision-making process that is developed
by observing decision makers in action is likely to be applicable,
at least to situations highly similar to that from which the model
is derived. Such models may lack generality, however, and prove
to be inapplicable outside the context in which they are developed.

2.1 Prescriptive versus Descriptive Models

A prescriptive model indicates what one should do in a given
decision situation; a descriptive model is intended to describe
what one actually does. Typically, prescriptive models are the
outcomes of analytical approaches to the study of decision making,
whereas empirical approaches generally lead to descriptive models.
In theory at least, a prescriptive model ma' be used either as a
guide for decision makers or as a standard gainst which to assess
the extent to which decision-making perform ince approaches opti-
mality. Descriptive models differ from prescriptive models inso-
far as human decision makers perform in a less than optimal fash-
ions. Were a decision maker to behave in an optimal fashion, a
description of his behavior would constitute a prescriptive model.
Compirisons between prescriptive and descriptive models can be
instructive in suggesting the reasons why human behavior is some-
times not optimal.

Prescriptive modgls are generally associated with economists
and mathematical statisticians. Among the developers and expositors
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of prescriptive decision theory are Bernoulli (1738), Neyman and
Pearson (1933), Samuelson (1947), vonNeumann and Morgenstern

(1947), wald (1947, 1950), Good (1952), Blackwell and Girshick
(1954), Savage (1954), Luce and Raiffa (1957), and Schlaifer (1959).
Such models typically postulate an "economic," or at least a
"rational," man who behaves in a way that is entirely consistent
with his decision objectives and who does not have some of the
limitations of real people.

Descriptive models were introduced primarily by psychologists
and other students of human behavior, notably Edwards (1954, 1961);
Peterson, Birdsall, and Fox (1954); Thrall, Coombs, and Davis
(1954); Simon (1954, 1955); Tanner (1956); Davidson, Suppes, and
Siegel (1957); Festinger (1957); Luce (1959); Siegel (1959);
Rapoport (1960); Estes (196l); and Edwards, Lindman, and Savage
(1963). The objective in this case has been to discover by
experiment and observation how human beings, given their limita-
tions, perform in decision-making situations. It is important
to note that descriptive models have been viewed as descriptive
only of the behavior of the decision maker, and not necessarily
of the thinking that leads to that behavior. TFor example, the
finding that an individual's choice between two gambles can be
predicted on the basis of which has the most favorable "expected
outcome” is not taken as evidence that in making the choice the
individual actually goes through the process of calculating

expected values and picking the alternative with the largest one
(Edwards, 1955: Ellsberg, 1961).

The two lines of dev=lopment--prescriptive and descriptive
models--have not proceeded independently of each other. Several
of the investigators mentioned above have made significant con-
tributions of both prescriptive and descriptive types. Moreover,
one approach *that has been taken to the study of human limitations
is that of attempting to modify prescriptive models so that they
are in fact more descriptive. Typically, what this involves is
the imposition of consgtraints on the model that represent specitic
limitations of the human. For example, a prescriptive model that
assumes an infallible memory of unlimited capacity is unlikely
to be very descriptive of human behavior; to modify such a model
for the purpose of increasing its descriptiveness would necessi-
tate at least the addition of some constraints that represent
such factors as a limitation on memory capacity and degradation
of stored information over time.

The distinction between prescriptive and descriptive models
is sometimes blurred in the literature and one cannot always be
sure in which way a proponent of a model intends for it to be
taken. On the other hand, many writers have observed that the
models deriving from theories of economics do, in fact, fail teo
describe behavior, or at least to do so very accurately. Miller
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and Starr (1967) point out, for example, that in thc economist's
view of decision making, the objcctive of the decision maker is to
maximize the "utility" that he can achieve within the limitations
of his resources. They note, however, that the assumption that
individuals do act so as to maximize utility has been challenged
by many investigators of decision making. If rationality is
defined in terms of the extent to which behavior is appropriate

to the maximization of utility, they note, then when people do

not maximize utility, they, by definition, are acting irrationally.
Miller and Starr list several factors that have been suggested as
possible reasons for the failure of decision makers to behave in
an optimal way: "the inability of the individual to duplicate the
rather recondite mathematics which economists have used to solve
the problem of maximization of utility; the existence of other
values which, though not readily quantifiable, do cause divergences
from the maximization of utility in the marketplace; the effect of
habit; the influence of social emulation; the effect ot social
institutions" (p. 25).

While interest in prescriptive models stems at least in
part from the assumption that they can provide gquidance for
decision makers in real-life situations, their application often
proves to be less than straightforward. Haythorn (1961) notes
the difficulty that operations analysts and operations researchers
often encounter in trying to analyze decision situations in com-
plex organizations to the point that prescriptive models can be
applied. He ascribes the difficulty to several factors: "First
is the fact that organizations are constructed by men with some
purposes in mind, although these are not usually stated very
explicitly. Analytic solutions must assume that the decision
maker is rational, that the parameters relevant to the decision
are quantifiable, and that the information necessary to make an
optimum decision is available. A careful look at the view of
the world held by critical decision makers reveals that they are
by no means completely rational; that some of their objectives
are not easily quantifiable, and perhaps even incompatible with
other cbjectives; that they do not have all of the informaticn
needed in many cases; and that frequently the information they
have is inaccurate" (p. 23).

Schrenk (1969) has argued that progress on the development
of techniques for aiding decision makers will be impeded until
a model of "optimum" decision processes that makes realistic
assumptions about human capabilities is forthcoming. Such a
model, Schrenk suggests, should reflect the behavior of "reasoning
man," a concept that he distinguishes from the rational man of
economic decision theory. "The idea is not to specify an 'ideal'
decision procedure whiclhi will produce perfect choices in abstract
or laboratory situations, but rather to develop a process that )
wil) yield better decisions in real situations" (p. 548). Schrenk
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sees four purposes that such a model might serve: (1) it could
provide a framework for the classification and integration of the
results of decision-making research; (2) it could provide guidance
vor further research; (3) it could help system designers to
structure decision tasks and to allocate decision functions to

men and machines; and (4) it could help guide the development of
decision-aiding concepts. ’

2.2 Wworth, Probability and Expectation

Sometimes a decision maker has the tcask of choosing one from
among several alternative courses of action, knowing what the
effect of any choice would be. (This situation, which is referred
to as decision making under certainty, is discussed in Section 1IX.)
Often, however, cne must make a choice when the consequences of
that choic » cannot be anticipated with certainty. 1In the latter
situation, the decision maker is said to be making a decision
"under risk.” The most common way of dealing with risky decisions

quantitatively has been with models that make use of the concept
of mathematical expectation. :

The "expectation" associated with a choice is calculated. by
obtaining the product of some measure of worth of each ocutcome
and a measure of the probability of that outcome, and summing over
all outcomes that could result from the choice of interest. It
has somectimes been assumed that the decision maker attempts to
make a choice that maximizes his "expected" gain. More precisely,
it is assumed that the decision maker behaves as though he calcu- ‘
lated for each action alternative, the sum of the products of the
worths and probabilities of the possible outcomes associated with
that alternative, and picked the alternative for which this sum
was greatest. The "as though” in the preceding statement is
important. No one contends that decision makers, as a rule, really
perform the arithmetic necessary to compute expectation; it is

only suggested th .t choices are made as though they were based on ‘
such calculations. ‘

Each ot the factors in the expectation equation--worth and
probability~--can be treated as either an objective or a subjective
variable. The four possible combinations of cobjective and sub-
jective indicants of worth combined with objective and subjective
measures of probability define four classes of expectation models
that have been studied. Table 1 yives expressions, io the nota-
tion used by Coombs, Bezembinder, and Goode (1967), for expecta-
tions representing cach of these models. Much of the re<earch on
decision making under risk has been concerned with deteriiining
which of these models is most descriptive of human behavior,
with developing techniaques for measuring subjective
probabilities.

and
worths and
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TABLE 1. FOUR BASIC TYPES OF EXPECTATION MODELS.

Expectation Expectation
Type of Type of assoclated ::::“i:ﬁed
Model worth probability with jth ehoice (which
measure measure possible € sC
outcome has n possible

~utcomes)

Expected objective objective

v p v
value pj 1 i=1 pj J
| n
Expected subjective objective pj uj z pj u
utilicy j=1 3
K
n
\ Subjectively objective subjective wj vj )X wj vy
‘ expected j=1
¢ value
| n
| Subjectively subjective subjective wj uJ bX wj uy
expected i=1
utility
|
r Py : an objective probability
i wj : a subjective probability
N k vJ : an objective measure of value (e.g. amount of money)
."i uy : a subjective measure of worth (or utility)
| 8
|
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The first of the models listed in Table 1, the Expected Value
model, is the least complex conceptually, and the most easily ap-
plied, inasmuch as both of its parameters are objectively defined.
Although this model has some appeal as a prescriptive model, it
has proved not to be generally descriptive of how real decision
makers behave (see, for example, Coombs, Dawes, & Tversky, 1970;
Edwards, 1961; Lichtenstein & Slovic, 1971; ILichtenstein, Slovic,
& 2Zink, 1969).

The inadequacy cof the Expected Value model as a descriptive
model is clearly illustrated by the well-known St. Petersburg
paradox. Suppose one were offered an opportunity to purchase the
following gamble. A fair coin ic to be tossed until it comes up
tails, at which time the coin tossing is terminated and the winnings
are collected. If the coin comes up heads on the first toss, the
purchaser will receive $2.00; if it comes up heads on both the
first and second toss, he will receive $6.00 (or $2.00 for the
first toss and $4.00 for the second). More yenerally, if it comes
up heads for n consecutive tosses, he will receive $2,00 for the
first toss, $4.00 for the second, $8.00 for the third,... and $2
for the kth, for a total of

Tk
) 2™ dollars.
k=1

Since, by definition, the successive tosses are independent, the
expected value of this gamble in dollars is given by

EV =%‘2+%‘4+...+:— 2w L. =141+ 4

which is to say, it is infinite. If one were attempting to maximize
expected value, therefore, one should be willing to pay a large
amount of money indeed to play this game. It would be surprising,
however, if many people could be found who would be willing to

risk their life savings, say, which would be small by comparison
with the expected gain, to purchase this gamble. In general, it

is clear that the attractiveness of a gamble depends not only on

the espected value of the outcome but on such factors as the amount
that one could possibly lose, and the nature of the distribution

of probabilities over the possible outcomes. In the gamble de-
scribed abeve, for example, the probability is .5 that the purchaser
will win nothing, and .75 that he will win at most $2.00.

In spite of the inadequacy of the Expected Value model as a

enerally valid description of behavior, it should be noted that
the m63e¥ does a creditably good job of describing behavicr, at
least grossly, in many decision situations. FEven in the case of
gambling behavior, it does not invariably fail; "“about 88% of the
job" of explaining the behavior of the lLas Vegas gamblers studied
by Edwards, for example, could be done on the basis of a knowledge
of the expected value of each bet (Rapoport & Wallsten, 1972).
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Implicit to the Expected Value model is the assumption that
the monetary value of a decision outcome represents its real worth
to the decision maker, and that this worth is the same for all
individuals. Recognition that such an assumption is undoubtedly
false led to the formulation of the Expected Utility model in
which monetary value is replaced by a measure of the "utility" of
an outcome for the particular decision maker involved. According
to this formulation the same decision outcome may appeal to dif-
ferent individuals %o different degrees, and, consequently, prefer=-
ences among decision alternatives with uncertain cutcomes may
differ from one decision maker to another. The Expected Utility
model was first proposed by Bernoulli (1738) and ogiven its modern
axiomatic form by von Neumann and Morgenstern (1947).

Given that the worth factor in the expectation equation is
defined as a subjective variable, the guestion arises concerning
how probability should be defined. Although a review o’ the con-
troversy would take us too far afield, it should be noted that the
question of what the concept of probability "really means" has
been the subject of endless philosophical debate. It is sufficient
for our purposes to recognize that statements of the type "the
probakility of the occurrence of event X is equal to Y" have been
used in a variety of ways. Such a statZment is sometimes used to
refer to the relative frequency with which X has been observed
over the coursc of many similar situations. Or it can have refer-
ence to a ratio in which the numerator represents the total number
of ways in which the ocutcome of an hypothetical experiment can
satisfy some criterion and the denominator represents the total
numb er of different outcomes (as when one says the proba-
bility of rolling a 2 or less on a fair die is 2/6).* Sometimes
a probability statement is used to refer to the strength of one's
confidence, or the degree of one's belief, that an event X, as
opposed to the other events that are considered possibilities,
will occur. It is this connotation that we here refer to as
"subjective probability."

In some situations it makes little if any practical difference
whlch of these connotations one gives to the conc >t of probability,

*Related to this usage of the term is the so-called "Principle of
Insufficient Reason,” which directs the decision maker to consider
all possible outcomes to be of equal likelihood in the absence of
information which indicates such a consideration to be inappro-
priate. See Rapoport (1964) for an interesting discussion of the
limitations of this prescription in defense of an assertion that
the six faces of a die are equally likely when one has no reason
to assert otherwise,

10
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inasmuch as they will all yield the same numbers. Moust people
would perhaps agree, for example, that the probability of tossing
heads on a fair coin is .5, irrespective of their philosophical
position concerning how probability should be defined. Many
"probabilistic" situations of interest to investigators of deci-
sion making do not easily admit of an analysis in terms of rela-
tive frequencies, or even of theoretical ratios, however, and it
is perhaps for this reason that many decision theorists subscribe
to the notion that probability is best defined in terms of degree
of belief. Rapoport (1964) defends this position the following way.
"We a ~ told that decisions involving the probability of the out-
break ;£ a nuclear war are based on 'calculated risks,' by which
term those who recommend or make decisions must imply calculations
involving probabiiities. Since the probability of an event such
as the outbreak of a nuclear war can have nothing to do with the
frequency of such events (since at this writing none has occurred,
and, in all likelihcod, no more than very few can occur), either
the phrase 'the probability of a nuclear war' has no meaning at
all, in which case the notion of the 'calculated risk' is only
eyewash, or else 'probability' has another meaning, having nothing
whatsoever to do with frequeacy” (p. 25).

The argument that probability often cannot be defined mean-
ingfully in terms of relative frequencies or ratios is a strong
one for resorting to a definition in terms of subjective uncer-
tainty. Even when an objective definition is easy to come by,
however, one may question whether it should be used by any theory
that purports to be descriptive of the behavior of real decision
makers. It is the decision maker's own expectation that is pre-
sumably important in determining his behavior and his expectation
must be calculated in terms of the probabilities as he perceives
them. Moreover, it is required of a rational man that his behavior -
be consistent with the information at his disposal, but not that
he have perfectly accurate information. Thus, two decision makers
could behave optimally, but quite differently, in the same situa-
tion if their perceptions of the situation differed, a fact that
is easy to accommodate when probability is defined as degree of
belief but not when it is defineld strictly in terms of the ob-
jective details of the situation.

In the foreqgoing discussion of Expected Value and Expected
Jtility models, it was tacitly assumed that the probability factor
in the expectation equation was objectively defined. As suggested
by TaLle 1, two additional types of expectation models might be
realized by combining subjective probabilities with both objective
and subjective measures of worth. The resulting models might be
referred to, respectively, as Subjectively Expected Value and Sub-
jectively Expected Utility models. Although both of these types of
models have been considered, the latter is by far the more widely ac-
cepted and used. This model has been presented by Savage (1954) and
by Edwards (1955). Among the four models listed in Table 1 which
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have been referred to as single~stage algebraic decision models-~
it has received the greatest amount of empirical support, and

at the moment, ranks as the most influential (Rapoport & Wallsten,
1972).

Savage's (1954) formulation of decision theory identifies a
number of "seemingly agreeable" (Tversky, 1969) rules that
should be satisfied before it is appropriate to assign a single
fixed number denoting worth to each possible decision ocutcome and
a single fixed number denoting judged likelihood of occurrence

and then to select maximum products. These rules (see Becker &
McClintock, 1967) are as follows:

Rule 1l: Transitivity. If, in « choice situation, the de-
cision maker prefers Outcome A to Outcome B and Outcome B to
Outcome C, he should prefer Outcome A to Outcome C.

Rule 2: Comparability. The decision maker should bk~ willing
to compare two possible outcomes and decide either that he prefers
one to the other or that he has no preference between them.

Rule 3: Dominance, If the decision maker determines that,
under every possible condition a choice of one of his alternative
actlions results in an outcome at least as desirable as that which
would result from the choice of a second alternative action, and
results in a more desirable outcome under at least one possible

condition than would the second action, the second action should
not be preferred to the first.

Rule 4: Irrelevance of nonatfected outcomes. If the de-
cision maker determines that, for a particular state of the world,
two or more of the actions open to him result in the same outcome,

his preferences among such actions should not be affected by the
outcome associated with that state.

Rule 5: Independence of beliefs and rewards. The decision
maker’s statement concerning the likelihood of occurrence of a
given outcome should not be affected by what he hopes will occur.

Some of these rules seem to be honored as much in the breach
as in the observance (see, for example, MacCrimmon, 1968). Vio-
lations cof Rulc 1 are of major significance. This is so because
the assumption of transitivity of preferences is a necessary
requirement for the construction of a consistent ordinal utility
function. (For a discussion of the problem of generating utility
functions trom preference judgments, see Roberts, 1970.) Tversky
(1969) refers to transitivity as "the cornerstorne" of decision
theory and points out that it underlies measurement models of
sensation and value as well. He also notes that decision makers
often do violate the transitivity rule in specific situations.

12



NAVTRAEQUIPCEN 73-C-0128-1

Another rule which seems difficult to satisfy is that re-
quiring independence of beliefs and rewards (Rule 5). MacCrimmon
(1968) has found a strong dependency between an individual's
estimates of the likelihoods of events and his "tastes"--the
worths he assigns to those events. As might be anticipated, such
an association may pose difficult analytic problems, since, for
a given set of choices, one cannot assume that a distribution of
(statud) preferences arises simply out of differences associated
with but one of the two parameters in the expectation equation.
In principle, this problem is similar to the so-called "conjoint
measurement problem" which has received major attention in the
context of Subjectively Expected Utility theory.

A variant of the dominance principle (Rule 3) has been stated
by MacCrimmon so as to apply to the problem of comparing alter-
natives that differ with respect to several attributes when
prefererces can be stated with respect to single attributes
individually: "When comparing all alternatives, if some alter-
native has higher attribute values for all attributes, we say
that this alternative 'dominates' the others. We can weaken this
notion somewhat and say that if one alternative is at least as
good as the other alternatives on all attributes, and is aciually
better on at least one of them, then this can still be considered
*he dominant alternative. Conversely, if one alternavive is
worse than some other alternative for at least one attribute, and
is no better than equivalent for all other attributes, then we
can say the former alternative is dominated by the latter" (p. 18).
Some writers have noted that the dominance criterion is inconsis-
tent with the maximin criterion of game theory (Marschak, 1950).

Luce & Raiffa, 1957). Ellsberg ({196l) has discussed additional
problems with this rule.

Some other assuuptions that have usually been considered
necessary tc the use of expectation models are the following: (1)
that the act of gambling has no utility itself; (2) that the sub-
jective probabilities associated with the alternative decision
outcomes sum to unity; (3) that preferences are independent of the
method by which they are measured. It has not been possible to
demonstrate that the first two of these assumptions are simulta-
neously valid. Moreover, Slovic (1966) and others (Lichtenstein
& Slovic, 1971; Lindman, 1970) have shcwn that preferences among

ganbles may indeed depend in part on the method by which they

are obtained (e.g., a rating procedure versus a bidding procedure),
In spite of these limitations, expectation models, and in par-
ticuler the Subjectively Expected Utility model, have proven to

be reasonably predictive of at least certain types of choice
behavior (Coombs, Bezembinder, & Goode, 1967). They clearly do
not, however, tell the wholr story of how to account for human
choice behavior.
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The demonstration that expectation models such as those de-
scribed are unable to account for choice behavior consistently
and completely has led some theorists to seek to modify (which has
invariably meant to complicate) the models to make them more de-
scriptive. Other theorists have simply rejected them out of hand.
Payne (1973) points out that models such as those we have con-
sidered involve the representation of risky alternatives as proba-
bility distributions over sets of decision outcomes, and attribute
the choice amony the decision alternatives to some function of each
distribution's central tendency. In the hope of developing models
with greater predictive power, some theorists have looked not only
to central tendency measures, such as expected or ean values,
but to variances and higher moments of these distributions as well
(Becker & McClintock, 1967). Still others have made modifications
that relax the requirement that the decision maker's choice be
invariably dictat d by which of his alternatives represents the
greatest expectation; "random utility" models have been proposed,
for example, which assume that the utility of a given outcume is
a random variable and that variations in this variable produce
variations in choice (Becker, DeGroot, & Marschak, 1963).

Shackle's {1967) assessment of expectation models is represen-
tative of the opinions of theorists who reject such models out of
hand. He argues that the concept of mathematical expectation,
and, indeed, the concept of probability as well, are irrelevant
to the assessment of one~of-a-kind decision situations. Further-
more, he contends, most real-life decision situations of interest
are, to those who face them, unique events; never before has the
individual been called upon to make exactly the choice that he
faces and never again will he have to select from among the same
set of action alternatives under precisely the same circumstances.
In such cases, Shackle argues, the decision maker is concerned
with what can happen as a result of his choice, not with what
would happen if the experiment were repeated a large number of
times: "he is concerned with goa51b111tX.and not Erobdblllty
(p. 40). We should note that the argument implies a relative-

frequency connotation of probability, a connotation that not all
decision theorists accept.

Miller and Starr (1969) suggest that one can always tind a
way to view a decision problem as a maximization problem if one
wants to do so: the quantity that the decision maker wishes to
maximize is the degree of attainment of his objective. But this
is not very helpful as a detfinition: indeed, it comes close to
being tautological. Miller and Starr apparently do not intend
to assert as an empirical fact that decision makers do attempt to
maximize anything. More generally, whether decision makers attempt
to find optimum solutions to their decision problems Miller and
Starr consider to be questiocnable. Simon (1955) has taken the
position that they usually do not. According to his "principle

14
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of bounded rationality" what they do instead is to define a
limited set of acceptable, or "good enouygh," decision outcomes
and then select a strategy that they consider to be likely to
achieve one of these.

The current status of expectation models among investigators
of decision making is reasonably well summarized by three obser-
vations. (1) The models that are seriously advocated as descrip-
tive of human behavior are rather more complex than the straight-
forward Expected Value model that was originally proposed. The
history of the development of expectation models may be fairly
characterized as a progression from the simple to the more complex:
objectively defined variables have beern replaced with variables
defined in subjective terms, and the number of mcdel parameters
has been increased. (2) Even the most complicated models have
not proven to be totally descriptive of behavior and some theorists
have challenged the validity of the basic assumption of this class
of models, namely that the decision maker is motivated to maximize
an expectation, no matter how the factors from which expectation
is computed are defined. (3) Their limitations notwithstanding,
expectation models--even the least sophisticated Expected Value
model--do a reasonably good job of predicting choice behavior in
many situations. The challenge is tc come up with models that
can handle the situations for which these models fail, as well
as those for which they succeed. Meanwhile, when the maximization
of expectation is recognized as the decision objective, then
expectation models can be used prescriptively to guide the
decision process.

2.3 Game Theory

The theory of games was developed to deal with siituations
in which the outcomes of an individual's decisions depend not only
upon his own actions but also upon those of one or more "opponents"
~-decision makers whose objectives conflict to some degree with
his ow.. Of special interest is the so-called "zero-sum" situa-~
tion in whi the worths of the outcomes toc the opponents sum to
zero; one luses what another wins. A commonly prescribed strategy
for each "player" of a zero-sum game is to make choices in such
a way as to minimize his maximum possible luss, the so-called
minimax rule.

The assumptions of game theory are open to a number of criti-
cisms. Shackle (1967;, for example, characterizes the theory of
games, as developed by vonNeumann and Morgenstern, as "essentially
a study of the logic of how to present as impregnable a front
as possible to an infallibly wise and rational opponent" (p. 61).
The assumption that one is in a conflict and that one's opponent
is rational and infallibly wise leads directly to the minimax
doctrine. Shackle questions to what extent this conceptualization
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can be taken as a reasonable approximation to reality. "Is the
impersonal world of nature or even that of business actively con-
cerned to defeat us? 1Is the human opponent reasonably assumed
to be infallible? 1Is there no essential and ineradicable uncer-
tainty in the outcomes of such few biy experiments, large in time
scale in comparison with the human life-span, that any of us has
time to make? Rather than minimax our losses, is it not more
reasonable to fix for them some maximum tolerable numerical size,
to avoid any action-scheme which would bring losses larger than
this within the range of possible or 'too-possible' outcomes, and
subject to this constraint to choose that action-scheme ‘hich
brings within the range of possible or ‘sufficiently possible'
outcomes, as high a positive success as we can find?" (p. 65).

In a similar vein, Becker and McClintock (1967) question
what they refer to as game theory's "principle psychological assump-
tions.” They point out that the theory assumes, on the one hand,
that both decision makers will attempt to maximize their cwn
utility and, on the other hand, will attempt to minimize their
maximum losses. These assumptions are inconsistent unless the
decision makers look at the game from each other's points of
view--a requirement which Morin (1960) finds unsupportable on
empirical grounds--and unless the utilities of each decision maker
are known to the other and sum to zero for each possiblie outcome.

Despite its limitations, game theory has provided a valuable
framework within which to view decision making in such fields as
economics, political science, social psychology and military
strateqgy. The *heory has becn extended to cover non-zero-sum
situations, situations permitting cooperation or collaboration
among subsets of players of multiperson games. In addition to
minimax, other strategies have been identified as either prescrip-

tively appropriate, or descriptive of behavior, in particular
situations.

A short and very readable exposition of the basic concepts
of game theory may be found in Edwards (1954). A comprehensive
tutorial treatment is provided by Luce and Raiffa (19257).

2.4 Decision Theory and Training

It is a reasonable question to raise whether one may hope to
be an effective decision maker in a variety of situations without
some intellectual appreciation for the decision-making process,
as it is represented by theoretical treatments of decision making.
One would guess that there would be some advantage to being famil-
iar, at least with certain of the key concepts that decision
theorists employ. In practice, this would mean providing would-be
decision makers with a basic introduction to probability theory
as well as a working familia ity with notions of rationality,

value, utility, mathematical expectation, risk, risk preferences,
and so on.
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In fact, one could make the case that faiiure to provide an
adequate grounding in theory might deprive the decision maker of
the sorts of insights that would lcad to productive use of avail-
able decision-aiding techniques. The demonstration by MacCrimmon
(1968) that decision aids developed in quite disparate contexts
can be effectively brought together in the solution of problens
involving multi-attribute alternatives, suggests the utility of
bread acquaintance with basic concepts and principles.

In reporting one effort to develop a system to assist cor-
porate decision makers by enabling them to manipulate parameters
(entered as distribution functions) on preprogrammed tree models,
Beville, Wagner, and Zanatos (1970) made some observations that
are relevant to this point. They noted that the use of subjective
probability distributions as inputs to models is novel even to
experienced decision makers, and must be carefully taught. More
generally, they concluded that a black-box approach to utilization
of the system would have been markedly inferior to cne in which
the workings of the system were explained to the user.

The teaching of decision theory should, of course, distin-
guish what is intended to be prescriptive from what is considered
descriptive of the behavior of human decision makers. It should
also clearly identify the limitations of the models that are
considered. Tutorial treatments of decision theory and game
theory are readily available sources of training material (Edwards,
1954; Edwards & Tversky, 1967; Howard, 1968; Lee, 1971; Luce
& Raiffa, 1957; Miller & Starr, 1967; North, 1968; Rapoport, 1960;
Schlaifer, 1969). A comprehensive bibliography of research reports
has been prepared by BEdwards (1969),.

Whether familiarization with theorctical treatments of de-
cision making will in fact improve decision-making behavior is a
question for empirical research. Our guess is that the answer
will be a qualified yes. Such training will be efficacious for
some people performing certain typoes of decision tasks but perhaps
not for all people or all tasks. One objective of training research
should be to identify those condicvions under which such training
would be effective and those under which it would be a waste of
time.
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SEC&ION IIT

CONCEPTUALIZATIONS OF DECISION SITUAUIONS AND TASKS

Numerous ways of conceptualizing decision processes have been
proposed by different investigators. Some conceptualizations
emphasize differences among decision situations; others focus on
the tasks that decision makers are required to perform. All of
them have the same purpose, namely that of simplifying the problem
of thinking about decision making by identifying a few "types,"
each of which is representative, in terms cof some critical aspects,
of a variety of specific situations or tasks. We review briefly in
this section a number of proposed simplifying conceptualizations.
T.ere 1s no attempt to be exhaustive. The intent is simply to
illustrate by means of a few examples some of the ways in which

investigators of decision making have characterized or categorized
the object of their study.

3.1 Classifications of Decision Situations or Decision Types

3.1.1 Edwards

Sdwards (1967) makes a distinction between static and dynamic
decision situations. In the former case, a one-time decision is
required, whereas in the latter, scquences of decisions are made,
earlier decisions and their outcomes having implications for sub-
sequernt ones, Six types of dynamic decision situations are
distinguished on the basis of such factors as whether the environ-
mant 1s stationary or nonstationary, whether or not the environment
is affected by the decisions that are made, and whether or not the
information about the environment is affected or controlled by
those decisions. Edwards further classifies psychological research
relating to decision making under four topics: information

seeking, intuitive statistics, sequential prediction, and Bayesian
processing.

3.1.2 Howard

Howard (1968) characterizes decision situations in terms of

three orthogonal dimensions: degree of uncertainty, degree of
complexity (numbcr of relevant variables), and degree of time
dependence.  The various combinations ot the extreme values on

these dimensions are taken as represent itive of eight prototypical
situations, for ecach of which there is an appropriate set of
analytical tools. An example of a deterministic (no uncertainty),
single variable, static (time~independent) problem would be to
determine the largest rectangular area that can be enclosed with

a fixed amount of fencing. The appropriate mathematical tool would
be the calculus. Decision problems like assigning customers to
warehouses or jobs to men would, in Howard's taxonomy, be in the
category defined as deterministic, complex (many variables), and
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static. Matrix algebra and lincar optimization are appropriatc
mathematical technigues.

3.1.3 Sidorsky

Sidorsky and his colleagucs have proposed a taxonomy of types
of decisions encountered in tactical military situations (Sidorsky,
Houseman, & Ferguson, 1964; Sidorsky & Simonecau, 1970; Hammell &
Mara, 1¢70). The acronym ACADIA is used as a mnemonic for the six
types of "situational demands" identified by the taxonomy:

Acceptance, Change, Anticipation, Designation, Implementation, and
Adaptation. : :

An acceptance-type decision has to do with applying data to
the acceptance or rejection of a hypothesis concerning some char-
acteristic of the enemy. Detection, classification and localiza-
tion are associated operations or objectives. ''he acceptance-
decision idea seems to be close to what some other investigators
have referred to e&s situation diagnosis. A change-type dccision
involves the decision maker in a choice between initiating a new
tactical operation or continuing the course of action on which he
is already launched. An anticipation-type decision is required
when a decision maker must predict what the state or intention of
an enemy force will be sometime in the future.

A dezignation-type decision involves the choice of one from
among a set of possible action alternatives. An implementation-
type decision has to do, not with the selection of an actien
alternative, but with the determination of the proper time to
execute it. An adaptation-type decision is called for when the
decision maker is faced suddenly with unexpected and perhaps
potentially disastrous circumstances.

3.2 C(Classifications of Decision Tasks '

3.2.1 Howard

Howard conceives of the decision process as being composed
of three phases: (1} the detevministic phase, (2) the proba-
bilistic phase, and (3) the information phase. In the deterministic
phase, the decision analyst identifies thc state and decision
variables and constructs a model of the decision problem. In the
probabilistic phase, he assigns probability distributions on the
state variables. 1In the information phase, he determines what
additional information should be gathered to reduce uncertainty
further. Howard estimates that the first phase represents about
60% of the total effort of the decision maker, while the second
and third phascs represent about 25% and 15%, respectively.
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3.2.2 Adelson

A taxonomy of decision tasks that are carried out in modern
military command~and-control systems is proposed by Adelson (1961).
Four types of tasks are distinguished: (1) characterization of the
staite of the world, (2) determination of the available action
alternatives, (3) outcome prediction and (4) choice rationalization.
The first task type refers to the need of the decision maker to
characterize the current state of the world in a way that is
relevant to his decision problem. The definition of the variables
in terms of which the characterization should be nmnade, and the
assessment of the relative stability of the world that is being
observed are seen as significant problems. The second task type
acknowledges the need to make explicit the courses of action that
are open to the decision maker. The difficulty of this task may
depend somewhat on how rapidly the situation is changin~ and on the
ccst of obtaining information. Outcome prediction refers to the
process of attempting to anticipate what the consequences would be
if specific action alternatives were selected. The final task type
involves the need to justify one's choice of action in terms of the
objectives of the command-~and-control system.

3.2.3 Drucker

Drucker (1967) has identified six steps that he considers to
be involved in the process of making the types of decisions that
confront business executives: (1) the classification of the problem,
(2) the definition of the problem, (3) the specifications which the
answer to the problem must satisfy, (4) the decision as to what is
"right (as distinguished from what is acceptable in order to meet
the boundary conditions), (5) the building into the decision of the
action to carry it out, and (6) the feedback which tests the

validity and effectiveness of the decision against the actual course
of events.

2.2.4 Soelberg

Soelberg's (1966€) taxcnomy, like Drucker's identifies six
aspects of the decision making process: (1) problem recognition,

(2) problem definiticen, (3) planning, (4) search, (5), confirmaticn
and (6} implementation,

3.2.5 Hill and Martin

A model proposed by Hill and Martin (1971) also recognizes
six different categories of activities in the decision-making
process: (1) identification of concern, (2) diagnosis of situation,
(3) formulation of action alternatives, (4) test of feasibility of
selected alternatives, (5) adoption of alternative, and (6) assess-
ment of consequences of adopted altern.:tive. The model assumes that
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the decision maker's behavior at each of these steps is influenced
by what he knows of the theory and practice of decision making as
well as by what he knows about the setting in which the decision
problem exists. Hill and Martin identify nineteen skills that
they consider to be implicit in these six generic activity
categories:

"l.
2.

3.

10.
11.
12.

13,
14.
15.
16.
17.

18.
19.

Asking for and receiving feedback

Assembling the facts (including past cxperience as it bears
on the decision)

Identifying the courses of action available
ldentifying forces for and against the alternatives

Ranking and rating alternatives (includes putting a value
on applicable risk factors)

Assessing the people-task ratio

Identifying the latest and expected consequences of the
alternative courses of action

Determining the advantages and disadvantages of each action
alternative

Testing the validity and effectiveness of the consequences
of the decision against the actual course of events to
evaluate the decision maker's judgment and to modify his
subsequent decision-making behavior

Brainstorming action alternatives
Classifying and defining thc problem requiring a decision

Analyzing and evaluating stimuli and decisions coming in
from the outside

Defining the goal at which the decision is directed
Communicating the decision in written or verbal composition
Identifying resources bearing on the making of the decision
Recognizing the need for a decision

Utilizing minor, relatively simple decisions to contribute
to making the more complex one (includes determining the
hierarchy of order in which minor decisions will be dealt
with and coping with timing as alternatives come into focus
and seemingly demand attention at the same time)

Obtaining information

Specifying the boundary conditions the decision must
satisfy" (p. 433).
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3.2.6 Edwards

Edwards (1965b) 1ists the following thirteen steps that must
be carried out by any Bayesian decision system:

"l. Recognize the existence of a decision problem
2. Identify available acts

3. 1Identify relevant states that determine payoff
for acts

4. 1Identify the value dimensions to be aggregated
into the payoff matrix

5. Judge the value of each outcome on each dimension

6. Aggregate value judgments intc a composite
payoff matrix

7. Identify information sources relevant to
discrimination among states

8. Collect data from information sources

9. Filter data, put into standard format,
and display to likelihood estimators

10. Estimate likelihood ratios (or some other
guantity indicating the impact of the datum
on the hypotheses)

11. Aggregate impact estimates into posterior
distributions

12. Decide among acts by using principle of
maximizing expected value

13. Implement the decision" (p. 142, Tablc 1).

Stanc +hr

Steps rough 5, and 7 and 10, Edwards suggests, are best per-
formed by men, Steps 6, 11 and 12 by machingg, ané Steps 8, g and
13 by both men and machines. Steps 1 through 7 may be done in
advance of the decision time; Steps 8 through 13 must be done at
the_time tht the decision is to be made. (See Section VIII for
a discussion of Bayesian information processing.)
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3.2.7 Schrenk

A conceptualization of the decision-process that we find
particularly interesting is one proposed by Schrenk (1969). The
motivation for developing this conceptualization was to provide a

representation of the decision-making process that is prescriptive

in the sense that it can be used as a guide for the structuring

of decision-making tasks of man-machine systems, but which does not

make unrealistic assumptions about human capabilities. The con-
ceptualization is viewed by Schrenk as tentative, and in need of
further development; howeve:r, even as it stands it provides the
system designer with a great deal of food for thought concerning
how to allocate decision functions among men and machines.

Three major categories of decision tasks, or phases of the
decision process are distinguished: (1) problem recognition,
(2) problem diagnosis, and (3) action selection. Each of these
phases is further broken down into several compeonents, and flow-
diagrams are given which show where the components appear in the
overall process. The following is a paraphrasing of Schrenk's
description of each of these components.

e Problem Recognition: Determination that a problem
requiring a decision exists,

- Acquire information: Receipt of information indicating
that actual situation differs from the desired situation.

- Recognize objectives: The decision maker's purpose or
mission,

- Perceive decision nced: Perception of difference between
objectives and current situation; may result from change
in situation or in objectives.

Assess problem urgency and importance: Establishment of

priority of problem, relative to other problems demanding
attention, and allocation of resources for solving it.

d

4t

em Di sis: Determination of the situation that is
ng problem.

rob
aus

[¢]

- Define possible situations: Generation of hypotheses
regarding situation.

- Evaluate situation likelihoods: Assignment of a priori
probabilities to alternative hypotheses.

23
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Determine whether more information is needed: Assessment

of adequacy of information in hand; a continuing process.

Identify possible data sources: If more information is
desired.

Judge value versus cost: To determine whether, or how,
desired information should be acquired.

Seek more information: Assuming value judged to be greater
than cost. »

Re-evaluate situation likelihoods: Iterate.

Determine whether alternatives under consideration_account
for all the data: Recognition of possible need to modify
set of hypotheses being considered.

Make diagnostic decision: Selection of favored hypothesis,
or possibly of small set of weighted alternatives.

Action Selection: Choice of course of action.

Define action goals: Specification of explicit goéls,
including interim or subordinate okjectives.

Specity value and time criteria: Identification of
relevant dimensions of multidimensional goals and
specifiration of time constraints within which decision
must be made.

Weight decision criteria: Establishment of relative
T = ' 1 0 . .
importance of various decision criteria.

Specify gggg_egilp§gggx: Specification of strategy of
action selection insofar as it is dictated by consideration:
of balancing riskec against potential gains.

Input operating doctrine: Censideration of any rules or

doctrine by which the decision maker's behavior should be
guided.

Generate action alternatives: Explicit listing of reasonable

set of courses of action open to decision maker.

Predict possible outcomes: Specification ot the possible
outcome associated with each of the potential action
alternatives.

Estimate outcome gains and losses: Determination of value
of possible decision outcomes.

Estimate outcome likelihoods: Estimation of probabilities

of occurrence of possible outcomes for each action
alternative.

24
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-~ Evaluate expected valucs of actions versus their costs:

Derivation, fro. preceding two steps, of expected value of
each possible action, and cstimation of associated cost.

- Evaluate actions by risk philosophy: Assessme:r: of each
action alternative in terms of 1its implications for the
risk philosophy that the decision maker has adopted.

- Determine whether morc information is nueded: As under

Diagnosis; a continuing question; new information might be

useful either for identifying additional action possibili-~

ties, or to improve predictions concerning possible
decision outcomes,

~ Seek information: If desired, and worth cost of acquisition.

- Re-evaluate action altcurnatives: Tterate

- Determine whether best action is acceptable: Review of most
desirable action alternative to assure 1ts acceptability,

in terms of the decision goals and criteria, the cexpected

gains from the choice and the cost of making it.

- Choose course ot action: The "decision.”

- Implement action: Initiation of whatever steps are
necessary to assure that the selected action is carried out.

The main fault that we have to find with Schrenk's model is
that it may be overly elaborate. 1t is doubtful that many
individuals go through anything approaching this multistep pro-
cedure in the procuss of making a decision. This is perhaps an
unjustified criticism, inasmuch as Schrenk intended the model to
be more prescriptive than descriptive. And whether such a model
can serve as a prototype procedure for decision makers to follow
remains to be seen. In any case, the representation does serve the
nseful function of making ecxplicit many of the aspects of decision
making and it stands as a reminder thai decision making may be
viewed as a complex and multifaceted process indeed.

3.3 Decision Making as a Collection ot Problem-Solving Tasks

We take the position that decision making is best conceived
as a form of problem solving; or, more specifically, that it
involves a variety of aspects each of which may be viewed as a
problem-solving task in its own right. 1n the most general terms,
the decision maker's problem is to behave in a rational, or at
least a reasonable, manner. To be sure, the distinctive character-
istic of the specific problems with which the decision maker deals
is the element of choice; he must at some point decide upon one
from among two or more alternative courses of action. While the
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act of choosing . wong alternatives is central to decision making,
it is by no means the only problem--or even necessarily the most
difficult one~-th-t the decision maker must solve. We wish to
emphasize the importance of making explicit the other things that
must be done if one is motivated to make the best possible--or

at least a satisfactory-~-decision, given the resources at one's
disposal. In many real-life situations, the problem of choosing
among possible courses of uction is‘far simpler than that of
discovering what one's options are in the first place, or of
assigning preferences to possible decision outcomes in a con-
sistent way. Also, the decision maker may find it necessary to
make many preliminary decisions simply by way of setting the stage
for making the decision which is his primary o cern. For example,
he will want to reduce his uncertainty about tl

decision situa~
tion or about the consegquences of the various choices hat are
open to him, However, the acquisition of information takes time,

and may be costly in other ways, so he will continually be faced
with the problem of deciding whether any additional information
that he may wish to get is worth the cost of getting it.

It is clear trom the foregoing that there are many ways to
classify the various tasks that the decision maker may be required
to perform. The scheme that we find most satisfactory recoynizes
eight aspcects of decision making: information gathering, data
evaluation, aypothesis generation, problem structuring, hypothesis
evaluation, preference specification, action selection, and decision
evaluation.

This conceptualization has an element of arbitrariness about
it--as does any other.

There are four points that we would like
to make in this regard, First, the decision to conceptualize the
process 1n terms of eight types of tasks, as opposed to some other
number, is itself somewhat arbitrary, and reflects our own biases
concerning what constitutes a useful level of organization. One
might conceptualize the decision process at a much coarser level
and distinguish two major types of tasks~-diagnosis and action
selection--that would encompass all of thosc that we wish to
distinguish. This approach has been taken by several investigators
{Bowen, Nickerson, Spooner & Triggs, 1970), Kanarick, 1969;
Williams & Hopkins, 1958). Howen et al. (1970) point out that in
the military, diagnosis is the proper function of intelligence, and

5 A
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action seclection that of command. At the other extreme, one
might attempt a much finer grained representation and identify a
much larger number of activities that a decision maker may be
called upon to perform. In this case, cach of the tasks we have
identified might be replaced with several more detailed tasks.
These are not mutually exclusive approaches, of course, and we will
have occasion to consider how some of the tasks we have identified
may be further broken down, However, this level of analysis
appears to us to be the most useful one for our present purpose,
and possibly for serving as a general framework in terms of which
to think about decision making as a wholc.

Second, our taxonomy is not orthogonal to other conceptuali-
zations such as those discussed in tho preceding section. It has
elements in common with most of them. Indeed, the intent is not
to take issue with other taxonomies, but to propose one that rep-
resents what, in our view, are the best aspects of all of them.

Third, we do not mean to suggest that whenever an individual
finds himself performing the role of a decision maker he explicitly
runs through this set of tasks in serial fashion, or even that he
performs each of these tasks explicitly at all. Moreover, when
he does perform these tasks it is not necessarily the case that he
is fully aware of doing so. 1t is characteristic of Luman beings
that they often can solve problems quite effectively without having
any clear idea how they do it. This characteristic has been a
frustration to researchers in artificial intelligence, who have
found it exceedingly difficult to program computers to perform some
tasks that human beings scem to be able to pertform with case.

What we do mean to suggest by the proposed taxonomy is that all of
these types of activitics are implicated in decision making and
that any attempt at a thorough discussion of the decision-making
process must take account of them.

IFFinally, viewing decision making as a problem-solving process
that is composed of several phases or subprocesses cmphasizes the
foct that in any given decision situation, differcent decision tasks
could be performed by different individuals or yroups {(or machines).
An implication for training is that it may be less appropriate to
think of training decision makers per sc than of training individuals
to play specific roles in the decision-making process. On the other
hand, there will undoubtedly always be some situations in which all
the various aspects of a decision problem will be handled by the
same individual. But whatever the case, there is perhaps somethi
to be gained by making decision makers--or spocialist members of
decision-making groups--aware of the many facets of the general task.

1
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In the next few sections of this report, we consider each of
the components of our task taxonomy in turn. The order in which
the tasks are discussed represents a natural progression; however,
in real life decision situations, an individual, in a decision-
making system, may perform several of these tasks more or less
simultaneously. Or he may skip from one to another in a variety

of orders, and may perform any given type of task many times in
the course of attempting to solve a single decision problem.
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SECTION 1V
INFORMATION GATHERING

From the point of view of the decision maker, most decision
situations are characterized by some degree of uncertainty. This
uncertainty may involve the current "state of the world," the
decision alternatives that are available, the possible consequences
of selecting any given one of them, and even the decision maker's
preferences with respect to the possible decision outcomes. One
of the major problems facing the decision maker, therefore, is
that of acquiring information in order to reduce his uncertainty
concerning such factors, thereby increasing his chances of making
a decision that will have a desirable outcome.

What makes the problem interesting, and nontrivial, is the
fact that information acquisition can be costly, both in terms of
time and money. Therefore, the decision maker must determine
whether the value of the information that could be obtained through
any given data-collzction effort is likely to be greater than the

cost of obtaining it. And therein lies a decision problem in its
own right.

Ir. theory, one can see an infinite regress here. 1In order to
decide whether to initiate any information-collecting effort, one
must determine the worth of the information to be collected and
the cost of collecting it.  But in order to determine that, one
may have to collect some information--at some cost, and so on. In
practice, of course, infinite regresses never occur; and in this
casze, one very quickly gets to a point at which the decision maker
relies on information in hand, or appeals to his own intuitions.

4.1 Information Seeking versus Information Purchasing

Information gathering may be thought of as involving two quite
different activities: (1} information seeking (locating the infor-
mation that one needs or wants), and (2) information purchasing
(deciding whether information, the location of which is known, is
worth what it will cost to acquire it). This distinction is some-
thing of an oversimplification, inasmuch as the act of seeking
itself typically involves some cost, and one often must decide
whether to incur that cost without any assurance that the gearch
will yield the information that is desired. The aspect of "seek-
ing" that we wish to emphasize, however, is the need for identi-
fying and actively searching out information sources, of finding
out where the desired information is and going after it. The teirm
"purchasing" is used tc connote a more passive role on the part of
the decision maker, the opportunity to acquire information is pre-
sented to him and he need only indicate whether or not he wants
to avail himself--at some cost---of the information that is offered.
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The distinction between information seeking and information
purchasing is a useful one becausc it highlights the fact that
experimental studies have focused almost exclusively on the latter
process; although investigators often have not made the distinction
and have frequently discussed their results as though they had to
do with the former. Typically, the decision maker is presented
with all the information that he needs--although he may have to
decide how much of it to purchase--and the process of seeking in-
formation is not studied. The world outside the laboratory is
not nearly so accommodating, however, and one must either seek
out the information one wants, or go without it. Moreovecr, studies
of information purchasing, while they tell us something about how
effectively people can judge the worth of information that is made
available to them, shed little light on information-seeking behavior.

Perhaps the main reason why information-secking behavior has
not been widely studied is the difficulty of manufacturing situa-
tions in the labrratory that are representative of those raced by
decision makers in the real world. In any case, whatever the
reasons, information seeking per se has not received the attention
from investigators of decision making that it deserves. The ex-
periments that we have reviewed that purport to deal with this
topic invariably have actually studied information purchasing as
we have defined that term.

4.2 Optional-Stopping Experiments

An experimental paradigm that has often been used to study
tufoyw.tion-purchasing behavior is one in which the decision maker
is provided with the opportunity on cach trial either of purchasing
more data that are relevant to the decision that L is required
to make, or of making the decision. The terms "deterred decision"
"optional stopping" and "optimal stopping” have all been used to
refer to this paradigm. "Deferred decision" and "optional stop-
ping" connote the fact that the subject in such an experiment has
the option on each trial of making a terminal decision or deferring
it in order to obtain more data, "Optimal stopping" refers to
the fact that when the situation is sufficiently well-structured
so that the costs and payoffs associated with possible decision
outcomes, the cost and informativeness of data, and the decisgion
maker's objectives are all known, the point can be determined at
which information purchasing should be stopped and the decision
made. The "optional-stopping" paradigm i1s to be contrasted both
with the more familiar pavadigm in which the experimenter deter-
mines how much information the decision ma :r will be given, and
what is usually called the "fixed-stopping" paradigm in which the
decision maker specifies how much information he wishes to purchase,
in advance of receiving any.
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Often, in optional-stopping experiments, the required de-
cision concerns the parameters of the distribution from which
the observational data are beiny drawn. For example, one may
have to decide whether a scequence of red and black poker chips
that one observes is drawn from a population in which the propor-
tion of reds to blacks is, say, 60-40 or 30-70. The question of
interest in such experiments is whether the subjcct's information-
purchasing behavior deviates from optimality, and if so, in what
way ¢

What constitutes optimal performance has been worked out for
a variety of specific situations (Birdsall & Roberts, 1965;
Blackwell & Girshick, 1954; Raiffa & Schlaifer, 1961). For our
purposes it suffices to recognize that, in general, the amount of
information (number of observations) that should be purchased
will vary directly with the moagynitude of the costs and values
associated with the decision outcomes, and inversely, with the
cost and "diagnosticity" of the data that are purchased. Diag-
nosticity refers to the degree to which the data should reduce
the decision maker's uncertainty about which of the terminal de-
cision alternatives should be selccted. The diagnostic value of
a datum depends on several tactors (some of which are discussed
in Section VIII}, and typically decreases as the number of data
that have already been collected increases. A factor that usually
is not taken into consideration in optional-stopping experiments
but can be critical in real-life situations is the importance of
time itself. 1In some situations thce potential consequences of a
decision are highly time-dependent. This fact can be incorporated
in an optimal-stopping rule by making the cost of an observation,
or the stopping criterion, a function of time.

Typically, performance in optional=-stopping experiments has
been found not to be optimal. Moreover, as illustrated by a
study by Green, Halbert, and Minas (1964), the deviation from
optimality may be in c¢ither direction. 1In once experiment, Green,
et al. found that the numbcer of observations purchasced increased
with the a priori uncertainty concerning the correct decision-—-
as would be expected of an efficicnt Bayesian processor--however,
subjects tended to purchase too muany observations when the a priori
uncertainty was maximized by providing no prior information con-
cerning the likelihoods of the corrcctness of Lhe possible de-
cisions. Tn combination, the results of these experiments suggest
that decision makers may somctimes purchase too woch information,
and sometimes too little., 1In particular, it woul appear that
they may purchase too much information if the a priori uncertainty
is small, and too little if the a priori uncertainty is larqge.

Many investigators have used the optional-stopping paradiqgm

(Becker, 1958; Edwards, 1967; ldwards & Slovic, 196%; PFried «
Peterson, 1969; llowell, 1966; Irwin & Smith, 1957; pPitz. 1968, 1969;
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P(uitt, 1961; Schrenk, 1964; Snapper & Peterson, 1971; Swets &
Birdsall, 1967). The results of most of these studies sugqgest
that although information sccking may approach optimal levels
{Becker, 1958; Howell, 1966; Pruitt, 1961), there arc reasonably
systgmatic departures from pertect performance. The general
finding seems to be that too little information is sought when
(theoretically) much is required, and that too much is sought
when little is required. The latter finding fits well with the
conservatism or inertia effect otten noted in studies of Bayesian
inference, but the former clearly does not.

A few descriptive models of optional-stopping behavior have
bgen developed (see, for cxamples, BEdwards, 1965a; Pitz, 1968;
?1tz, Reinhold, & Geller, 1969). These models have been developed
in a B§yesian context (Rapoport & Wallsten, 1972) and tend to be
situation specific (see, for example, the "World Series Model”
of Pitz, Reinhold, & Geller, 1969).

Noting that most optimal-stopping experiments had becn con-
cerned only with the question of when to stop acquiring information
from a sincle source, Kanarick, Huntington, and Petersen (1969)
suggested that a more valid simulation of some decision-making
situations, o.y., tactical situations, would recognize that the
decision maker must deal with information from more than one source.
In keeping with this observation, Kanarick et al. did an optional-
stopping study in which the decision maker had the option on each
trial of acquiring data from his choice of three sources, or of
making a terminal decision. The terminal decision that was re-
quired involved the presence or absencc ot an enemy submarine in
the vicinity. The intormation sources diiferod, both with respect
to the cost of obtaining information from them and with respect to
the reliability ot the information obtained. (The topic of reli-
ability of information will be discussed more fully in Scctions
YV and VIII1.) Costs associated with incorrect decisions were also
manipulated. Although the behavior of the subjocts was consistent
with the raticnal model in many ways—--they were willing to pay more
for more reliable information; how much information they collecled
before making a particular decision depended orn how bad the con-
sequences would be if that decision proved to be incorrect--
performance was less than optimal in several respects. The sub-
jects tended, for cxamjp.Le, to consult the most reliable (and most
costlyj sources less f{requently and the less reliable (and less
costly) sources wore frequently than they should have. Kanarick.
et al. characterized this behavior as a form of conservatism, "a
reluctance tc expend the resources necessary to obtain the best
information in a choice situation"™ (p. 382). The subjects also
tended to purchase less data in general than they should have, and,
consequently, made more incorrect decisions and won fewer points
than did a Bayesian model that was used to represent optimal be-
havior.
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Levine and Samet (1973) have also studied information gather-
ing--information purchasing in our terms--in o simulated tactical
situation. The scenaric was a military action and the subjects'
task was to decide which ot eiqht locations was the target of a
hypothetical enemy advance. On cach trial, a subject could cither
make a terminal decision or request additional information trom
ecach of three inteclligence sources concerning the prosent where-
abouts of the advancing force. A sequence of reports from a given
source represented the path that the advancing force had taken
over a period of time, according to that source. Among the vari-
ables that were manipulated were the reliability of the intelli-
gence sources, the degree of conflict amonqg reports from different
sources, and the probability that & request for infdérmation would
yield an updated report (as opposed to a repetition of the preced-
ing report). Performance was sensitive to each of the variables.
In particular, fewer reports were requested and decisions were
more often correct when all the sources were reliable, and the
quality of performance tended to decline as the percentage of the
sources that were unrcliable wae increased. Increasing the degree
to which the sources werc in contlict also had the effect of de-
creasing the number of reports requested. (This counterintuitive
result may be due in part to the tact that as conflict increased
in this experiment, so did the probability that the correct target
was indicated by at least onc of the sources on a given trial.)
The number of requests for reports decreased as the probability that
a glven report would yvield new intormation incrcused; the relation-
ship was such, however, that the amount of intormation (number of
updates) received increased with this variable.

In a subsequent cxperiment, in which the same decision problem
was used, Levineg, Samet, and Brahlek (1974) varied the rate at
which new reports werce ygiven to the subject, whether the reports
were delivered automatically or in response to the subject's
request, the pussibility of revising an initial decision and the
payoff scheme. 1n this case, periormance was better {or the faster
rates of information acquisition, but was not highly sensitive to
whether the rate was sclf- or torce-paced. Increasing the oppor-
tunity for revising a decision had the effect of decreasing the
accuracy of first decisions and the subjects' confidence in them.

4,3 Decision Reviﬁipn and Hlfucgmgg_gommtgmqupigg

Information Gathering

The results of a few studies suggest that one's information-
gathering behavior may be different after making a decision than
before, particularly if the making of the decision involves some
sort of public acknowledgment or commitment (Geller & Pitz, 19635;
Gibson & Nichol, 1964; Pruitt, 1961; Soelberg, 1967). People may
require more information, for example, to change a decision than
was required to arrive at a decision in the first place (Gib=o 1 &
Nichol, 1964; Pruitt, 1961). This observation is in keeping with
the results of several studies that suygest that evidence Lhat tends
to contfirm a favored hypothesis is often given meore crwedence than
evidence that tends to discontirm it (Brody, 1965; Geller & Ditz,
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1968; Pitz, Downing, & Reinhold, 1967). And sometimes discontirm-
ing evidence may even be misinterpreted as supportive of a decision
that has already been made (Grabitz & Jochen, 19572).

The motivation for acquiring information may change, following
a decision, from that of trying to increase the probability of
making a good decision to that of justifying or rationalizing a
decision that has already been made. Scelberg (1967) has concluded
from a study of the job-sceking behavior of graduates of the Sloane
School that people frequently make an implicit sclection from among
the existing opportunities, following which "a great deal of per-
ceptual and interpretational distortion takes place in favor of
the choice candidate" (p. 29). In a somewhat similar vein, Morgan
and Morton (1944) have assertoed that people often accept conclusions
that are consistent with their convictions without regard for the
validity of the inferences on which thosce conclusions are based,
and that "the only circumstance under which we can be r :latively
sure that the inferences of a porson will be logical is v..en they
lead to a conclusion which he has alrcady accepted" (p. 39). We
will return to the yuestion of the logicality of thought in
Secction 8.3).

One suspects that in real-world situations the information-
secking behavior that follows the making of a decision may otten
differ considerably from that that precedes it. 1n particular,
one would guess that to the degree that the motive of the informa-
tion seeker is the rationalization of a decision already made, the
process would become highly selective as to the sources consulted.

4.4 Quantity of Informatiun and Quality of Decision

It is quite natural to assume that the more data one has that
are relevant to a choice that he must make, the better his choice

will be. The assumption, without qualification, is not valid
(Ackoff, 1967; Fleming, 1970; Hayes, 1964, Hoepfl & Huber, 1970;
Sidorsky & Houseman, 1966). 1t is possible, indeed easy, to provide

an individual with more information than he can assimilate and use-~
especially if he is operating under some time pressure, The point
is illustrated nicely by an experimcnt by Hayes.

Hayes had naval enlisted men make decisions concerning vhich of
sevéral airplanes to displatch to investigate a reported submarine
sighting in a simulated tactical situation. The available airplanes
differed with respect to such characteristics as speed, distance of
its base from the target, delay before it could take off, quality
of its pilot, quality of its radar, and so on. FEach characteristic
could take on any of eight (not necessarily numerical) "values,"
which could be ranked unequivocally from best to worst. The number
of available airplanes from which a subject had to choose was varied
(4 or 8) as was the number of characteristics (2, 4, 6 or B) on
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which he was to base his choice. The cttect ot the latter variable
is of particular interest. Decision time increased markedly with
this variable:; however, the decision quality--which was defined ob-
jectively in two ways--did not. Hayes hypothesized that, other
things equal, one's sensitivity to the way two alternatives differ
with respect to individual characteristics decrcecases as the number
of characteristics that must bc considered increases. Of particular
relevance to this review is the fact that Hayes trained a second set
of subjects for severil days to see if they would learn to make
better decisions with the larger amounts ol information. Although
the quality of decisions was gencrally somewhat highex after training
than before, the relationship between decision yuaility and number of
characteristics on which a decision was based did not change.

We should not conclude from this study that one should never,
under any circumstances, be provided with more than a very few items
of information that are relevant to any choice that one may have to
make. Onec might conclude, however: (1) that decision makers should
be trained to recognize their limitations for assimilating informa-
tion, and to avoid attempting to operate beyond them, and (2) that
to the extent that the functional rclationship between the desira-
bility of thc various choice alternatives that are open to the de-
cision maker and the values of the factors that determine it is known,
the implication of particular sets of lactor values should probably
be computed, and not estimated by men. The problem of Jdcetermining,
or discovering, such functional relationships is a nontrivial one.
(See Section IX.)

4.5 A Conceptualization ot Information cGathering in the Real World

What makes the real-world decision maker's task particularly
difficult is the tact that the intormation that he would like to
have typically is distributed among a varicety ot sources. One way
of chardcterizing these sources 1s in terms of the two properties:
degree of passivity and deqgrece ot cooperativeness.,  According to
this conceptualization, a source is either active or passive, and
ecither cooperative or uncooperative.

An activg{x coopurative source--the pretoerred type--volunteers
information, und sceks ways to get it to the decision maker. In
the military context, an intelligence officer would be an actively

cooperative source for a commander.

A passively cooperative source is onc that would provide in-
formation If solicited, Ut does not volunteer it. A poss ble
reason for not voluntecering intormation in this case in a failure
of the source to recognize itself as such. An example, again from
a military context, would be friendly inhabitants ot 'n area of
operations who have infarmation that would be valuab : to a
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military commander, but are unaware of the fact. The problem that
the decision maker has vis-a-vis passively cooperative sources is
to identify and find them.

the decision maker's objectives if possible, volunteers information
that is misleading. A propagandist is an example of such a source.
The decision maker's problem with respect to actively uncooperative
sources is to recognize them as such and to assess the information

obtained from them accordingly.

A passively uncooperative source is one that withholds in-
formation from the decision maker, and further will not provide
it if asked. Hostile noncombatants in an area of military operations
might fit this description, as might espionage agents. fThe decision
maker's problem with respect to passively uncooperative sources is
to persuade them to change their status and become actively
cooperative. History. both real and fictitious, is replete with

accounts of the unsavory methods that have becn employed to this
end.

To the extent that laboratory studies of decision making have
been concerned with information gathering, they have involved
actively cooperative sources almost exclusively. The proublem of
finding sources that are nonobvious and that of coping with those
that are noncocperative have received very little attention from
experimenters. In part this is undoubtedly duc to the fact that
capturing the essence of thesce aspects of infoimation gathering in
laboratory situations 1s a very difficult thing to do. And the
alternative of studying these processes in situ is hardly less
difficult. Until such studics are performed, however, our under-
standing of how decision makers go about gathering -~ especially
seeking - information so as to increase their chances of making
effective decisions wil! remain very incomplete.

4.6 lnformation Gathering and Training

We stress again that laboratory studies of information
gathering have failed to capture the complexity of the problem
that often faces the information sccker outside the laboratory.
Consequently,very little is known about information seeking
behavior as it occurs in the real world, This is unfortunate
because information seeking constitutes a particularly critical
aspect of many recal-life decision problems and so long as this

behavior is not well understood, our understanding of decision
making will be incomplcte.
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The implications for training are obvious: training procedurcs
that are based on a solid foundation of factual knowledge about
human capabilities and limitations cannot be developed if the foun-
dation does not exist. The need 1is for research that is designed
to answer some of the guestions that laboratory experiments here-
tofore have failed to address effectively. Such questions include
the following. How good are people at identifying sources of
information that is relevant to their decision problems? How do
they go about discovering such sources? How capable are they of
assessing the cost of acquiring information that may be difficult
to get and the worth of the information that might be obtained?

To what extent can useful principles and procedures for information
seeking be made explicit and taught? It is probably fair to say

that with respect to such questions there is insuf icient basis for
even an educated guess as to the answer. Clear]l] there is need for

some imaginative research on this aspect of the decision-making
process,

Laboratory studies such as those reviewed above do shed some
light on information Eurchgiigg behavicr. In particular they tell
us something about human capabilitiecs and limitations in assessing
the worth of information in well structured situations. Although
it would be risky to generalize many of the conclusions uncritically
to nonlaboratory situations, the conclusions nonetheless are sug-

gestive of what should perhaps be done by way of training or train-
ing research.
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SECTION V

DATA EVALUATION

In the preceding scction we used the words data and informa-
tion more or less synonymously. It will be helpful at this point
to make a distinction. The term duta is perhaps best used to
refer to what one collects, and the term information to connote
whatever conclusions or inferences one draws from data. The data
and the information extracted thercefrom can be identical, but they
need not be. For example, if a military commander receives data
to the effect that the troop strength of an opposing tactical
force is 15,000 men, and he considers the source to be a reliable
one, he will undoubtedly accept the dat:' as accurate and conclude
that the enemy troop strength is indeed 15,000 men. On the other
hand, if he has less than full confidénce in the scurce of this
report, he may tentatively conclude that the troop stroigth is
somewhere between 5,900 and 25,000 men, and attempt to go* more
data from which he can derive a more precise estimate.

The point is that as part of the process of attempting to
reduce his uncertainty about his decisien situacion, the decision
maker must evaluate the data that he receives as to their per-
tinence and trustworthiness. In other words, the first decision
that the decision maker must make with respect to any new datum
is how seriously he should take it. He may not explicitly do
this in all cases, but to fail to do so at least implicitly is
tantamount to judging his sources as conpletely trustworthy and
their inputs as equally important.

5.1 The Evaluation versus the Use of Data

There are two questions relating to data quality that deserve

attention: (1) how well can people judge and report the quality

of the data on which decisions are to be based, and (2) how
effectively can they utilize information concerning quality of
data when that intormation is provided for them? 'The first of
these questions concerns what we are referring to as the task of
data evaluation, and 1s discussed in thils section. The second

has to do with data utilization and is more appropriately dis-
cussed in connection with hypothesis evaluation in Scction VIIT,.

In anticipation of the latter discussion, we note here simply
that several experiments have been addressed to the question of
how effectively decision makers use knowledge of data quality.
In most such studies the pertormance of subjects has becn compared
with that of some ideal (usually Bavesian) model (see, for cxamples,
Funaro, 1974: Johnson, 1974; Schum, DuCharme, & DePitts, 1973;
Snapper & Fryback, 1971; Steijer & Gettys, 1972). Wwhat is most
germane to the topic of this section is thce fact that the models
that are used to represent optimal behavior typically distinquish

38




NAVTRAEQUIPCEN 73-C-0128-1

two scparate steps. The first step entails an adjustment of the
nominal diagnostic valuc of a datum, the value that the datum would
have it it werce known to have been reliably observed or reported.
The second step involves the application of the modified datum to
the hypotheses of interest. The tirst step is what we are calling
data evaluation, and it is important to note that the failure of
subjects to perform this step properly appears to be one of the
reasons why they typically acgquire less information from data that
are not perfectly reliable than is there to be acquired.

5.2 Studies of Data Evaluation

Data evaluation has been recognized by the U.S. Army as being
of sufticient importance to warrant the development of a rating
procedure for usc by tactical intelligence personnel to evaluate
all incoming "spot reports" (Combat Intelligence Field Manual,
FM30-5). The procedure, which has been standurdized tor use by
NATO army forces, requircs that a sender of a report explicitly
rate the report both with respect to the reliability ot its source
and the accuracy of its contents. The letters A through I' are
used to designate estimates of reliability, and the numbers 1
through 6 to represent judged accuracy. The first tive ratings
represent a scale going from "completely reliable" (A) to "un-
raliable" (E) in one case, and from "confirmed Ly other sources"
(1) to "improbable" (5) in the other. The lowest rating in each
case is used to indicate thaet a judgment cannot he made: “relia-
bility cannot be judged” (F), "truth cannot be judged" (6).

Obviously, the purpose of using such a rating procedurc is
to provide the receiver of a report with some indication ot how
much confidence he should have in its contents. How effective the
procedure has been, however, is open to question. Data collected
during ficeld exercises have indicated that ratings cften are
omitted from spot reports, and that the ratings that are used are
too consistently high (Baker, McKendry, & Mace, 1968). The same
study also revealed that the reliability and the accuracy ratings
tend to be highly correlated. One possible explanation ot this
correlation is that reliable sources tend to produce accurate
reports. This is an intuitively plausible explanation, and it
raises the guestion ot the need for two ratings. 7The other pos-
sible explanation for the correlation is that the rater btinds it
difficult to treat reliability and accuracy as independent dimen-
sions. The results of a subseguent laboratory study of rating
behavior were¢ interpreted as supporting the latter possibility
(Samet, 1975a). On the basis of his results, Samet proposed that
an attempt be made to design and validate an improved procedure
for evaluating intelligence data. Specifically, he suggested the
possibility of assigning to a report a single number that would
represent the evaluator's estimate of the likelihood of the report
being true, based on all the intormation available to him that
was relevant to that judgment.
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5.3 The Use of Nonguantitative Qualifiers

Probably most people who evaluate data or data sources do not
do so according to a formal provedure or in yuantitative terms.
More typically, they use such qualificers as "usually reliable,”
"not very dependable," "prone to exaggerations," "very precise,"
"a bit carcless," "very likely." "a rough estimate," and so forth.
Such phrases are certainly meaningful and undoubtedly can convey
important qualifying information, The problem is that not all
people mean the same thing when they use one of these phrases, and
what complicates matters is the fact that even a given individual
may use the same term to mean somewhat different things at dif-
ferent times.

A number of eftorts have becn made to measure the extent of
agreement boetween individuals in their use of such qualitying
terms. A common experimental paradigm is that of provi’'ing sub-
jects with lists of terms or plrases and requiring them t trans-
late the degree of certainty or uncertainty denoted into a numeric
(typically probabilistic) estimate. The variance observed among
and within subjects in the translation then provides a measurement
of agreement. Results of these studies (see, for example, Lich-
tenstein & Newman, 1967; Johnson, 1Y73; Samet, 1975a, 1975b)
typically show very low levels of agreement among subjects, and
the potential for considerable misunderstanding when large vocabu-
laries of qualifiers are used.

What factors influence the translation of a qualifier into
a numeric estimate? There scem to be no clear answers to this
guestion. Cohen, Decarnley, uand Hansel (195%) suggested that con-
text in which a word 1% used might play a role, but a recent study

by Johnson (1973) in which the encoding of 15 difterent probability

words (or phrases) contained in each of three different sentence
contexts was explored failed to uncover any siynitficant context
effect. On the other hand, a study by Rigby and Swain (1971) in
which magnitude-denoting terms such as "couple," "lots," and
"bunch” were used did suggest such an effect. Vor example, a
"bunch of missiles" had an average assignment of 7.73, while a
"hunch of tents" had an average assignment of 12.32. It seems
obvious on the face of it that nonguantitative terms denoting
physical magnitudes musi be subject to cnormous context ctfects.
"Small" distances are measurcd in angstrom units by nuclear
physicists and in light years by astronomers. Indced, it is
difficult to sce how, in the absence of context, such terms can
be considered meaningful at all. Probability terms arc different
from magnitude terms in that probabilities are bounded whereas

magnitudes are not. Perhaps this helps to account for the former's

greater independence of context. It should be noted that neither
Johnson nor Rigby and Swain found significant differences in the
use of these terms due to group membership (army enlisted men and
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graduate students, in the former study:; army helicopter, Air Force
prop, Air Force jet, and Navy attack bomber pilots in the latter).

5.4 Data Evaluation and Training
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It seems clear that full exploitation of compiiter-based tac-

tical data-analysis systems will ultimately require the use of

\ numeric values in place of qualitative estimates, if the relia-

'ﬂ bility ot data is to be taken into account when they are used.

: How best to arrive at these values is, at this point, a matter of

‘ conjecture. One could attempt to establish a formal vocabulary
of qualitative terms and phrases, associate

! phrase a specific numerical value (or range of values), and train
personnel to use the resultant isomorphisms in encoding and de-

o coding communications. This is the essence of a proposal made

" some years ago by Kent (see Platt, 1957). Considering, however,

‘ that formal training would be a requirement in any ca. :, a pre-

| ferred alternative to this approach is to instruct deci..on makers

: in the use of probability (and magnitude) scales and require

‘ estimates to be communicated in explicitly quantitative terms

(Johnson, 1973; Samet, 1975). The obvious problem for training

with each term or

| research is that of developing effective procedures for training
people to evaluate data quantitatively and for increasing the

‘ intra- and inter-person consistency with which guantitative
I assessments are made.
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SECTTON VI

PROBLEM STRUCTURING

An exccedingly impoértant step in solving any problem is to
be quite explicit about what the problem is that one is to solve.
And one way to be cxplicit is to attempt to represent the problem
in terms of a formal structuvre. While the need to be explicit
may appear to be too obvious to deserve comment, it is also ap-
parent that satisfying that necd is not always an easy thing to do.
Attempts to apply computers Lo problem-solving tasks have high-
lighted both the neced for explicitness and the difficulty of ob-
taining it. Armer (1964) has commented on the frustration that
is sometimes entailed when one tries to formulate a problem in
such a way that a computer can help solve it. He illustrates his
point with reference to a bank official who stated, after having
his banking procedures mechanivnd "that (5 percent ot the data-
processing greup's cffort went to deciding in detail wi t problem
they were solving" (p. 250). DPresumably, the investment 'ras worth

it; without it, they could not have recognized a solution had they
found one.

The act of trying to make the structure of a problem explicit
can be an instructive experience Lor a problem solver, inasmuch
as it forces on him the realization of what h¢ does and does not
know about the problem on which he is working--or thinks he is.
Essentially, this observation is made by CloolL (1968) vis-a-vis
the application of computers to the decision problems of manage-
ment. He takes the position that one of the major benetits that
is to be derived from an attcempt to implement a computer-based
management information system is not the help that one would get
from a functioning system, but what onc can learn about the prac-
tice of management from the implementation cefiort. "It ¢an oven
be arqgued that the successtful usc of a computer-based MIS should
wve measured by the extent to which manugers learn Lo improve
their performance so thal they can discard it again... There is
no doubt that the changes that do come about will bhe due more to
managers having abetter understuanding of their decision procaesses
than to the technical facilities of the computer” (p. 280).

A major contribution of theoretical treatments of decision
making is the provision of formal models in terms of which a de-
cision maker can attempt to structurc his own decision problems.
Invariably, such models are simplitied abstractions, and conse-
quently may not do justice to the full details of any given situa-—
tion. Nevertheless, they do provide one with structured ways of
viewing things, which may make the problems ecasier to think about,
and as a consequence--hopefully--casier to solve. 1t has Leen

suggesteq that this is the way in which quantitative models will
have thelg primary effect: "T bLelieve that the greatest impact of
the quantitative approach will not be in the area of problem sol-

ving, althouyh it will have growing usefulness there. 1Its greatest
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impact will be on problem formulation: the way managers think
about their problems--how they size them up, bring new insights
to bear on them, and gather informution for analyzing thew. 1In
this sense, the results chat 'quantitative people' have produced
are beginning to contribute in a really significant way to the
art of management” (Hayes, 19639, p. 108).

6.1 State-Action Matrices

Probably the most well-known way of representing decision situ-
ations is in terms of state-action matrices. Such matrices make
three aspects of decision situations exrlicit: the hypothesized
possible "states of the world," the action alternatives that arxe
open to the decision maker. and t . decision maker's preferences
with respect to the varinus possi.le state-action combinations.
Sometimes such matrices are referred to as payvoff matrices inasmuch
as each cell of the matrix represents the cost or valwe--or utility
~-to the decision maker of the outcome of a particula: action se-
lection, given that the associated state hypothesis is true.

A
decision problem may be represented in this way as follows:
Action Alternatives
Al A2 [ Aj [N An
Hypothesized Hl U11 U12
States
of the Hy U1 Y22
World
H, .
1 U]_J
Hm Umn

Much of the theoretical-analytical work on decision making
has been concerned with optimal strategies for selecting action
alternatit ¢ eonce the situation has been formally structured.
Given an licit decision goal (e.g., minimization of risk,
maximization of expected gain, and a formal representation
of the situation, prescriptive models can provide useful guidance
for action selection. The process of representing real-life
decision situations formally, however, is at the present time more
of an art than a science. Examples of decision situations that
are easily structured can always be found; however, not all de-
cision problems can readily be forced to fit the same mold.
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Even given that the structure shown above is an uppropriate
onc for a particular problem, it 1s clear that in order to use it
one must be able to specify, as a minimum, what the hypothesized
states of the world are, what one's action options are, and how
the various possible decision outcomes (state-action pairs) relate
to the value system that will determine the desirability ot the
actual ontcome. One may find it necessiary to chgage in a consider-
ablc amount of information seeking in order to t£ill ocut such a
structure. Moreover, how one does fill out the structure is deter-
mined in part by exogenous vwriables over which one has no contrel,
and in part by sclf-imposed constraints. The state of the world
tends to be beyond one's control; all one can do is attempt to
determine what it is likely to be. One's action alternatives,
however, may be constrained in part by limits that are self-imposed.
What are viewed as viable strategic military options, for example,
may depend on the particular military doctrine in voguce at the time.
Benington (1964) points out that th2 basic concept beliind the
development of such automated, or semiautomated, systems 5 the
SAGL system in the 1950's was the concept of "set-piece warfare.”
"Set-piece warfare is characterized by warning of threat, total
and preplanned goals, specd ot response, and detailed and precise
management of the campaign” (p. 9). Bmphasls is on massive re-
taliation totally preplunned, or "spuasm" regponsce. During the
early 1960's, the sut-piece warfare idea lost favor. UPresident
Kennedy and Sccretary of Defense McNamara began to emphasive the
importance of flexibility and adaptability, the ability to make
selected and controlled responsces, directed toward military (non-
civilian) targets and appropriate *o the (not always foresccable)
contingencies that elicit them. oCiearly, the se! ot action alter-
natives that the slrategist will consider under one ol these re-
taliation doctrines 1s quite different from that that he will
consider under the other.

6.2

Alternative Slructurings of a Given Situation

It iIs apparent that to think in terms of the silructure ¢f a
decisinn space is to oversimplify mutters greatly. Usually any
given situation can be structured in a varicty of ways, Moreover,
how one c¢hooses Lo represcnt a particular situation may not be
incidental. It scems to be true of problem solving in general
that how one represents a problem can be an impnrtant factour in
determining how easily one can then solve it.,  This point has often
been made by individuals engaged in efforts to program computers
to perform intellectually demanding tasks (sce, for example,
Nilsson, 1971). +he same problem may yicld to attempts to solve

it when represented in one way while resisting such attempts when
represented in another.

An important aspect of developing a usetful structure is that
of conceptualizing a situation at an appropriate level of detail.

L
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Too simple a structure may violate the complexity of an actual
situation. On the other hand, Charles Plerce's maxim that "a fow
clear idecas arce worth more than many confused ones" scems particu-
larly apro! 's here. We state as o conjecture that a necessary
requisite i »r eftective decision making is the ability to get
quickly to the heart of a problum, to concentrate on essentials,
and to ignore irrelevancies. What this often means in practice is
being able to see through supcerficialitics that frequently obscure
underlying issues. Moreover, even when the situation, stripped of
incidentals, is inherently complex, therc may be some merit in a
simplified conceptualization of it, provided that the tact that the
conceptualization is a simplification is not then promptly torgotten.
Thcre is little to be gained by representing a situation in such

a complex way that the decision makcr cannot grasp the representation
intellectually. What constitutes an optimal level of detail may
vary from situation to situation and from individuual to individual,
but variability in this regard may not be very great. "We suspoect
that for the vast majority of situations and decision me' *rs a
representation that involves more than eight or ten hypothesized
states of the world and as many action alternatives, at any given
level of description, will prove to be an unwicldy one.

6.3 Structuring 4s an lterative Process

On the basis of an anlaysis ol protocols obtailned in his
classical study of problem solving, Duncker ({(194%) rcached ua con-
clusion that is germane to the issue ot problem structuring. The
problem that he used most treguently in his studies was the now
well-known radiation problem: "given a human being with an inoperable
stomach tumor, and rays which destroy organic tissuc at sutficient
intensity, by what procedurc can onc free him of the tumor by thesc
rays and at the same time avoid destroying the healthy tissuce which
surrounds it?" (p. 28). The conclusion that Luncker came to after
observing the efforts ot nmany people to nolve such problems was
that the development of a solution typically proceeds from the more
general to the more specific. (On this point, sce also logarth,
1974, and Kleinmutz, 1968.) The principle by which the problem
is, hopetully, to be solved emerges fFirst, and the details of the
solution come later. It often happens that a principle may be
valid, but there turns out to be no feasible way to implement it.

A principle that was froguently identificd in the case of the radi-
ation problem, for example, was "avoid contact between rays and
healthy tissue." When the problem solver could think of no way to
do this and still get the rays to the tumor, he had to abandon the
principle itself--cven though it was a sound one--and scarch for
another that was not only sound but practicable.

The finding of a new principle, or a gcneral property of a
solution, always involves, Duncker suggests, o reformulation of
the original problem. In the casc of the example just given, having
accepted "avoiding contact” as a valid principle, one has in effect
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detined his problem as that of finding a way to do just this. When
forced to reject a given principle as impractical, the substitution
of another (e.g., "lower thce intensity of the rays on their way
through healthy tissue") in cftect defines another how-to-do-it
problem to be solved. "We can accordingly describe a process of
solution either as developmment of the solution or as development

of the problem. DBvery solution-principle found in the process,
which is itself not yet ripe for concrete realization... functions
from then on as reformulation, as sharpening of the original setting
of the problem. 1t s thercfore moeantngful to say Lhal what 7o
really done in any solution of problems conviats in Jormulating the
problem more produclively. To sum up: he fAnal form of a solution
iy typleally attained by way of mediating phaces of the process,

of which cach vone, in pretrospeel, posscascs the characteor of o
solution, and, in progpeet, that of « problem” (p.34, italics his).

It is probably the case that complex decision probt ms, like
other types of complex problems, yield ygrudgingly to attenpts to
structure them. Moreover, a decision maker may find it necessary
to formulate and reformulate a decision space several times before
arriving at a structure that he tecls adequately represents the
decision problem that he must solve and does so in o way that
facilitates arriving at a solution. The willingness to discard
a favored conceptual framework when it is secen no lunger to fit
the facts in hand has becen considered by some to be one of the
defining characteristics of original thinking (Mackworth, 1965;
Polyani, 1963).

6.4 Problem Structuring and ''raining

The question of how to train decision makers to structure
decision problems cffcectively has received very little attention.
Moreover, if it is true, as FEdwards (1973) has suggested, that of
the several aspects of decision analysis the process of problem
structuring is least amenable to formal prescription, exactly what
should be taught is not clear.

It seems likely, however, that something is to be gained by
familiarizing decision makers with such formal representations--
models--of decision situations, as arce provided by decision theory
and game theory. Such training should be conducted in such a way
as not to leave the student with the unrealistic idea that all
decision situations arc readily represented--without distortion—--
by the samc model.

I'ractice in ' »presenting specitic situations in terms of such
models,  nd criteria for judging the relative merits of different
models fo: different problems should probably be part of any
training program in decision making. Practice in represcenting a
given decision problem at differenil levels of detail also would ’
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probably be beneficial. Duncker's work suggoests that one approach
to problem structuring that might usefully be taught is that of
zeroing in on an appropriate formulation by a series of approxima-
tions, proceediny from the more general to the more detailed.

But these are only conjectures. The fact is that little is
known about how to train a person to be good at imposing structure
on a problem—--whether it be a decision problem or a problem of
any other kind. Mackworth (1965) has noted that one of the char-
acteristics of creative individuals is an exceptionally strong
need to find order wherc none appears on the surface. TIf this
is so, then one way to train people to be better problem structurers

is to train them to be more creative. If only we knew how to do
that!

An alternative to training decision makers to formalize their
decision problems is to provide them with models that «re appro-
priate to their particular situations, and that can then ne used
as decision aids. Gorry (1970) has suggested this possibility.

A model that is to be used by a decision maker need not be genera-
ted by him, but, Gorry points out, it may be derived from his
description of the situation, and it must be thoroughly under-
standable by him. In this casec the training task becomes that of
teaching an individual to make cffective use of the structure that
someone eclse has imposed upon his problem.

At least one study has been addressed to the question of the
subtasks in terms of which one class of decision makers sees deci-
sion making and how this view would change as a result of training.
Hill and Martin (1971) gave secondary-school teachers problem-
solving exercises designed to train them with respect to some of
nineteen specific skills that thcey associated with decision making
and to acquaint them with a particular model of the decision-making
process (scve Section ITI). Both before and atter training, the
subjects were asked to list the specific steps that they would
take in an effort to solve a hypothetical problem involving an inter-
person conflict., Perhaps the most striking aspect of the results
was how large a proportion of the steps that subjects listed tell
in the "formulating-action-alternatives" category. Before training.
more of the listed steps fcll iIn this cateyory than in the other
five combined. The main effect of training was to reduce the num-
ber uof steps in this cateqgory by about two-thirds and to increase
the usage of some of the other categories sliqghtly; but formulating
alternatives still remained the largest cateqory. The investigators
concluded that training had made the participants more awarc of the
several activities involved in decision making, but pointed out
that their results shed no light on the uestion of whether much as
increased awareness would produce better decision making.
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SECTION VII
HYPOTHES1S GLNLRATION

Hypothesis generation is closely associated with problem
structuring. We find it convenient to consider it separately,
however, because it is a more narrowly focused type of activity.
Problem structuring is always important. [ven when complete in-
formation is available concerning the state of the world, the
action alternatives and all the possible decision outcomes, it is
still necessary to cast the problem into some mold, and the mold
that is chosen may have much to do with the¢ decision that is made.
Hypothesis generation, on the other hand, is a necessary activity
in those decision situations characterized by uncertainty about
such things as the state of the world and the implications of
selecting speceific decision alternatives. Oflen, tn spite
of one's best c¢fforts to gather intormation, it ii not possible
to eliminate uncertainty about these things completely. In such
cases, it is convenient to conceptualize the decision mali»r's view
of the situation as a set of conjcctures, or hypotheses.

7.1 hypothesis Generation versus Hypothesis Testing

Investigators of cognitive processes have long recognized
two rather different types of thinking. Bartlett (1958) speaks
of closed versus adventurous thinking, Guilford (1963) of conver-
gent versus divergyent thought. Mackworth (19065) distinguishes
problem solvers and problem finders. “The one kind of thinking
tends to be deductive and anclyticul; the other inductive and
analogical. The first has to do with evaluating hypotheses, the
second with generating them. The history of science attests to
the fact that the ability to evaluate hypothescs, to deduce the
implications of theories and put thoem to cmpirical test, is a far
more common quality among men than is the ability to gencrate
hypotheses, to construct theories that organirze and gsoructure
tfacts that were prot perceived as related befaro.

Some formal treatments of decision muking require that the
situation, as viewed by the decision maker, be conceptualized as
a set of mutually exclusive ond exhaustive hypotheses, cach of
which represents one of the pussible states of the world. As data
are gathered, they are used to modify a set of probabilities, cach
of which represcnts the decision maker's estimate of the likelihood
that a given hypothesis is true. Much laboratory experimentation
has been devoted toc the question of how cffectively man can assi-
milate data and use it to modify his view ol the world as implied
by the probabilities that he associates with the hypotheses that
he is entertaining. (We will consider that problem in the fol-
lowing section.) However, very little attention has been given
to the question of how capable people are of generating a rceauon-
able set of hypotheses to beyin with, or of modifying the ot
when the necd to do so arises.
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Typically, all of the hypotheses that are to be considered
are provided for the decision maker in advance, so the process of
hypothesis generation is rot studied. Moreover, formal decision
procedures usually permit the decision maker only to update the
probabilities that have been assigned to the previously established
set of hypotheses. They fail to recognize the fact that it may
be the case in real-life situations that a set of hypotheses that
is originally developed may not contain the hypothesis that will
eventually prove to be the true one. It often occurs in real-life
situations that incoming data suggest to the decision maker new
hypotheses that have not yet been considered. Any decision-making
procedure that purports to be generally valid must provide for
establishment of new hypotheses whenever the information in hand
indicates the need for them.

7.2 Importance of Hypothesis Generation

The importance of the function of hypothesis generu.ion can
hardly be overemphasized. To be sure, one may think of some de-
cision contexts for which all the potentially interesting hypotheses
can be specified in advance. For example, it may be the case for
some straightforward trouble shooting situations that an exhaustive
set ot the hypotheses of interest can be listed prior to the per-
formance of any tests. More typical of complex decision problems,
however, 1is the case in which the set of possibilitics is either
not fully known, or too large to be listed exhaustively. The
problem of the physician who is attempting to diagnose an illness
with a set of symptoms that does not fit a common pattern, or the
investor who is trying to gauge the risks and potential gains in
a speculative financial venture, or the computer programmer who is
tracking down an elusive bug, or the tactician who is trying to
assess the significance of some unorthodox behavior on the part
of a wily opponent is less that of testing prespecified hypotheses
than that of defining hypotheses that it would make sense to con-
sider.

A}

The difficulty is not so much that of representing a decision
situation in terms of a set of possible states of the world that
is exhaustive and mutually exclusive. The problem is that of
coming up with a set of possibilities that is usetul from the
decision maker's point of view. A military commander can always
represent the alternatives that are open to an adversary in terms
of such gross action categories as attack, detend, and withdraw,
and the ability to distinguish among thesc possibilities would
undoubtedly be of interest. However, a commander's decision-making
responsibilities typically require much more precise information
than would be provided by the resolution of the uncertainty implicit
in these three possibilities. That is to say, he wants to know not
only whether enemy forces plan to attack, but at what time, in what
strength, at what locations, and so forth. It is at this level ot
representation that the commander's (or perhaps his intelligence
officer's) hypothesis-generation capabilities are put to the test.,
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7.3 Experiments on Hypothesis Generation

The study of hypothesis generation in the laboratory has
often involved "concept attainment" or "discover the rule"” type
tasks. The work of Bruner, Goodnow, and Austin (1956) illustrates
the use of concept attaiument tasks to study this uspect of think-
ing. In a typical experiment, « subject attempts to identify a ‘
concept that an experimenter has in mind. The concept usually is !
defined in terms of conjunctions or disjunctions of specific stim-
ulus attributes (e.qg., "red und square”; "blue or yellow, and not '
circular”). In some situations the subject is shown stimuli, some
of which belong to the conceptual category thiat e is attempting
to identily and some of which do not. He is Lold which stimuli
are which and from this "oxemplar" information he is to attempt to
identify the concept. Sometimes the subject chooses the stimuli
that he sees, in which casc the task can also be used to study a
form of information-gathering behavior.

Obviously, the performance of this task involves hypothesis
testing {(a topic to which we will turn in the following section),
but the key problem is that of hypothesis generation. Unless one
comes up with the right hypothesis to test, the testing that he
does will only eliminate some of the untcnable possibilities, of
which there may be many.

A basic conclusion thut Bruner et al. druaw from their experi-
mental results iIs that the strategies that subjects employ in these
sorts of tasks can be isolated and described. They identify four
such strategies, for example, Lhat subjects use when they have the
job of discovering a conjunctive concept by selecting stimuli and
beiny told, councerning each stimulus selected, whether or not it
is an exemplar of the concept that they arc attempting to identify. i
These strategies differ in terms of the balance they strike among '
three parameters: the amount of inilormation obtained from an ob-
servation, the cognitive strain imposed on the subject (amount of
information that must be carricd in memory, extent to which involved
inferences must be made), and the risk that the strategy will fail.

The strategies are defined in terms aof the nature of the hypotheses
that are generated and put to the test. In one cause, for cxample
("successive scanning"), once specific concept is hypothesized at

a time, and stimuli arce chosen in such a way as to test that hy-
pothesis directly. In ancther casce ("conservative tocusing"),

the initial hypouthesis, in effect, includes several possible con-
cepts and an attempt is made to discover the defining atiributes
systematically one at a time. Which of the several strategies is
most appropriate depends on the details of the experimental situa-
tion.

Bruncyr et al. found that the strateyles that subjects use
tend to change appropriately in response to changes in the
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experimental situation; and, on balance, these investigators con-
sidered the performance of their subjects to be quite good. 1In
their words: "In general, we are struck by the notable flexibility
and intelligence of our subjects in adapting their strategies to
the information, capacity, and risk requirements we have imposed
on them. They have altered their strategies to take into account
the increased difficulty of the problems being tackled, choosing
methods of information gathering that werc abstractly less than
ideal but that lightened pressures imposed on them by the tasks
set them. They have changed from safe-but-slow to risky-but-fast
strategies in the light of the number of moves allowed them. They
have shown themselves able to adapt to cues that were less than
perfect in validity and have shown good judgment in dealing with
various kinds of payoff matrices. They have shown an ability to
combine partially valid cues and to resolve conflicting cues"

(p. 238).

Performance was not ideal, however. Among the lini*ations
that were noted were a tendency to persist in focusing on cues
that had proved to be useful in the past even if they were not
useful in the present, and an inability to make as effective use
of information gained from noninstances of a category as of that
gained from category exemplars.

Bruner et al. also found that concepts defined in terms of
disjunctions of stimulus attributes were morc difficult to discover
than those that were conjunctively defined. This finding has been
corroborated by Neisser and Weene (1962) who used a large variety of
attribute-combination rules. Not surprisingly, concepts defined
in terms of the presence or absence of a single attribute are
easier to attain than are those defined in terms of conjunctions
or disjunctions of two or more attributes, which in turn are
easier than those definued in terms of more complex rules involv-
ing combinations of conjunctions and/cr disjunctions (Haygood
& Bourne, 1965; Neisser & Weene, 1962).

Another experimental task that has been used to study hypo-
thesis generation is that of discovering the rule by which a
specific sequence of numbers or letters was generated. Typically,
the subject is shown one or more sequences (or segments of se-
quences) that satisfy the rule. le then can propose other se-
quences, or continuations of the segment, in order to test the
validity of tentative hypotheses that he may wish to consider,

Each time he proposes a possibility he is told whether it satis-
fies the rule; and when he feels he has obtained enocugh information
to justify doing so, he is to state the rule,

Again, performance of this task obviously involves information
gathering and hypothesis testing as well as hypothesis generation,
but hypothesis generation is in some sense central. What information
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is sought. is likely to depend strongly on what rule is being con-
sidered. Moreover, unless the correct rule is hypothesized at
some point, it cannot be tested and validated.

The results of experiments along these lines have revealed
some interesting deficiencies in hypothesis-genceration behavior
which appear to stem from a lack of understanding of some basic
rules of logic. Wason (1974) has described some results that
suggest that people may have particular difficulty in discovering
rules that are sufticiently general that they subsume many rules
that are more specific., For exumple, the rule "any three numbers
in increasing order of magnitude" proved to be particularly dif-
ficult for his subjects to discover, I[f, as examples of triads
that conform to this rulce, a subject were given (8 10 12), (14
16 18) and (20 22 24), he migyht quickly genvratc the bypothesis
"successive even numbers, " toest it with other scquences that
satisfy 1t, and then announce this rule with confidence. What is
disappointing about this behavior is the failure to hypotnesize
alternative rules to which the given ccquences also contorm, and
then to consider scquences that would discriminate bhetween the
alternatives hypothesized. Morce disturbing, however, is the
finding that even when told of the incorrectness ol a hypothesis,
and presented with conclusive infirm evidence, subjects some-
times insisted that their hypothesiced rule was validated by the
fact that all the test sequences that they gencerated conformed
to it.

Two othuer results noted by Wason are relevant to the problem
of hypothesic geaeration, because they also domonstrate how the
process can get Logged down. FPirst is the possibility ot perse-
veration with an invalidated hypothesis without recognizing that
one is perseverating. He notes, in this regord, that what subjects
often do when informed that a hypothesized rule is not the correct
one is to generatce iditional triads that are consistent with that
rule and then anuounce the same rulce expressed in Jifferent terms.
Second 1s a tendencvy, when hypothesized rules are invalidated, to
gencerate more and more cowplex rules rather than simpler ones.

The following cxample is given of a third genceraution rule produced
by onc¢ subject: "The rule is that the second number is random,

and either the first number equals the second minus two, and the
third is random but greater than the scecond; or the third number
equals the second plus two, and the tirst is random but less than
the second” (p. 382). Recall that the correct rule was "any three
numbers in increasing order of maguitude." One conclusion that
may be drawn from this type of cxperimental finding is that the
discovery of a general rule, even though conceptually simple, may
be impeded by the discovery ot more specific rules whose exemplars
are also exemplars of the more general rule.
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7.4 Hypothesis Generation and Training

Hypothesis generation represents the same sort of challenge
to training and training research as does problem structuring.
The basic need in both cases is for a greater understanding of
how to promote creative thinking.

A specific problem that deserves attention from training
specialists is that of perseveration. Results such as thoue obh-
tgined by Bruner, Goodnow, and Austin (1956) and by Wason (1074)
i%dicate the need for training procedures designed to improve
the ability, or increase the willingness, of decision wakers to
generate alternatives to the hypothesis, or hypotheses, under
consideration. They demonstrate the importance of sensitizing

. decision makers to the danger of accepting a hypothesis on the

basis of insufficient evidence, and to the fact that the best way
to avoid this mistake is to attempt to generat( plaus.blce alter-
natives and to seek the kind of data that will be most likely to
discriminate among them.
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SECTION VIIT

HYPOTHESIS EVALUATION

Narrowly defined, hypothesis evaluation refers to the procebs
ot applying data to Lhu assessment ol the likelihoods of one's
hypotheses concuerning the unknowns of the situation. More generaly,
the term might be uscd to connote the process of extracting informa-
tion from data, of attempting to rocduce one's degree of uncertainty
about the parameters of the decision space. In some formally struc-
tured approaches to decision making, hypothesis evaluation may involve
the revisions of numerical probability estimates or other quantita-
tive indicants of relative likelihoods. In other cases the process
may be less explicit, but it 1s nol for that reason less important.
We assume that even in situuations thoet have been given littlce formal
structure, the decision inaker attempts to make use of a. least some
of the data that are available to him, in order to clariiy his view,
or perhaps to confirm his assessment, of the situation.

The following discussion takes a rather broad vicw of
hypothesis cvaluation. 1t touches on a number of topics that
relate to man's abilities, limitations, biasces and proedilections
as a processor of intormation or a user of evidence. In some cases
it may appear to range beyond the specific subject of hypothesis
evaluation, and deal with "thinking" more gencrally. Our reason
tor including this matcrial is that it secms to us relevant to the
problem of decision making, and it appears to fit more readily herec
than c¢lsewhere within our conceptual frameworhk. 1n Scection 8.6,
the discussion becomcs narrowly focuscd on Lhe problem of revising
probabilities in situations that have been formalized to the extent
that a Bayesian data-agyregation algoriiion wmight be applied,

8.1 Serial versus Parallel Procesning

Onc question of interest concerning the way people evaluate
hypotheses is whether they consider them one, or geveral, at a
time, LEmpirical data are lackiung on the quustion of which of
these alternatives best cheracterizes man's approach to hypothcsiq
evaluation. It 1is our impression that the PIClellng consensus is
that the assumption of seriality is the morce plausible of the two,
insofar as the conscious consideralion of hypotheses is concerned,

If the serial model 1s the more nearly correct, this must
represcnt a basic limitation of man. It is dlfflcult to think of

a convincing reason why one should cvaluate the hypothe-es serially
if he is able to treat them in parallel.

But even 1if we assume that one cannot test
at once, there i still
1s done.

soeveral hypotheses
a quuestion about the uxder in which testing
One might apply an incoming datum to cach of the
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hypotheses in turn. Alternatively, one might focus exclusively on
one hypothesis until one had enough confirming data to accept it,
or until the evidence against it was sufficient to Wwarrant its
rejection, in which case attention would be shifted to ancther
possibility. Note that in this latter case a datum cannot be dis-
carded after being applied to the evaluation of one hypothesis
because it may be germane to the evaluation of others later.

One putative advantage of the Bayesian approach (see
Section 8.6) is that it forces the decision maker to apply an
incoming datum to each of the candidate hypotheses in turn. One
of the implications of this fact is " hat it minimizes the need
for the decision maker or system to retain data. Assuming that
the set of hypotheses with which the decision maker is working
is complete, and will not be extended, a datum can be discarded
once it has been assimilated and the probabilities as«ociated
with all the hypotheses revised.

8.2 Subconscious Processes

What is happening at a¥subsconscious level is, of course,
even less well-understood. The belief has been expressed that
the brain carries on problem-solving activity even when one is not
ccnsciously thinking about a problem. Wallas (1926) elaborated
and popularized the notion, which he credits to lelmholtz, that
creative thinking often involVes a period of "incubation," which
follows a period of "preparation,” and precedes a period of
"illumination." During the preparation period, according to this
view, the problem solver consciously labors on the problem,; during
the illumination period the problem solver becomes aware of the
solution for which he was seeking. No conscious attention is
given to the problem during the incubation period, but, Wallace
suggests, much subsconscious exploration of the problem takes place.

While the idea has primarily anecdotal support, the
testimony of creative thinkers about the way they have arrived
at solutions to difficult problems is fairly compelling evidence
that something of this sort does occur. We mention it in this
context to make the point that the fact (if it is a fact)} that
decision makers tend to apply newly acquired data to the evaluation
of only one hypothesis at a time, should prohably not be taken as
conclusive evidence that the credibility of a hypothesis not under
consideration has not been affected by those data. Morecover, it
is at least a plausible conjecture that the likelihood that any
given hypothesis will"suggest itself" for explicit consideration

may depend to some degree on such subconscious activity (Maier,
1931).
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Dreytus (1961 has argucd that such subconscious, or
marginally conscious, activity is i general and difficult-to-
simulate characteristic of man as a problem solver., Tt is this
ability that makes it possible for him Lo consider consciously
only the "interesting" moves in a gamc of chess without cxplicitly
consideriny all possib e moves and rejecting those that are not
worth pursuing. But sulbconscious processes are beyond the scope
of this report, so we will not pursue the topic further.

8.3 Man As An Intuitive Logician '

Technically, logic is the discipline which deals with the
rules of valid infercnce. The term is used collogquially, however,
as a synonym for reasoning. 1t is of some relevance to theo
general problem of decision making, and in particular to the
problem of training decision makers, to consider whethet reasoning
as it 1s practiced by people is logical ian the technical <onse;
and, to the extent that it is illogical, whether it is illogical
in consistent ways. A further gquestion of interes!l is whether
training in formal logic can reasonalygy be expected to improve
decision-making performance.

Philosophers have not been in agreement on the first
question. Henle (1962) points out that some of the 19th century
writers (e.g., Boole, 1854; Kant, 1885; Mill, 1874) viewed logic
as the science of the laws of thought. Some more recent writers
{e.g., Cohen, 1944; Russell, 1904; Schiller, 1930) have treated
logic as something quite independent of thought processces and to
reject the notion that thinking nccessarily contorms to logical
principles.* A middle-of-the~road view is that thinking sometimes
conforms to logical principles-—-ecspecially when one's explicit
purposc is to reason carcfully and deductively--and sometimes
does not.

*A cynic might assert that tew arguments are won or lost on
logical grounds. Certainly, the alogical strategems that can
be applied to argquments are numerous, and perhaps are better
learned in the course of normal development than are the rules
of infercnce. The disputatious reader who feels his arsenal
of such strategems is deticient is referred to Schopenhaucr
(no date) who provides a veritable cornicopia of them,

56




"
l:: i
3

- S S S

NAVTRAEQUIPCEN 73-C-0128-1

Whether or not thinking is logical may be difficult to
determine empirically in any particular case, because the steps
by which one arrives at a conclusion usually are not available
for observation. As Mill (1874) points out, since "the premises
are seldom formally set out,... it is almost always to a certain
degree optional in what manner the suppressed link shall be filled
up... [A person] has it almost always in his power to make his
syllogism good by introducing a false premise; and hence it is
scarcely ever possible decidely to affirm that any argument involves
a bad syllogism" (p. 560; from Henle, 1962).

Individuals undoubtedly differ greatly in their ability to
think logically, and any characterization of human strengths and
weaknesses in this regard is bound to be only partially correct,
There are many ways in which reasoning can be illogical, however,
and it is not unreasonable to ask whether some of thr many possible
evidences of fallibility are appreciably more common .han others.
Several ways in which human reasonira doazs seem to depart from the
ranks of logic have been discussed enle (1962). These include:
failure to distinguish between the fe¢ .ual truth of a conclusion
and the logical validity of the argument on which it is based;
restatement of a premise or a conclusion, which may have the
effect of preserving a logically valid form, while changing the
substance of the argument:; the cmission of premises from an argument,
or the addition of spurious premises. The fallacy of the "undis-
tributed middle" is one that has long been recognized as
particularly bothersome, and involves the assignment of different
meanings to the same term when it appears in different premises,

Another type of logical error that seems to be commonly
made involves a misunderstanding of the syllogistic form: "If A
then B; A; therefore B," or "If A then B; not 8; therefore not A."
These forms may be perverted cithcr as "If A then B; not A;
therefore not B," or "If A then B; B; therefore A." Both of these
forms are invalid; nevertheless most readers will probably récognize
them as forms that they have encountered, and perhaps usec, in
arguments.

Wason (1974) describes a failure in reasoning that he has
observed that seems to be related to this type of misunderstanding.
Feur cards are placed on a table so the subject can scc only one
cide of each of them. The cards contain cespectively a vowel, a
consonant, an even number and an odd number. The subject is told
that each card has a letter on one side and a number on the other,
and 1s asked which cards would have to be turned over to determine
the truth or falsity of the statement: "If a card has a vowel on
one side, then it has n even number on the other," The majo.iiy of
Wason's subjects chose weither the card showing the vowel and the
one showing the even nunber, or just the card showing the vowel.
The correct answer 1s: the card that shows the vowel and the one
that shows the odd number. Only bv finding an odd number behind
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the vowel or a wvowel behind the odd number would the statement be
falsitfied. The students' choice of the card with the even number
is a form of thc fallacy known as asserting the consequent: "If
A then B; B; %therefore a."

This type of rea: ning crror occurs with sutficient consis-
tency (at least among colleye students) to have prompted investi-
gation by scveral rescarchers. A completely satisfactory explana-
tion has not yet becn forthcoming. Wason scems to favor the view
that the choice of cards is made on an intuitive basic and that
the "reasons" for the choice - which subjects give in response to
the experimenter's inquiries - are really rationalizations. "This
hypothesis is consistent with our crude knowledge about intuition.
A verdict may occur to a judge before the grounds which support
it have been spelled out; a chess player may "sce" a gyood move, and
then analyze the continuations which validate it. Such thought
suggests a processing mechanism which operates at different levels"
(p.385).

The last chapter on the topic of the relutionship between
logic and thought has not been written., And it cannot be until
much more is known about the workings of the human mind. The
immediate challenge for training research is to identify ways to
improve the capability cof individuals to reason logically, or at
least to recognize and be able to avoid the more common illogical
pitfalls.

8.4  Man d4s an Intuitive Statistician

1t is guite c¢lear that most individuals could manage to get
through life without ever cxplicitly assigning a numerical
probability to an event. Undoubtedly, the vast majority of people
do so. It seems safe to assume, however, that people do make
judgments of likelihoods, and that these judyments--even though
nonnumeric, and often implicit--con ttion their behavior. An
individual carries an umbrella because he thinks there is a good
chance of rain, or buys stock that he expects to appreciate. One
purchases life insurance before boarding an airplanc because one,
in effect, has considered the likelihood that the plane will go
down during that flight to be nonneyligible; the fact that he
boards the plane at all is probably cvidence that he also considers
that likelihood to be something less than certainty. One chooses
one among three job opportunities, bcecause the chances of success
anl advancement are perceived as ygyreatcr in the case of the selected
job than in that of the others. In short, although most of us do
not attempt to assign numeric probabilities to possible situations
or events, we behave as though our choices had beuen dictated by
reasoning of the sort: this c¢vent is morce likely than that, or the
likelihood of this situation ls yreat enough so that I had better
do thus and so in order to be prepared it it should occur.
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A question of some practical interest, theretore, is that of
how effectively such judgments are made.  For many situations,
there is no way to answer this question objectively. The individ-
ual who sclects one job from among threco possibilities because he
considers the likelihood of success to be highest for tha: case
will never know for certain whether his judgment was correct.,

There arc also, however, many situations for which the "objective”
probabilities of events are known or can bec determinced, and we

can at least ask how well people do when asked to estimate
probabilities explicitly in these cases. 'The literature that is
relevant to this g Wtion talls fairly naturally into three cate-
gories. First are the studies that deal with people's ability to
estimate the statistical preoperties of samples that they are
permitted to observe. Such studies concern relative frequencics
rather than probabilities, but to the degree that our ideas about
probabilitics are based on, or influenced by, perceiv o1 frequencics
they are germane. Second are some studies that have Lo do with

the extent to which people's intuitive notions about the probabil-
ities of events correspond to, or conflict with, the implications
of the theory ot probability as represented in thoe probability cal-
culus. Third are numerous recent cxperiments that consider the
specific question of how effectively people function as Bayesiun
data aggregators. In this section we will consider briefly the
first of these three categories of studies; in Sections #.4 and 8.5
we will consider the last two.

People appear to be reasonably good at perceiving proportions,
or the relative frequencies of occurrence, of both scquential and
simultancous events (Attneave, 1953; Peterson & Beach, 19%67;
Schrenk & Kanarick, 1967; bBrlich, 1964; Vvliek, 1970) and at esti-
mating the means of number sequences (Beach & Swensson, 19665
Edwards, 1967). Inferences concerning the median or mode of a
skewed distribution (assuming the subject knows the definitions
of these terms) are fairly accurate, and the estimated mean of such
distributicas tends to be bilased in the direction of the median
(Peterson & Beach, 196¢7). One's confidcnce is one's estimate of
the mean or the variance of a population appears to increase as the
sample size increases (Peterson & Beach, 1967; Lul see also Pitgz,
{(1967) .

Estimates of the variability of a sct of data often tend to
decrease as the mean increascs (Hofstatter, 1939; Lathrop, 1967;
Peterson & Beach, 1967). Peterson and Beach (1967) point out that
while the notion that variability is necessarily inversely rclated
to the mean is erroneous, it is intuitively compelling. "Think
of the top of a forest. The tree tops scem to form a fairly smooth
surface, considering that the tree may be 60 or 70 feet tall. Now,
look at your desk top. in all probability it is littered with many
objects and if a cloth weve thrown over it the surface would secem
very bumpy and variable. The forest top is far more variable than
the surface of your desk, but not relative to the sizes of the
objects being considered" (p. 31). One is led to wonder whether
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the finding that estimated variability tends to decrease with
increasing mean might be due in part to failure by the subject

to understand that it is an estimate of absolute variability that
he is to produce. Relative variability probably often does de-
crease as the mean increéases (to cite Peterson and Beach's tree
top example), and without explicit instructions to the contrary it
would not be unrcasonable for a subject to suit Lhe terms to the
context, as onc docy when one speahks Loth of a small skyscraper
and a large dog.

8.5 Intuitive Probability Theory

How closely do mar's intuitions about probabilities corre-
spond to the implications of probability theory? The question
cannot be answered decisively, but a number of pertinent observa-
tions can be made. For example, people often seem to {ind it
difficult to believe that the outcome of an cvent can be
independent of what has preceded it. This difficulty is somctimes
manifested in the "gambler's fallacy" (a tallacy that competent
gamblers probably would not make), onc form of which Lolds that a
run of successes increases the likelihood of a failure, or vice

versa (Cohen & tlansel, 1956). Another example of assumed dependence

among successive cevents has been noled by Jarvik (1951), who found
that when given a two-alternative prediction task, subjects often

tended to predict the morce frequent event after one occurrence of

the less freguent event and to predict the less trequent after two
consecutive occurrences of the more frequent event,

Several experimenters have tound that man does not estimate
the probability of compound cvents very accurately. 1In particular
yhen assessing the likelihood of the joint occuirrence of several '
1pdependent events, he tends to produce estimates that are too
high (Cohen, Chesnick, & Haran, 1972; Fleming, 1970; Slovic, 1969).
Conversely, when estimating the probability of disjunctive events--

the probability that any one of several specitied events will occur-~-

he tends to produce cstimates that are too low {Cohen, Chesnick,

& Haran, 1972; Tversky & lHahneman, 1974). The overestimation of
the prqbability of conjunctive events is consistent with the ob-
servation that people frequently base judgments of the degree of
cor;elatlon between two cvents on those cases in which the outcomes
of interest do occur together without yiving sufiicient considera;‘
tion to those cases in which they do not (Peterson & Beach, 1967).

What is of more interest than the fact thal! man's intuitions
sometimes lead to incorrect judgments about cvent probabilities is
the question of the extent to which the failings of intuition—-
at least insofar as they are systematic--are explainable in terms
of identifiabie ways in which such judyments are made. It a
recent series of studies. Tversky and Kahneman (1971, 1973, 1974;
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Kahneman & Tversky, 1972, 1973) have explored this question. The
general approach in these studies and in those of others who have
conducted similar investigations (¢.g., Alberoni, 1962; Tune, 1964;
Wagenaar, 1970) has been to ask people to estimate the probability

of the occurrence of a hypothetical event, or, perhaps more commonly,
to indicate which of two such events is the more probable. One
might be asked, for example, to indicate which oI the two following
sequences of coin tosses is the more likely, HHHHTTTT or HIATHTTHT:

or to indicate which of two hospitals-- which record approximately

15 and 45 births a day, respectively--would have the largest

frequency of days on which more than 60% of the babies born are
boys.

The results oi these studies have revealed a number of ways
in which the answers that people give to such questions depart

systematically from the objective probabilities of tiI- cvents as
inferred from the application of probability mathematics. Tversky
and Kahneman attribute such failures in judment to the houristic

principles that people often use when attempting to estimate
probabilities or relative likelihoods.

It will be helpful, before considering some of Tversky and
Kahreman's specific results to digress briefly to consider the

notion of a heuristic principle or procedurc. The term "heuristic,"
which comes from the Greek heuriskin, meaning "serving to dis-
cover," appears sporadically 1In the literature of philosophy and

logic as the name of a branch of study dealing with the methods

of inductive reasoning. It was revived by Polya (1957) in his
classic Lreatise on problem solving, and used to counote inductive
and analogical reasoning leading to plausible conclusions, as
opposed to the deductive developments of rigorous proots. In
recent years, computer scientists, and especially rescarchers in

the area of machine intelligence, have appropriated the term to
connote "a rule of thumb, strateqgy, trick, simplification, or other
kind of device which drastically limits search for solutions in
large problem spaces" (Feigenbaum & Feldman, 1963, p. 6). In short,
a heuristic principle or procedure, usually referred to simply as a
heuristic, is a means of making an inherently difficult problem more
tractable. The criterion by which a heuristic is measured 1s its
uscfulness. It is important to bear in mind, however, that
heuristics arc not expected to lead invariably to correct solutions.
"A 'heuristic program,' to be considered successful, must work well
on a variety of problems, and may often be e¢xcused if it fails on
some" (Minsky, 1963, p. 408).
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8.5.1 Representativeness

Tversky and Kahneman describe two heuristic principles--
representativeness and availability--which they feel account for
many of the systematic judmental biases that they and other
investigators have observed. According to the reprosentativeness
principle, "the subjective probability of an cvent, or a sample,
is determined by the degree to which it: (1) is similar in
essential characteristics to its parent population; and (ii)
relilects the salient featurcs of the process by which 1t

19 qgem—
erated" (Kahneman & Tversky, 1972, p. 430). Several

ecxamples ot
the 2pplication of this principle are given; two will suttice for
our purposcs, onc illustrating ecach of the subprinciples.
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% The importance of the similarity between the judged event
and the parent population is illustratoed by the follow’ g question:
’ "All families of s5ix children in a city were surveyed. In 72
families the exact order of births of boys and qgirls was GPGBBG.
What is your estimate of the number of families surveyed in which
the exact order of births was BGBBBR?" (Kahneman & 'W'versky, 1972,
l p. 432). 1If the probabilitics of male and female births were
| exactly equal, the two birth sequences would be equally probable.
(Apparently, the frequency of male births is slightly higher than
-T that of female births, so the latter sequence is slightly more
prcocbable than the former.) About 80% of the subjects (high-school
students) who were asked this gquestion judged the latter sequence
to be less likely than the former; the median estimated number of
families with this birth order was 30. Kahneman and Tversky
attributed this result to the fact that the two birth zcequences,
while about cqually likely, are not equally represcentative of
tamilies in the population. The former sequence s more similar
to a larger proportion of the population, both in terms of the

relative number of girls and Loys, and in terms of the length of
runs of births of the same sex.

e
e

D

I The scecond way in which the representativencess heuristic
manifests itself--in sensitivity to the degree to which an event
\ reflects the salient teatures of the process that gencrated it--
is illustrated by the tendency of p.ople to cunsider regyularitics
in small samples to be inconsistent with the assumption that such
samples were genecrated by a random process.  'Thus, when people are
asked to producce random soguences such as the results of an imagined I

e

series of coin tosses, they toend to produce fewer long runs than
would a truly random process. Morcover,

in judging the randomness
of small samples,

]
&

\ \ they are likely to reject as nonrandom many of
{ the samples that a random process does generate. Kahneman and
o TversKky characterize the intuition that produces such judgmental

t biases as a belief that a represcentative sample should represent
( the essential characteristics of the parent population,
}

not only
globally, but locally in cach of its parts. In

vther words the
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observed behavior is consistent with the belief that the law of
large numbers applies to small numbers as well (Tversky & Kahneman,
1971).

The application of this heuristic could lead one to the sort
of fallacious thinking illustrated by thc conclusion that the
probability of finding more than 600 boys in a random sample of 1000
children is the samc as that of finding morc than 60 boys in a random
sample of 100 children. The probability ot the latter event is,
of course, much greater than that of the tormer, Kahneman and
Tversky (1972) showed that people (at least high-school students) -
do virtually ignore the eifect of sample size when cstimating the
probabilities of random events of this sort. 1In general, the
estimates made by Kahneman and Tversky's subjects, when asked to
judge the probability cof events that have a binomial distribution,
were much more appropriate for small samples (e.g., . ) than for

large samples (e.g., 100 or 1000). In other words, fo large samples,

subjec@s.tended to underestimate grossly the probability of high-
probability events and overestimate the probability of low-proba-

b%lity_events, and the magnitude of the miss increased with the
size of the sample.

8.5.2 Availability

The availability principle, according to Tversky and Kahneman
{(1973) is used whenever one bases estimates of frequency or prob-
ability on the ease with which instances or associations are
called to mind. For examplce, when asked to estimate the relative
likelihoods of heart attacks for men &i1d women, one might think of
male and fomale victims of heart attack aming one's personal acquain-
tances and take the ratio as an estimate ol the relative likelihoods
in the populaticn., Or, i1f asked to judge which of two letters occurs
the more freguently as the first letter of English words, one might
attempt to think or A fow words of each class and make the judgment
on the basis of the rapidity with which examples come to mind.

Tversky and Kahneman point out that "availability" ig an
ecologically valid cue for the judgment of trequency because, in
general, more frequent events are easier to recall or imagine than
infrequent on s. However, availability is also affected by various
factors which .re unrelated to actual frequency. If the availability
heuristic is appliced, then such factors will aftcect the percelved
frequency of classes and the subjective probability of events.
Consequently- the use of the availability heuristic leads to
systematic biases" (1973, p. 209).

As onc example of how application of the availability heuristic
can lead to an erroneous judgment, Tversky and Kahneman report the
following experiment. Subjects were asked to estimate the number of
different remember committees that can be formed from a group of 10
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people. The estimates tended to decreasce with increasing r for
values of r between 2 and 8, 1In particular, subjects typically
judged it to be possible to form many more committecs of sizo 2

than of size 8, when in fact the same number is possible in both
cases. (Similar results were obtained when subjects were asked

to estimate the number of different patterns of r stops that a bus
could make while traversing a routc with 10 stations botween start
and finish.) The cxplanation for this result, according to Tversky
and Kahneman, lies in the fact that committees of two members are

more readily imagined than thosc of cight, and, conscqyuently, appear
to be more numerous.

The major difference between the heuristic principles of
representativencss and availability, Kahncman and Tversky suggest,
is in the nature of the judgments on which the subjective prob-
ability estimates are bascd. "“According to the represcntativeness
heuristic,one evaluates subjoective probability by the dearec of
correspondence belween the sample and the population, or between
an occurrence and a model. This heuristic, therctiore, emphasizes
the generic features, or the connotation, of the cvent. According
to the availability heuristic, on the other hand, subjective
probability is evaluated by the difficulty of retrieval and con-
struction of instances. It focuses, therefore, on the particular
instancus, or the.denotation, of the event. Thus, Lhe represen-—
tativeness heuristic is morce likely to be employed when events are
characterized in terms of their general properties; whereas, the
availability heuristic is more likely to be cmployed when events
are more naturally thought of in terms of spccific occurrences"”
(Kahneman & Tversky, 1972, p. 452). A fcature common to both
heuristics 1is their reliance on mental effort as an indicant of
subjective probability. "It is ccertainly harder to imagine an
uncertain process yiclding a nonrepresentative outcome than to
imagine the same process yiclding a highly representative outcome.
Similarly, the less available the instances of an event, the harder
it is to retricove and construct then” (ibid, p. 452).

B.5.3 A Melhodological Consideration

There ls a methodological consideration relat ing to
some of the findings of judgmental blases that deserves nore
attention than it has reccived. This has to do with the possible
role ¢f language ambiyulities. We have already alluded more than once
to the well known fact that the meaning of language is conditioned
by the situation in which it occurs. 'To borrow an example from
Dreyfus (1961), "a phrasc like 'stay near me' can mean anything from
'press up against me' to 'stand one mile away,' depending upon
whether it is addressed to a child in a crowd or a fellow astronaut
exploring the moon" (p. 20). Although it secms unlikely that many
of the results that have becn mentioned above can be attributed to
the 1mprecision of languaygce, the pessibility that some of them
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may be based, at least in part, on this factor should not be
overlooked. The finding that the estimated variability of a set
of data tends to decrease as the mecan increases was mentioned in
a preceding section as one possible case in point. Tversky and
Kahneman's finding that people judge it to be possible to form a
larger number of different 2-man committees than B8-man committees
from a pool c¢f 10 men may be another. There is a way of defining
"different" (e.g., "having no people in common") such that the
judgment would b valid, and before one can take the results as
evidence of faul.y intuitions concerning combinatorics, one must
be certain that none of the subjects is using such a definition.
Our guess is that language ambiguities will not go far toward
explaining the results obtained by Tversky and Kahneman, but it
seems conceivable that they may have played some role, and some
further research might be directed toward determining the extent
of that role.

8.5.4 Training and Intuitive Probability Theory

We have reviewed these results at some lenygth because this
general line of research strikes us as being not only exceptionally
interesting from a theoretical point of view, but of considerable
prar+tical significance. To the extent that the heuristics that
hat ‘en identified are representative of the ways in which people
generuily make judgments of likelihood, it is clearly important to
determine those conditions under which they lecad to erroneous
judgments and those under which they do not. Tversky and Kahneman
have demonstrated that there are at least some situations in which
judgments, that are presumably bascd on identitiable heuristics,
exrr in systematic ways. This does not, of course, establish that
these heuristics are, on balance, bad, as they are careful to
point out. What one would like to know is the relative frequency
with which they lead to erroneous decisions in practical real-life
situations. From the point of view of the training of decision
makers the question is how to foster the use of such heuristics in
situations in which they are most likely to be effective, while
discouraging their use in situations in which they are likely to
lead to erroneous judgments. Perhaps at least a small step in
that direction would be to make decision makers explicitly aware
of the nature of the heuristics that tend to be used in estimating
probabilities, and cf the types of erroneous decisions to which
they can sometimes lead.
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8.6 Bayesian Inference

Undoubtedly the most widely advocated formal approach to the
application of incoming data to the evaluation of hypotheses is
the "Bayesian" approach. Because it has attracted so much atten-
tion and has been the focus of so much research, we will consider
it in some detail.

8.6.1 Bayes Rule

It is necessary to beyin with a set of mutually cxclusive
and exhaustive hypotheses, Hj, concerning the state of the world.
To each of these hypotheses one must assign a probability, p(Hi),
that that hypothesis is true. Because these hypotheses are, by
definition, mutually exclusive and exhaustive, it follows that the
a priori probabilities sum to one, i.e.,

§p(ui) = 1, (1)

Inasmuch as the hypotheses that one 1s considering are likely
to have different implications concerning what might be obsecrved
under specified conditions, it seems intuitively reasonable that
one should be able to increase one's degree of certainty concern-
ing the truth or falsity of any given hypothesis by making appro-
priate observations. For example, if ni implies D, and if D is
observed, then the credibility of H, might rcasonably be expected
to be increased. (The truth of I, }s not proved by such an obser-
vation, of course, inasmuch as it does not follow from the tact
that H, implies D that D implies H,; as was pointed out in Sec-
tion BY3, inferring the truth of Hi from the observation of D
would involve the logical fallacy known as "asserting the con-
sequent.") If both He and H. could lead to D, but the likelihood
of D given H. is greater thanh its likelihood given H,, then our
intuitive notions about evidence suggest that the observation of
D should increase ocur confidence in li; somethat morc than our
confidence in H:. These notions were expressed formally by the
18th Century Brltish minister, Thomas Bayes, in the so-called
"inverse probability theorem"--a theorem or rule that has been
the subject of much debate.

Rayes rulc oxpresses p({H,|D), the probability that Hy 1s true
given the observation, or datidm, D, as a function of p(D|M.), the
probability that D will be obscrved given Hj is true, and p(H;),
the probability that H{ is true as determined prior to the obser-
vation of D. The probability of an observation given a hypothesis,
p(D|H) 1is usually referred to as a conditional probability; the
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probability of a hypothesis given an observation, p(H|D), is usually
called a Efigﬂhior probability. Bayes rule defines a procedure for
using the fact that D has becn observed, to adjust one's estimate of

the probability that H{ is true. The rule may be written as

" p(D[H;) p(H))
P(H;[D) = = , (2)
L p(D|Hj) p(Hj)

j=1

where n is the total number of hypotheses in the set. Because
Zp(D]Hj) p(Hj) = p(D), equation (2) may be simplifiea to
B]

p(D|H,) p(H,)
p(H, |D) = = . (3)

p (D)

When a sequence of observations is made, the rule is applied
recursively, and the value of p(HiID) that is computced as the
result of one observation becomes the p(H;) for the following
computation. That is to say, the posterlor probabilities result-
ing from one observation become the prior probabilities for the
next one. Thus, equation (3) may be written more appropriately as:

P(DIHi) pn_l<ni|o)
Pn(Hi[D) =

’ (4)
Pn-l(D)

where nn(Hl]D) represents p(Hi|D) after the nth observation, and

pg (H ID) or, more approprlately, pQ(H ), is understood to be the
p*nbabllity of lj before any UDberVdClOHS are made. We will follow
the convention of using subscripts only when they are essential

for clarity.

Bayes rule states, in effect, that if the prior probability
of .« hypothesis being true, (Hl) and the probability of observing
a particular datum given that hypothesis is true, p(DIH ) are known
for all i, then the probability that the hypothesis is true given
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that the datum has been obscrved, p(Hi|D), can bc calculated in
a straightforvard way. 1n many decision situations, p(H;) and
p(D|H;) are not known, and cannot be determined objectively;
therefore, they must be estimated. The significance of the rule
stems from the assumption, for which there is some evidence that
will be considered later, that people are better at cstimating
conditional probabilitics, p(D{H), than at estimating posterioxn
probabilities, p(H|D). Obviously, if they were invariably very
good at estimating p(li|D) there would bc no necd to make use of
Bayes rule to calculate this valuc: it would suffice to have the
decision maker estimate it directly.

8.6.2 Likelihood Ratio

In order to make use of Bayus rule it is not necessary to
requird that an individual estimate probabilities expl ' =itly. An
alternative procedurc is to have him judge the ratios of pairs of
conditional probabilities. Such ratios are referred to as
likelihood ratios. The likelihood ratio of D given Hj relative
to D given Hp may be cxpressed as follows:

p(DlHl)
bl,2 =77 (4)
p(D|H2)

The attractiveness of likelihood ratio stems from the fact
that people often find it easier to make the inplied judgment
than to estimate conditional probabilities dircctly. The type of
judgment that is required in this case is of the sort "Event D
is X times as likely if H. is true than if H, 1s truc." Neither
of the conditional probabilities need be spegified explicitly.

A disadvantage associated with its use 1s the fact that a great
many more judgments are required with respect to cach observation.

8.€.3 Other Methods for Obtaining Probabhility Estimates

Other methods have been used to obtain probability estimates
without having the subject explicitly produce numerical values.
For chips-in-urn problems, for example, Peterson and Phillips
(1966) have had subjects adjust markers on a scaled 0-to-~1 con-
tinuum so that each interval is equally likely to contain the
true proportion of chips of a specified color. Organist (1964)
developed a simple answer chart which forced a subject to make
his distribution of prnbabilities over the possible hypotheses
sum to one and also specified what his payoff would be for each
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hypothesis if it were correct, given the probability that he
attached tae it. Shuford (1967) describes a computer-controlled
system which presents a subject with a set of hypotheses ana

allows him to specify probabilities by adjusting the lengths of
lines associated with the hypotheses by pointing at them with a
light pen. When one line is lengthened or shortened, compensatory
adjustments are automatically made in the remaining lines so that
the probabilities always sum to one. This system also provides the
user with information concerning the implications of his probability
assignments vis-a-vis his payoff, given the truth of any

particular hypothesis.

8.6.4 Diagnosticity of Data

Intuition suggests that the more disparate the inplications
of two hypotheses, the more informative data should b concerning
which of the hypotheses is likely to be true. 1In a Bay.sian
context the informativeness, or "diagnosticity,"of data is defined
in terms of the likelihood ratio. Specifically, the magnitude of
a likelihood ratio is said to represent the diagnosticity of a
datum with respect to the two particular hypotheses involved. The ¥
more the ratio differs from 1:1, in either direction, the morec
informative the datum is with respect to which of the hypotheses
under consideration is correct, and the more the distribution of
probabilities over these hypotheses will change as a conseguence.

8.6.5 0dds

The ratio of two posterior probabilities is referred to as
the posterior "odds" with respect to the associated hypotheses.
The posterior odds of Hy with respect to Hj; may be expressed as

p, (H,|D) ~—p(DIHl) pn_l(HlID) p(D[Hz) P,-1 ;D) (
= 6)
P, (H,|D) p (D) p(D) N

or, ecquivalently, as

p,(H D) pD|n) _ Ppoy (H D)

pn(Hle) p(D|H2) pn_l(uz(ﬂ)
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»
which is to say that the posterior odds is simply the prior odds
multiplied by the likelihood ratio. Letting 4p;j,j represent the
odds of Hj with respect to H:. after the nth observation, wc may
express the relationship as follOWS;

{ . . = Y .
n;i,j Ll,]“n-l;l,] . (g)
Obviously
w, . o=w, .t (9)
J/2 1,]
and
_l _]
L = . - \ )
J:1 Llr]

Often it is clear from the context which of the two terms of
either an odds ratio or a likelihood ratio is to be the numcrator
and which the denominator, so the subscripts are omitted and the
expression is written more simply as

= \
= LSl _q- (L1}

It is essential, however,

be represented in the same position (numerator or denominator} in
both ratios,

8.6.6 Applications of Bayes rule in The Ywo-Hypothesis Case.

To summarize what has been said so far, Bayes rule represents
a procedure for evaluating hypotheses in situations that have the
following characteristics: (a) the possible states of the world
can be explicitly represented by an exhaustive, and mutually
exclusive set of possibilities; (b) discrete obscrvations may be
made in an effort to find mure information about the actual state
of the world; and (c¢) for the data obtainced from each obscrvation,
it must be recasonable to assign a number that represcnts the
probability that those data would have becen obtained, given the
truth of any specific one of the hypothesized states of the world.
In order to get an appreciation of how Bayes rule extracts
information from data, it will be helpful to
examples of decision tasks to which the rule
will focus first on the simple case in which
contains only two alternatives.

consider some concrete
might be (oplicd. We
the hypothusis set
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Imagine an urn containing red and black chips. Suppose two
hypotheses, H, and il,, are stated, one and only onec of which is
true, concernlng wha% preportion of the chips in the urn are red.
The task is to decide which of these hypotheses is the true one.
Data are obtained by sampling chips one at a time, replacing each
chip after it is examined. Assume that the chips are thoroughly
mixed before each obsrrvation and that the probability of drawing
a red chip on a trial is exactly R/R+B, where R is the number of
red chips, and B the number of black chips, in the urn.

Suppose the first hypothesis, H., 1s that 70% of the chips
are red, and that the second hypothesis, H2, is that 20% of the
chips are red. Suppose further that the prior probabilities are
equal, that is, pO(Hl) = pO(HZ) = .5. TFigure 1 shows how

p(Hl|D) and p(H2|D) change as a result of applying Bayes rule to

the data obtained in the following ten successive obs. . vations:
RRGB3RRBRRR. Figures 2 and 3 show the odds, and the unccrtainty,
in the information theoretic sense of the word, change from ob-
servation to observation. Uncertainty is, of course, a monotone

but nonlinear function of the diffcrence between the probabilities
associated «<ith the two hypotheses.

I2te that the effect of an observation is not neccessarily to
decrease the amount of uncertainty concerning which hypothesis is
true. If the distribution of p,(H;) favors the incorrect hypothesis,
uncertainty is very likely to igcréase as a result of observing
data before it decreases. Even if the distribution of Pn~(H.)
favors the correct hypothesis, or weights both hypotheseg e%ually,
uncertainty may'increase on individual +rials. 1In this case, how-
ever, it will decrease on the average, assuming unbiased sampling.

Another interesting and perhaps counterintuitive obscrvation
concerning figure 1 is the very large effect that the one or two
initial observations can have . In cur cxample, the initial
drawi1g of two successive reds had the result of making one of the
(initially equally likely) hypotheses over twclve times more likely
than the other.

Intuitively, one would expect that the degrec of confidence
that one should have that the proportion of reds and blacks in one's
sample reflects the true proportion  in the population should depend
on the sample size, That thc application of Bayes theorem docs aot
violate this intuition may be scen by comparing the probability
distribution after the third observation and after the sixth ohser-
vation (figure 1). TIn both caces, red chips have comprised 67 percent
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Hl: 70% Red; 1{2: 20% Red;

by (H)) = pg i) = .5

Changes in posterior probabilities,
p(ul[D) and p(il,ID) 5 a result of
the indicated observations of Red and
Black chips
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of the sample; however, the uncertainty is less following the sixth
observation than following the third, reflecting the fact that the
sample size was larger in the former case.

Figure 4 shows how the probabilities change over the course
of ten observations in which reds and blacks occur with the same
frequency but in a different order. 1In particular, the first two
observations in this case produced blacks, and the sccond two, reds.
Observations 5 through 10 are assumed to be the same as in the
original example. Note that by the end of the fourth trial, the
proportion of red and black draws was the same in both examples;
consegquently, the probability distributions are the same at this
point and thereafter. This illustrates the fact that the Bayesian
calculation of p (I, ]D) is path~independent, in the sconse that the
effect of an obser&atlon is strictly dependent on the current value
of p(H,), and independent of the particular sequence of observations
on whl&h that value is based. The calculation is also 4Adependcnt
of the numbcr of observations on which the current valuc of p(H.
is based. Note that this point is different from the one made %bove
concerning the effect of sample size on uncertainty. The point
that was made above was that the probability that a given proportion
of reds in one's sample accurately reflects the provortion in the
population increases with sample size. 'The voint here is that: the
effect that an observation will have is independent of how
p(Hi) got to be whatever it is.

FPigures 5, 6 and 7 illustrate the effects of setting
the initial values of p(ll;) and p(H to something other than .5.
The sequence of draws 1s }duntlLal to that in tigure 1, and con-
sistent with what might be ecxpected if the true hypothesis wore H
In each figure, onc curve shows the effect of these observations

given that p,(H,) = .¥; another ShOWa the effect qivon that p (Hl)

= ,2, and thg tﬁlrd represents p (I = .5. 'The main thing ¢

notice is that the effect of an n1+1n1 incorrect bias is largely
nulled out by relatively few observations. This point is frogquently

made by proponents oi Bayesian information-processing systems in
resprnse Lo the observation that a priori probabilities arce some-
times diificult to assign on anything other than un arbitrary basis.
A fact that usually is not pointed out is illustrated in figure 7:
changing the distribution of a priori probabilities shifts the
function relating log odds to data by a constant.

8.6.7 Expected Etffects of Obscervations on Hypotheses

In the foregoing examples of the application of Bayes rule, we
have considered how probabilities may change as a result of a
sequence of specific observations. It has been apparent from these
examples that the effect of an obscrvation sometimes is to increasc
the probability associated with the true hypothesis and somctimes to

decrease it. On the average, however, we expect the probability

75




NAVTRAEQUIPCEN 73-C-0128-1

j
|
1o .
| ]
| . |
b a
K O P(H‘lm—! 7
—
‘ % A P(HﬂlD)J‘
r g I I . _J
\ i
}
-—1
\ . ]
s N \ | T I e S
, 2 1 2 3 4 & 6 7 8 9 18 11
\ OBSERVATION NUMBER

DATUM

o o 26 B2 68 67 59 62 67 70

| B8 B R R R R B R R R
1
1 PERCENT OF REDS IN SAMPLE

Hl: 70% Red; ”2: 20% reaq;

pO(HJ_) = pO(HZ) = .5
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associated with the true hypothesis to increase with each observa-
tion, and that asscciated with a false hypothesis to decrease,
suming an unbiased sampling of the data. We turn now to a con-
sideration of how p(H;j|D) can be expected to change, on the average,
as a result of applying Bayes rule, if chips are drawn from an urn

that contains reds and blacks in the proportion indicated by a |
specified hypothesis, say H.. t

as-

possible outcomes of a speccific experiment. Fiqgure 8 shows all |
possible cffects of four observations on p(HlID), in the canc of

our example of H,: 70% R, H,: 20% R, and p(H;) =.5. Each node
in the graph rep}esents one“possible value o% p(HlID) after the
number of observations indicated on the abscissa;
possible other than those represented by nodes. (By rotating the
graph in figure 8 about a horizontal axis passing through the .5
point on the ordinate, one would produce the graph of p(H,|D);

which is to say,each of the points in the graph of p(H,[D) is the
complement of a point in the graph of p(H] D).) In general, after

N observations, p(Hj|D) will have one of N+l possible values. After
two observations, for example, p(Il,|D) will have one of the three valucs
925, .568, or .123. The number above each node indicates the

number of ways to arrive at that node. There are three ways, for
example, to arrive at the node at p(HllD) = ,821, N = 3: RRB, RBR

and BRR. The set of numbers associatéd with a given value of N

will be recognized as the coefficients of the terms of the expansion

\ of

no values are

|
\ J
% It will facilitate the discussion to begin by considering all

{a+b)", the so-called "binomial coefficients." 1In our appli-
cation, cach of “hese coefficients, which may be written as ﬁ"
represents the number of ways that N events can be composed
of m events of one type and N-m of another. The events of interest
in our case are draws of chips from an urn, and the two types

are draws of red and black chips, respectively. The sum of these
coefficients for given N,

z

): 2N (12)

=

N
T |
m=0 !
represents the number of uniquely ordered sequences ot reds and
blacks that can result from N draws., Tnasmuch as the effect of
applying Bayes rule to a sequence of data is insensitive to the
order in which the data are considered, it is convenient to think
of all scquences having the same combination of reds and blacks
as the same outcome, irrespective ot the order in which the reds
and blacks have occurred. Thus, the effegtive number of possible
outcomes of N cdraws is N+1 rather than 2.

—

Figure 8 shows the graph of possible outcomes for our
hypothetical experiment as they pertdin To p(ullh). By the

(
I
)
|
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Figure 8.

H,y: 70% Red; H,: 20% Red;
pO(Hi)

LI S
w

All possible values of p(H,|D)
after N observations
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algebra of expectation. the e_jmm!-wi,t»l mear value ot p(H, 1)
after N draws 1s the weighted sur of all possibtle values, Adrh
value being weithted by 1ts probabil:ty o* occurrence. In terms

of figure #, the expected value ot pii) D) atter N draws may be
found by multiplying the jroduct 9t the value of each node above
N on the abscissa by the probability ot arrivin: 1t that node,
and summing over these products.

Suppose thut the probabilit, *hat a3 cbscrvation wili yaeld
a red chip (solid lines) is :, i the Lrcbkabiritty, that ot will
yield a black one {dotted lire:. 15 l1-:. The probtanilyt, ¢
arriving at a given node in *i¢ graph, via 1 particatar jath, as

the product ot the piobabilities assoclated with the links 1n that
path. The probability of arrivirn: at a jiven node, 1rrespective

of the path, 1s the sum of the nrourabilities ass'wlated with all
possible paths to that ncde. But cver; path leadlng ¢ o rormon
node has exactly the same probubility ot bein: traverse , hecause
each is composed of the same combaination of R and B links. oo,

the easy way to cal-ulate the probability of arrivina at a node

is to take the produ~t of the probLability of traversing any spe-
cific path to that nude and the number of paths leading to that node.
Figure 9 shows expressions for these probabilities for each

of the nodes in our sample graph. In general, the probability of
arriving at a given node via a specific path composed of m R links
and N-m B links, is g.: ren by

N
q"(1-q)" "
and the probability of arriving at a node via any such path by

N-m

My o= (M) @™, (13)

The expected value of p(H, |D) after N obscrvations, then,
is given by

N
E pN(Hi|D) = ; n’Nm N (14)

where P represents the posterior probability of H, after N
observa§18ns, m of which have yielded red chips.
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The following iterative formula can be used to compute J7 :

- (N-m)
7TN,m+l T (mEly (I-q) 77-'N,m ¢ (15)

where

Myo= b,

(16)
and computation can be simplified by taking logarithms:
1°g7TN,m+l = log x + log TTN,m ’ {17)
where
- (N-m) {q)
L 5 ) .(.1._~qu T (18)
and

log TTN,O = N log {1-q)- (19)

The value of g in equation (13) depends, of course, on which
of the hypotheses under consideration happens to be true. The

expectation can be computed, however, for each of the possibilities.
The general expression may be written as follows:

N
T Py (H;]D) Hj is true] = Zo (:}p(RJHj)mp(B‘Hj)N~mp

X — H,m ° (20}
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U

Figure 9. Graph illustrating the computation of expected

values of posterior probabilities

(The expression above each node represents

the probability of arriving at that node, given
g is the probability of drawing a red chip. The
expected value of the posterior probability
following N observations is the sum of the valucs

of the nodes above N, cach weighted by its k
"arrival” probability.)
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H,: 20% red), given Hj is true (top curve) and given H; is not true

(bottom curve). The top curve shows the expected growth of

p(H1|D) when H; is true and of p(H,|D) when H, is true. Conversely,
the bottom curve vepresents the expected decline of p(Hl|D) when

H2 is true and of p(H,|D) when H; is true. Thus, in ths two-
alternative case,

Figure 10 shows E[pN(HiID)} for our example (H : 70% red,

E[pmlm}ﬁllstnm

= E [p(HziD) H, is true] . (21

To compute the expected uncertainty following N o) servations,
one must compute the uncertainty associated with each of the possible
outcomes of the observations, and then take a weighted avcrage of
these uncertaintie:, the weights being the probabilities of occur-
rence of the specific outcomes. The uncertainty associated with a
specific outcome, say the outcome N observations yielding m red
cExps, 1s given by

h
U = - P. lo P,
N,m Eg i;N,m 92 1;N,m', (22}

where h is the number of hypotheses under consideration and PN
is the probability associated with the ith hypothesis after tiNem
N observations yielding m red chips. The expected uncertainty
after N observations, then, in obtained by weighting each U

’
by its probability of occurrence, and summing over all Nm
possible outcomes. Thus,

N
E(Uy) = mgoﬂn,m UNom (23)

where TTN m is defined as before. Again, inasmuch as the value

of q in equation (13) depends on whi:h hypothesis is true, the

general expression for E(UN) conditional upon which hypothesis
1s true may be written

N m N
; . - = - (2
E(UN[HJ is true) LO (m, p(RlHj) p(B|Hj) “bN (24)

’
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The computaticn of expected uncertainty relates to figure &
in the following way. Imagine that such an outcome graph were
developed for each of the hypotheses under consideration, con-
ditional upon the truth of a specified hypothesis. The value of
U m is found by summing -p log.,p across graphs for given N,m,
tgé values of p being the value% of the nodes on the graphs
(equation 22). The value of E(U_.) is then obtained by weighting
each of these sums by the probagility of arriving at node N,m,
given the truth of the specified hypothesis, and summing over m
(equation 23). Figure 1l shows how the expected uncertainty con-
cerning which of the two hypotheses is true changes as a result of
observations in the case of our example (Hl: 70% red, H,: 20% red),
given the truth of each hypothesis in turn?

The examples that we have been considering have all converged
rather quickly to a state of relatively low uncertainty. This was
due to the fact that H, and H, were quite disparate. 3ut suppose
H, and H, were similar with r%spect to their implications for
d&ta. Sappose, for example, that we let H, be the same as before
(that is, that 70% of the chips are red) akd H be the hypothesis
that 60% of the chips are red. Again, setting“the initial proba-
bilities equal to .5 and assuming the same sequence of observations
as indicated in figure 1, figures 12 and 13 show the effects of
these observations on the distribution of probabilities over the
two hypotheses, and on uncertainty. Figures 14 and 15 show the
g§gg£§g§ effects of data on posterior probabilities and uncertainty
for this case. Obviously, the expected effects of observations
are much smaller--the data have less diagnostic impact--when the
hypotheses are similar than when they are very different. Or, to
say the same thing in other words, a larger sample is needed to
produce the same degree of certainty with respect to which hypo-
thesis is true. This illustrates the intuitively compelling idea
that the smaller the differences between two statistical distribu-
tions, the closer one must examine them to tell which is which.
Continued sampling will eventually make the probabilities diverge
and the uncertainty decrease, assuming, of course, that the samp-
ling is random and one of the hypotheses is in fact true. Figures
16 and 17 show the expected changes in p(H,|D) and uncertainty
over the course of 200 observations, given ™H,: 70% red, H,: 60% red,
p,(H.) = .5. Two hundred observations would™not, on the 5verage,
rgdu&e the uncertainty in this case by the amount that ten ob-
servations would reduce it, given the more disparate hypotheses,
Hl: 70% red and H2: 20% red.

Table 2 (page 95) shows, for various combinations of H. and H,,
the expected posterior probability of H, after ten observat}ons, gzven
that chips are sampled from an urn contéining reds and blacks in
the proportions specified by Hi' and assuming pO(Hl) = pO(HZ) = .5.
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Figure 12.

PERCENT OF REDS IN SAMPLE

Hl: 70% Red; H2: 60% Red;

Changes in posterior probabilities, p(HllD)
and p(H2|D), as a result of the indicated
observations of Red and Black chips
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Figure 15. Expected uncertainty concerning which
hypothesis is true, as a function of
number of observations
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TABLE 2. SENSITIVITY OF BAYESIAN ANALYSIS,
pPercentage of Reds according to H2 ’

00 10 20 30 40 50 60 70 80 90 100
00 .50 .74 .90 .97 .99 1.00 1.00 1.00 1.00 1l.00 1.00
10 .74 .50 .59 .72 .83 .90 .95 .98 .99 1.00 1.00
20 .90 .59 .50 .56 .67 .79 .87 .94 .97 .99 1.00
30 .97 .72 .5 .50 .55 .66 .77 .87 .94 .98 1.00
40 .99 .83 67 .55 .50 .55 .65 .77 .87 .95 1.00
50 1.00 .90 79 .66 .55 .50 .55 .66 .79 .90 1.00
60 1.00 .95 .87 .77 .85 .55 .50 .55 .67 .83 .99
70 1.06 .98 .94 .87 .77 .66 .55 .50 .56 .72 .97
80 1.00 .99 .97 .94 .B7 .79 .67 .56 .50 .59 .90
90 1.00 1.00 .99 .98 .95 .90 .83 .72 .59 .50 .74
100 1.00 1.00 1.00 1.00 1.00 1,00 .99 .97 .90 .74 .50

Cells represent expected values of posterior probabilities

associated with correct hypothesis after 10 draws from (either)
one of the urns.
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There are several things to notice about this table. First,
it represents the expected value of the prgbability associated with
the true hypothesis, so it represents p(i]|D) if data are sampled
from an urn for which H; is true, and p{H,|D) if the sample is
taken from an urn for which H, is true. A second thing to notice
about the table is the fact tﬁat it is symmetric about the minor
diagcnal. Thus, for example, the probability associated with the
true hypothesis is the same for Hj: x% red, Hy: y% red as for
Hyj: y% red, Hy: x% red. This is a trivial point, and simply
indicates that the expected effect of a sequence of observations
is strictly a function of the diagnosticity of data and is inde-
pendent of which hypothesis is which. Third, except when one of the
hypotheses is extreme (say, hypothesizes that 10% or less, or 90%
or more, of the chips are of one color), the expected impact of
data is largely a function of the difference between the hypothe-

sized percentages and relatively independent of their a solute
magnitudes.

It was pointaed out above that for various combinations of H
and Ho, the first one or two observations can have a remarkably
large effect. How much effect they will have depends, however,
on what those observations are and on the disparity between H;
and Hy. This point is illustrated by figure 18. The figure sShows
the probability of Hjy, given a single observation that yields a
red chip. In all cases, it is assumed that the hypotheses were
equally probable before the cbservation. Note that if the hypotheses
are disparate, for example, Hy: 90% red and H,: 10% red, or Hj: 10%
red and Hj: 90% red, a single observation wil% change the pro%a—
bilities associated with Hy and H, from .5 and .5 to .9 and .1,
or to .1 and .9. On the other hand, if the initial prcbabilities

are very close, say .5 and .6, a single observation will change
them very little.

8.6. 8 The Symmetrical Two-llypothesis Case

A two-hypothesis case of special interest is that for which
one of two possible observations has the same prabability given
one hypothesis as does the other observation given the other
hypothesis. That is, we are concerned with the situation in which
p(Dulﬂl) = p(Dulﬁz), or equivalently, in which p(D [H) = ]—p(lenz).

This is sometimes referred to as the "symmetrical" case, reflecting
the fact that one of the two possible observations provides exactly
as much support for one of the hypotheses as does the other obser-
vation for the other hypothesis. This situation holds in the
chips-in-urn context when both hypotheses involve the same pro-

but one identifies
as being the more numerous.

portional split of chips of different colors,
red chips, and the other black chips,
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The hypothesis pair H,: 70% R, 30% B; H,: 30% R, 70% B satisfies
this condition, for e%ample: whereas th% pair Hl: 70% R, 30% B;
Hz: 20% R, B80% B does not.

The symmetrical case is of special interest because of the
fact that the effect of a series of observations on the odds favor-
ing one hypothesis over the other can be calculated in a trivially
simple way. If Q, represents the odds prior to the observations
of interest, and B represents the likelihood ratio, then

- 4 (25)
Qd L QO
where d represents the difference between the number of observa-
tions of D, (say, red chips) and of D, (say, black chips), and

2, represents the odds following the gbservations. Note that the
séze of the sample~--the number of observations--does no. enter into
this calculation. Suppose, for example, that 4y = 1 and L = 3

(as would be the case if p(R[H;) = .75 and p(R|H,) = .25, and the
odds and likelihood ratio were expressed H, relafive to H,), then,
given a sequence of observations yielding four more red cﬂips

than black chips, the prsterior odds would be

4

Q, = 37«1l = 81, (26)

4
and the same result would hold whether the difference of four was
obtained from a sample containing 8 reds and 4 blacks or one con-
taining 100 reds and 96 blacks.

The exclusive dependence of {i; on d follows directly from
the fact that the likelihood ratio for one of the two possible ob-
servaitions is the reciprocal of that for the other observation.
Recall from eguation (11) that the posterior odds following a
single observation is simply the prior odds multiplied by the
likelihood ratioc associated with the observation

2 = L& {11)

n n-1°

Recall, too, however, that the likelihood ratio i1s conditional on
the observation. Thus, if Da is observed,

L= PPalfy) (27)
P (Da | Hz)

whereas, if D, is observed,

B

p(DglHy) (28)

L = __B_
D, H,)

2
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Letting Ly represent the likelihood ratio when D, is observed,

and Lg the likelihood ratio when Dg is observed, we may represent
the effect of a specific sequence of observations, say

DDDDDD , on the odds as
aoa BaoaBa
- 4 2 . (29)
Qq = La LB Qn_e

L = L [] - (30)
B o

so the effect of the same specific sequence of observations may
be written as

_ .4 . =2 .2 ' (31)
Qn = Ly by S = Iy Qn-G'
and in general
_ .d (32)
Qn = Ly L

where d is the number of observations of Dy minus the number of
observations of Dg. But, inasmuch as neither n nor k is used in

the calculation, we may express I as a function of 4, and write
the expression as in equation (25).

We see then that in the symmetrical case, the odds increase
exponentially with the difference between the number of observa-
ticas of the one type and that of the other type that have been
obtained. Figure 19 shows how the rate of growth of this function
depends on the disparity between the conditional probabilities, or,
equivalently, on the size of the likelihood ratio. Figure 20
shows how the size of the difference that is required to realize
a given odds varies with the larger of the conditional probabilities
of which the likelihood ratio is comprised. The finding that people
typically tend to be conservative Bayesians in their use of data
to revise their estimates of the likelihoods of the possible states
of the world suggests that many people would find the relationships
that are shown in these figures to be counterintuitive. The fact,

99
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for example, that with conditional probabilities of p(D IHl) = .7
and p(D_|H,) = .3, a sample that contains threce more obdervations of
Dy than of"Dg will favor H, over H, by a factor of more than 10

may be surprising; as may %he fact“that with a difference of six,
the odds are greater than 100 to 1.

Another aspect of the symmetrical case that some readers may
find counterintuitive is the fact that the total effect of a secries
of observations on the odds depends only on the difterence between
the number of observations of the two types and is independent of
the total number of observations made. Both intuition and statis-
tical training suggest that one's confidence in any inference that
is to be drawn from the properties of a sample should increase with
the sample size. The apparent paradox is resolved by a recognition
of the fact that, except under the hypothesis that each observation
is equally likely, the absolute difference (though not he relative
difference) between the frequencies of occurrence of the two types
of observation is expected to increase with sample size. Speci-
fically, if H: x% R, (l-x)% B is true, the difference between the
number of Rs and Bs in a sample of size N should be (2x~1)N, on
the average.

Consider, for example, the symmetrical hypotheses H_ : 70% R,
30% B and H,: 0% R, 70% B. If H, were true, samples of ten draws
would be exPected to produce four more reds than blacks on the
average; and the odds following a ten-draw sample with four more
reds than blacks would be about 30 to 1 in favor of H,. Samples of
100 draws, given H,., should produce 40 more reds than blacks, on
the average, a dif}erencc that would drive the odds to more than
523 trillion to 1. Thus, the odds do tend to increcasce with sample
size because d tends to increase with sample sizc. A sample of
100 draws that produced four more reds than blacks would be quite
unlikely if H; were true, and thus would not constitute strong
evidence in favor of that hypothesis. It would be even less
likely, however, if H, were true, so it does constitute some
evidence for Hj;, but only as much as one would expect to obtain
from a much smaller sample. Table 3 shows the odds favoring Hl'
given various combinations of p(DIHl) and P(DIHZ) and several
values of 4.

8.6. 9 The Several-Hypothesis Case

So far, the examples that we have considered to illustrate
the tise of Bayes rule have involved only two hypotheses. We turn
now to consideration of a few cases in which there are more than
two hypotheses. Figure 21 illustrates a case in which H,, H
and H, represent, respectively, the hypotheses that the percentage
of red chips in the urn is 90, 70 and 50, a'd shows how the pos=
terior probabilities associated with these hypotheses would change
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TABLE 3. ODDS FAVORING Hl GIVEN THE INDICATED VALUES OF
p(D[H,), p(DlHZ) AND d.

p(D[H,) p(Dle) L 1 2 4 8 16 32

.55 .45 1.22 1.2E0 1.5E0 2.2E0 4.9E0 2.4El  5.8E2

.60 .40 1.50 1.5E0 2.3E0 5.1E0 2.6ElL  6.6E2  4.3E5

.65 .35 1.85 1.9E0 3.4E0 1.2E1  1.4E2 1.9E4  3.5E8

.70 .30 2.33 2.3E0 5.4E0 3.0El  8.8E2 7.7E5 6.0Ell

.75 .25 3.00 3.0E0 9.0E0 8.1E1  6.6E3 4 3E6  1.9ELS

.80 .20 4.00C 4.0E0 1.6E1 2.6E2 6.6E4  4.3L9  1.8BEL9

.85 .15 5.67 5.7E0 3.2E1 1.0E3  1.1E6 1.1E12 1.3E24 ]
.90 .10 9.00 9.0E0 8.1El 6.6E3  4.3E7 1.9E15 3.4E30

.95 .05 19.00 1.9E1  3.6E2 1.3E5 1.7E10 2.9E20 8,3E4O

All odds values are rounded to two significant digits and expressed

To obtain the approximate value of Q, multiply
the number to the left of the E by ten raised to the power indicated
by the number to the right of the E.

in exponential form.

103
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as a result of the indicated sequence of observations, given pO(H.)
= .333. Figure 22 shows the change in uncertainty concerning 1
which hypothesis is correct as a result of the same sequence of
observations.

When only two hypotheses are under consideration, there is
only one odds ratio (or its reciprocal) thaZ can be expressed.
The number of odds ratios that can be expressed grows rapidly,
however, as the number of hypotheses is increased beyond two. 1In

general, given N hypotheses, there are(g) or N(N-1)/2 odds that

can bhe expressed considering only pairs of hypotheses. Thus in the
three~hypothesis case we might consider Ql o Ql 3 or n2 3+ €ach
r ’ 2

of which is shown in fiqure 23 for our example.

It may be of interest to consider other than pairwise odds
ratios in the several-alternative case, however. Given five
hypotheses, for example, one might wish to consider the odds of
H) relative to the combination of H3 and H4, which would be ob-
tained by taking the ratio of p(HllD) to the sum of p(H5|D) and
p(H4|D). It may often be of particular interest to consider the
odds of a given hypothesis, Hj relative to all the remaining
hypotheses in combination. Such an odds would give the ratio of
the probability that Hi{ is true to the probability that one of
the remaining hypotheses is true, i.e., that H; is false. We
might refer to such an odds as the absolute odés of H; and repre-
sent it as follows:

p(H,[D) p(H, D)
9G,1 < W 5) ~ T-pE.1D) (33)
' T plHy i
Jei#L

Figure 24 shows how the indicated ohservatinng affect the ab-
solute odds of each of the hypotheses of our example.

Expected values of posterior probabilities and of uncertainty
may be calculated in the same way when there are several hypotheses
as when there are only two. An outcome graph such as those shown
in figures 8 and 9 could be used to specify all possible posterior
probabilities for a given hypothesis, and their probabilities

H.,

of attainment on the assumption that a gpecified hypothesis, H. is
true. The weighted sum of the nodes above a particular value -

of N would represent, as before, the expected value, after N obser-
vations, of the posterior probability cf H,, given that H. is really
true: Also as before, computation of expedted uncertaint} involves
summing over both i and m, for given N. 1Inasmuch as it is possible
to compute an expectation of p(HilD) given that H. is true for all
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possible combinations of values of i and j, the number of outcome

graphs that could be of interest increases with the square of the
number of hypotheses under consideration.

Table 4 shows the expected values of p (H,|D) and U_, for
N=1,2, ...10, given that Hy is true for all cofnbinations of i
and j in the case of our exawple (H,: 90% red, H,: 70% red, H,: 50%
red, ,°.(H.,) = .333). As might be e%pected, give% that H; is %rue,
E[p(Hi?D)f increases most rapidly when 1 = j; which is t3 say,

the eXpected value of the probabiliiy associated with the true
hypothesis grows faster than that of the probability associated
with either false hypothesis. Counter to intuition, however, this
is not a necessary condition. An example will be considered
presently in which the expected probability associated with a false
hypothesis grows, for a while, at a greater rate, than does the
expected probability associated with the true hypothesis, even

when both hypotheses are equally probable a priori. .ith continued
sampling, however, the probability of the true hypothes.s cventually
gets larger than that of any of the false hypotheses. Another point
of interest concerning table 4 is the fact that each of three
columns of values occurs twice: the second and fourth columns

are identical, as «re the third and seventh, and the sixth and eighth.
This illustrates the following relationship:

E[p(Hilo)}Hj is true] = E[p(Hle) lni is true], (34)

that is, the expected posterior probability of H;, given that H,

is true, is the same as the expected posterior probability of

Hy, given that H; is true. This relationship holds in general, and
independently of the number of hypotheses under consideration.

As in the two~-alternative case, the rate at which the expected
values of the posterior probabilities approach one or zero--and,
consequently, the rate at which uncertainty is expected to decrease--~
depends on the disparity among the hypotheses. The point is illus-
trated in table 5, which shows all values of E[p,,(H,|D)[H; is
true] for two sets of hypotheses: Hj, H2 and H3: ‘0,170 ang 50%
red, and 90, 60 and 30% red. The table also shows the, expected
uncertainty after ten observations, E(Ujg), concerning which

hypothesis is true, as a function of which hypothesls actually 1is
true.

Table 6 shows E[pjp(Hi|D)|H4 is true} and E(UlolHj is true)
for two sets of five hypotheses. his table illustrates some of the
same points as does table 4. The rate at which the probabilities
change from their original values, and the rate at which uncertainty
decreases depend on the disparity among the hypotheses.

of E[p(H;|D)|Hj is true] is always equal to that of E[p(Hj|D)|Hj

is true], which is seen by the fact that each array, if considered
as a matrix, is equal to its transpose.

The value
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TABLE 4. EXPECTED VALUES OF POSTERIOR PROBABILITIES, AND
UNCERTAINTY (IN BITS), GIVEN THAT CHIPS ARE SAMPLED
FROM THE URN FOR WHICH THE INDICATED HYPOTHESIS

Number of Observations

IS TRUE.
True Hypothesis
By Hy Hy
Hypothesis for which Expectation Computed
Hy H, Hy E(U) H1 H, Hy E(U) Hy H, Hg E(u)
1 .397 .333 .270 1.53 .333 .333 .333 1.49 .270 .333 ,397 1.45
2 .453 .327 .220 1.44 w327 .338 .334 1.41 .220 .334 .446 1.35
3 .501 .319 .180 1.35 .319 .347 .334 1.36 .180 .324 .486 1.26
4 .542 .310 .149 1.26 .310 .,3%8 .,332 1.32 .149 .332 ,519 1.19
5 .577 .300 ,123 1.18 .300 .370 .330 1.28 .123 .330 .547 1.12
6 .607 .291 .,102 1.10 .291 .383 .326 1.25 .102 .326 .572 1.06
7 .634 .281 .084 1.03 .281 ,396 .322 1.22 .084 .322 .,593 1,00
8 .658 .272 .070 0.96 .272 .411 .318 1.19 .070 .31B .612 0.95
9 .680 .262 ,058 0.90 .262 .425 ,312 1.17 .058 .312 .630 0.91
10 .699 ,253 .048 0.85 .2%3 .440 .307 1.14 .048 .307 .645 0.87
Hl: 90% red, H2: 70% rgd, H3: 50% red; pO(Hi) = ,333.

(Note: expected uncertainty, E(U}, is not the same as the

uncertainty calculated from the expected posterior probabilities.

1]
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TABLE 5. E[plo(Hi]D)]Hj IS TRUE] FOR ALL COMBINATIONS OF
i and j AND THE TWO INDICATED HYPOTHESIS SETS.

Hl: 90% Red, H,: 70% Red, H3: 50% Red

2
3
1 -2 3
1 .699 .253 . 048
i 2 .253 .440 .307
3 .048 .307 .645
E (U) 0.85 1.14 0.87
(in bits)
Hl: 90% Red, HZ: 60% Red, H3: 30% Red
p|
3 —2 3
1 .824 .171 .005
i 2 171 .603 .226
3 .005 .226 .769
E (U) 0.48 0.86 0.55
{in bits)

In both cases po(Hi) = ,333,
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TABLE 6. E[plo(ﬂi[D)lHj IS TRUE] FOR TWO FIVE-KYPOTHESIS SETS.

I-HS: 90, 80, 70, 60, 50% Red, respectively
b)
1 2 3 4 5
1 .475 .282 .148 .068 .026
2 .282 .271 .216 .146 .085
i 3 .148 .216 .239 .221 .176
4 . 068 .146 221 .273 .292
5 .026 .085 .176 .292 .421
E (U) 1.64 1.90 1.96 1.86 l1.67
(in bits)
H)-Hg 90, 75, 60, 45, 30% Red, respectively
j
1 2 3 4 5
1 .604 .280 .094 .021 .002
2 .280 .337 .240 .112 .031
o3 .094 .240 .300 .240 .126
4 .021 .112 .240 . 323 .304
5 .002 .031 .126 .304 .537
E(U) 1.19 1.63 1.75 1.63 1.30
(in bits)
In both cases pO(Hi) = .2
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For the hypothesis set represented by the bottom half of
table 6, it is true that the expectation is maximum when 1 = 7,
which is to say that after ten observations the probability of

the true hypothesis is always larger than that of any of the false
ones. Note, however, that this property does not characterize the
values for the hypothesis set represented by the top half of the
table. In particular, given this hypothesis set, the expected
probability of H, is greater than that of H, after ten observations,
even if chips aré drawn from an urn for whiZh H, is true. Similarly,
E(p,q(H.|D)] is greater than E{p,,(H |D}] whenr §4 is true. With
con%?nu d sampling the expected érobability of the true hypothesis
will continue to grow, finally approaching one, whereas that of
each of the false hypotheses will at some point begin to decrease
and will eventually approach zero. The fact that the expected
value of the probability of a false hypothesis is higher at any
time than that of the true hypothesis may be quite counterintuitive,
howevevr. Figure 25 shows the way in which the expected values

of each of the posterior probabilities of the example represented

in the top half of table 6 change over twenty observations, given
that H, is really true. Note that p(H,|D) is initially smaller

than pr |D), but eventually overtakes“and surpasses it; with
further éampling p(H,|D) would continue to increase, whereas

p(HIID) would decreale.

A comparison of tables 5 and 6 illustrates several additional
points. The hypothesis sets represented in table 5 are contained
within those represented in table 6. Considering only those
hypotheses that are represented in both tables, it may be seen
that the expected posterior probabilities associated with hypothescs
within the smaller set are invariably larger than those associated
with the same hypotheses within the larger set. It may also be
seen that the expected amount of uncertainty remaining after ten
observations, given the truth of a specific hypothesis, is greater
when the hypothesis set contains five alternatives than when it
cont«ins three. Of course, the a priori uncertainty is also
greater in the former case (2.32 bits ver:us 1.58 bits), so what
is of greater significance is the fact that a larger proportion of
the original uncertainty is resolved in the three-alternative case.
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8.6.10 Man as a Bayesian Hypothesis Evaluator

A considerable amount of experimentation has been done to
determine how well Bayes rule predicts behavior when an indivi-
dual attempts to process probabilistic information in situations
like those illustrated. For example, given the task of
deciding, on the basis of a sequence of obsexvations, which of
several hypotheses about the nature of the source of those ob-

servations is true, how closely will the estimates produced by the
human decision mcker ~orrespond to those produced by the application
of Bayes theorem? Obviously, in situations as highly structured as
those described, it would be of little interest to do such experi-
ments with an individual who understood Bayes rule and was permitted
to do the calculations necessary to use it. Such a test would do
nothing but demonstrate one's ability to do arithmeti~. I'xperi-
ments on Bayesian information processing typically arc done with
people who are not formally aware of Bayes rule, or it they are,
they are not provided with the time to perform the necessary calcu-
lations. It is an interesting question, in this case, whether an
individual's intuitive, or at least informal, notions about evidence
will lead him to adjust his probability estimates in a way similar
to that that would result from an application of Bayes rule. And

if the answer to this question is no, it is of interest to dctermine

whether his performance deviates from that of Bayes rule in con-~
sistent ways.

Perhaps the question that has been of greatest interest to,
and received most attention from, experimenters i1s whether hypotheses
are more effectively evaluated by having decision makers estimate
posterior probabilities, p(H|D), directly upon acquiring incoming
data, or to have them estimate conditional probabilities, p(D|H),
and then to use these estimates to update the posterior probabilities
with the use of Bayes rule. Much of the cvidence favors the con-
clusion that hypotheses are evaluated more efficiently when the
latter approach is taken, that is, when humans make estimates of
p(D|H) and these estimates are used along with Bayes rule to cal-
culate estimates of p(HID). Although the directional effects of
data on posterior probability estimates produced by humans are
similar to those on estimates revised in accordance with Baycs rule,
the magnitudes of the effects tend to be smaller in the former case.
In particular, the posterior probabilities tend to obtain more ex-
treme values and to reach asymptote faster when they are calculated
according to Bayes theorcem than when they are estimated directly
by humans (Edwards, Lindman, & Phillips, 1965; lHowell & GCetty, 1968;:
Kaplan & Newman, 1963; Peterson & DuCharme, 1967; Peterson & Miller,
1965; Peterson, Schneider, & Miller, 1965; Phillips & LRdwards, 1966.
It appears, therefore, that humans tend to extract less information
from data than the data contain; they require more cvidence than
does a Bayeslian process 1o arrive at a given level of certainty
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concerning which of the competing hypotheses is true. That is one
of the findings that has led to the characterization of man as a
"conservative" Bayesian. In other words, men tend to underestimate
high posterior probabilities and overestimate low ones. A similar,
but less pronounced, tendency is found whan men estimate odds

rather than posterior probabilities (Phillips & Edwards, 1966).

Slovic and Lichtenstein (1971) refer to the conservatism of
man in his use of probabilistic data as the primary finding of
Bayesian research. They review three competing explanations of
-the result: (1) misperception, or misunderstanding, by the subject
of the process by which the data are generated; (2) inability of
subjects to aggregate, or put together, the impacts of several
data to produce a single response; and (3) an inability, or un-
willingness, to assign extreme cdds, e.g., odds outside the range

of 1:10 to 10:1. Whether any of these explanations is ‘dequate
has yet tu be determined.

It was the tinding of conservatism that prompted Edwards (1963,
1965) and his colleagues (Edwards, Phillips, Hays, & Goodman, 1968)
to experiment with probabilistic information-processing systems
that use experts to judge the likelihoods of the data reaching the
system, given each hypothesis under consideration, and machincs

to calculate posterior probabilitics on the basis of these estimates
and the data,

Not all of the evidence that is relevant to the question favors
the conclusion that humans are invariably much better at estimating
p(D|H) than p(H|D). Southard, Schum, and Briggs (1964h), for
example, obtained some results that challenge the generality of the
finding that humans tend to underestimate high posterior proba-
bilities, and overestimate low ovnes. In particular, given a small
hypothesis set and a frequentistic environment, the estimates of
p{H|D) produced by humans were close to, and sometimes more extreme
than, those produced by Bayesian methods. Other studies, several
trom the same laboratory, have also yielded results that question
the validity of the general conclusion that better decisions result
when values ¢f p(H|D) are derived by applying Bayes rule to men's
estimates of p(D|H) (Schum, Goldstein, § Southard, 1966; Howell, 1967;
Kaplan & Newman, 1966; Southard, Schum, & Briggs, 1964a). Often
even when evidence of comservatism has been found, the degree to
which the human's estimate of p(H|D) has differed from an estimate
produced by Bayes rule has been very slight (Peterson & Phillips,
1966; Schum, Southard, & Wombolt, 1969).

These findings do not permit one to conclude that estimates
of p(H|D) are never better when derived from estimates of p(D|H)
than when produced directly, but they do call into question the
opposite notion, namely that of the invariable superiority of the
indirect approach. Moreover, they suggest that the direction that
research should take is that of determining the conditions under
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which ecach approach is warranted. Schum, Goldstein, and

Southard (1966) present some data, for example, that suggest that
estimates of p(H|D) that are produced directly are more adversely
affected by degradation in the fidelity ot the incoming information
than arc those that are derived from estimates of p(D|H).

Another finding that is relevant to the question of man's
capabilities as a Bayesian hypothesis evaluator is that evidence
that tends to confirm a favored hypothesis may be given more
credence than evidence that tends to disconfirm it (Brody, 1965;
Geller & Pitz, 1968; Pitz, Downing, & Reinhold, 1967; Slovic,
1966). This finding raises the more general question of whether
a vested interest in a decision outcome impairs one's ability to
evaluate data objectively. If it is the casc, as Bacon (1955)
long ago suggested, that "what a man had rather were true, that
he more readily believes," at least one of Savage's basic
rules for the application of decision theory is gene 1lly violated.

The possibility that an individual's preferences among
hypotheses may impair his ability to evaluate them in an unbiased
way is closely related to the finding that people tend to be
reluctant to change a decision once it has been made (see Section
4.3).

Each of thes¢ tendencies--conservatism, partiality, and
perseverativeness~-has been viewed as a fault, or as evidence
that man applies data to the evaluation ot hypotheses in an
inefficient way. And, in the context of most laboratory experi-~
ments in which it has been observed, it undoubtedly is. These
tendencies may sometimes be less patently unjustifiable outside
the laboratory, however. An insistence on having compelling
evidence before changing an established opinion may have a
stabilizing effect that is not altogether bad. Many opinions
are formed slowly over a period ot years, and all the factors
that may have contributed to their tormation cannot always bc
recalled at will., The individual who is quick to chungc an
opinion every time he encocunters an argument that he cannot
immediately refute may find himself constantly shifting from one
position to another, always a proponent of the view that he last
heard capably expounded.

Hypothesis evaluation has been studiced more than most aspects
of decision making in the laboratory. This is due in part to the
existence of a simple prescriptive model (Bayes rule) for per-
forming this task, given an appropriately structured problem, and
in part to the fuct that it lends itself to laboratory exploration
more readily than some of the other decision-making functions.
Much has been learned about man's capabilities and limitations
in applying evidence to the res»lytion of uncertainties about the
various aspects of a decision situation. Much remains to be
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determined, however. Among several issues that deserve further
study are the following: the possibility that information-display
formats and response techniques may influence subjective proba-
bility estimates that are obtained (Damas, Goodman, & Peterson,
1972; Herman, Ornstein, & Bahrick, 1964); the apparent lack of
understanding of how to combine probabilities arising from inde-
pendent sources of information (Fleming, 1970); the possibility
that the weight that one attaches to data may depend on when those
data occur during the hypothesis-evaluation process (Chenzoff,
Crittendon, Flores, Frances, Mackworth, & Tolcott, 1960: Dale,
1968; Peterson & DuCharme, 1967); and the possibility that one's
ability to deal with uncertainty in a conflict situation may de-
pend on whether one is operating with an advantage or a disadvan-
tage with respect to one's opponent (Sidorsky & Simoneau, 1970),

8.6.11 Bayesian Hypothesis Evaluation and Training

One way to interpret some of the results that have been de-
scribed above--for example, the finding that men often extract
less information from data than does a Bayesian aggregator--is
to see them as indications that man's intuitive notions concerning
the uses of evidence are not entirely consistent with the implica-
tions of Bayes rule. Perhaps the thing to do, if this is the case,
is to disabuszse would-be decision makers of those faulty intuitions,

Such a task might be appr.iched in two ways. On the one
hand is the cognitive aporoach of teaching the decision maker about
Bayes rule and its implications. An alternative possibility is
to expose the decirion maker to a variety of situations, in which
his behavior is evaluated and immediate feedback is provided to
him concerning the way in which it departs from optimality, if it
does. This is the behavior-shaping approach; in essence, it is
aimed at modifying one's intuitions without necessarily providing
an intellectual understanding of how optimality is defined.
two approaches are not mutually exclusive, of c¢ourse, and it seems
reasonable to assume that a training program would be more likely
to be effective if it used both. That is to say, the decision
maker should probably be given a good understanding of the notion
of inverse probability and how Bayes rule aggregates data; and he
should alsc be provided with considerable practice in attempting

to apply the rule in situations that are sufficicently well-struc-
tured that his performance can be evaluated and compared Lo an
objective criterion of optimality. The selection of training
scenarios should put special emphasis on those situations for

which man's intuitions have been shown to be most misleading, e.g.,
especially small or especially large levels of a priori uncertainty
and situations in which the direction of evidence changes after

a tentative decision has been reached.

These
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The results of some studies have indicated that such training
can be at least partially effective. Fleming (1970), for example,
explored the question of the effectiveness of feedback concerning
the outcome of a selected action in improving the decision maker's
performance on subsequent decision tasks. The context of the
study was a simulated tactical decision-making situation. Subjects
were required to combine probabilistic data from three independent
sources in order to arrive at an estimate of the relative likeli-
hood of attack on each of threce ships. Initially, subjects demon-
strated an ignorance of the proper combining rule (multiplication)
and were conservative in estimating the overall probabilities of
attack. The investigator concluded that these data-aggregation
and probability-estimation tasks should be automated. He alsc
shewed, however, that, although the subjects were unable to gen-
erate the correct probabilities on the basis of fcedback, they did
revise their estimates over the course of trials in such a way
as to correct for conservatism (apparently by adding a constant).

Other investigators have alsc shown that experience in estimating
posterior probabilities can produce behavior which, if not optimal,
is more nearly so than before the training began (Edwards, 1967;
Hoffman & Peterson, 1972; Southard, Schum, & Bridges, 1964b).
Such studies establish that certain aspects of hypothesis evalua-
tion, in particular posterior probability estimation, can be im-
proved somewhat as a result of practice. What they do not indicate,
however, is how much can be expected of training or how the train-
ing should be done in order to obtain optimal results,

Ancther issue that relates to training involves the question
of how well people can make the p(D|H) judgments that they are
required to make in some Bayesian systems. It seems to be generally
assumed that people have less trouble making these judgments than
they do making judgments of p(H|D). 1In at least one study, how-
ever, this was not the case. Bowen, Feehrer, Nickerson, Spooner,
and Triggs (1971) encountered a fairly strong resistance on the
part of experienced military intelligence officers to the idea of
making judgments of the sort: "If it is assumed that 'Attack' is
the enemy commander's course of action, what is the probability
that one will observe the traditional indication "Massing of Tanks'?"
These investigators pointed out that the "generally negative re-
action to the possibility of estimating probabilities of the type
that would be required in a Bayesian system must be tempered by
the fact that the participants were not familiar with the concept
of Bayesian inference and had not been trained to make the required
judgments” (p. 103). There is, therefore, the question of the
degree to which training in Bayesian analysis would be effective
in overcoming the relatively strong preferences that some decision
makers seem to have for estimating posterior probabilities them-
selves.
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Several other questions concerning man's capabilities as they
apply to hypothesis evaluation have been noted above. These ques-
tions have arisen because of the results of experimental studies.
They are questions which, for the most part, have not yet heen
adequately answered., The questions, in most cases, suggest some
limitation or deficiency in man's hypothesis-evaluation skills.

To the extent that these limitations or deficiencies arc demon-
strated by further research to be genuine, they represent challenges
to designers of training programs. If it is the case, for example,
that probability estimations are sensitive to the format in which
information is displayed or the node in which the response is given,
as some studies have indicated, the question is whether such effects
can be eliminated by training. If they cannot be, then the need

to be restrictive with respect to .isplay formats and response

modes is s0 much the greater. Or, to take another example, if the
way one applies data to the evaluation of a hypothesis is different
for a favored hypothesis than for an unfavored one, as ‘ther studies
have suggested, this constitutes another challenge to treining.

Can one be trained to apply data to all possible hypotheses in an
unbiased way without regard for his preferences? Similar questions
concerning the potential effectiveness of training can be raised
concerning each of the other limitatjons and deficiencies that

have been noted. More research will be required in order to answer
these questions.

8.7 The Measurement of Subjective Probability

Throughout this report we have made frequent reference to
subjective probabilities, and it has been tacitly assumed that
such things can be accurately measured. In fact, how to assure
accuracy in measurements of this quantity has been a question of
some interest. The problem is a problem because of the fact that
the probabilities that one obtains may depend on the way in which
they are obtained; or as Toda (1963) puts it, subjective proba-
bility is essentially defined by the measuring technique that is
used. Toda further suggests several criteria that such a measu-
ring technique should satisfy: "First, the logical nature of the
task presented to the subject should be thoroughly understood by
the experimenter, and, hopefully, by an intelligent subject.
Second, the task should involve well-defined payoffs to the subject.
Third, the task should be 3¢ structurced that 1t is to the disad-
vantage of a subject to respond in a minner inconsistent with his
expectations. Fourth, since our interest in measuring subjective
probability is related to its use in decision theory, the measure-
ment technique should not be inconsistent with decision theory" (p. 1).

The third of these criteria is perhaps the most subtle, and
has received the greatest amount of attention. Stated in other
terms, the requirement is that it be in the subject's best interest
to state his probability estimates honestly. That this can be a
problem may be illustrated by a simple example of a situation in
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which the requirement is not met. Consider the case of a student
taking a multiple-choice examination. Supposc he has been in-
structed that in answering each question he is to assign a number
to each of the alternatives associated with that guestion in such
a way as to reflect his estimation of the probability that that
alternative is the correct one. When he is very certain of which
alternative is correct, all of the numbers except one will be zero;
when he is less than 100% cc.tain, however, he would assign non-
zero numbers to more than onc alternative. Suppose further that
the score that he is to receive for any glven question is s me
linear function of the ratio of the number placed on the correct
alternative to the sum of the numbers used on all the alternatives
associated with that question. Given this scoring rule, the student
should not distribute numbers in accordance with his true estima-
tion of the probabilities; instead, he should put zeros on all

the alternatives except the one that he considers most likely,

even if he is not very certain that that alternative is indeed the
correct one.

This is easily seen by considering a two-alternative case.
Suppose that t'. student really thinks that thce chances are 7 in
10 in favor of A being the correct alternative. If he is honest,
then he will ussign 7/10, of whatever points he is going to use,
on alternative A and 3/10 on B. Given our scoring rule, and assu-
ming that our hypothetical student assigns numbers to the two
alternatives in the ratio of 7 to 3, then the two values that his
score may assume are 7/10 and 3/10. Moreover, from the student's
point of view, the probability of getting a scorc of 7/10 iy 7/10
(i.e., the probability that A is correct), and the probability of
yetting a score of 3/10 is 3510. Thus2 the subjectively cxpected
value of his score is {(7/10)° + (3/10)¢ = .58. But suppose that
our student werce a gambler, and decided to put all his chances on
the alternative that he considered most likcly to be correct. Now
the two values that his score can assume arc 1 and 0, and the cx-
pected value of hiy scor: (assuming that he really believes that
A's chances are 7 in 10, rather than 10 in 10, as higs answer would
indicate) is 7/10 x 1 + 3/10 x ¢ = .70. Thus, whereas the student
was instructed to assign numbers to alternatives in accordance with
his judgment of the likelihood of their being correct, the scoring
rule is such that he can expect to obtain a higher score by ignor-
ing the instructions than by following them.

A scoring rule that is to satistfy Toda's "honesty is the best
policy" requirement must have what has been refcerred to as a
"matching property." 1In formal terms, the matching property may
be stated as follows: Suppose that a subject reports n non-negative
values, n

Lyr Tye -oeX iX1 ry > 0, presumably to reflect the
subjective probabilities that he associates with alternative
possibilities, Xy Xy, ---%X . BSSume a discrete subjective
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probability distribution, ...p_, that represents the
subject's true probability éstlﬁatgs rggarding X P X
Letting P, R and X represent, respectively, the %ectgrs

(pl, Pyr -+Py ), (rl,  SYREETE ) and (xl, Mgy -eeXp ).

and W(R, X) the payoff to the sub]ect given the response vector R
and the probability vectnr X, the matching property is realized by
any payoff function for hlch the following statement is true:

The response vector, R, maximizes the subjectively expected payoff
E[(W(R, X)), if and only if R = kP, k being a scalar constant.

That is to say, a payoff scheme, or a scorlng rule, has the matching
property if and only if the subject maximizes his subjectively
expected payoff when the weights that he assigns to the possibilities
differ from his true subjective pinbabilities at most by the same
multiplicative factor. Note that when the relationship R = kP

does hold, the calculation of odds will be the same whether based

on_Ror on _1?_.

Subjective-probability measurement procedures and responsc
scoring techniques that make use of functions that ha - this matching
property have been referred to as "admissible probabi ty mecasures"
(Shuford, Albert, & Massengill, 1966), and "proper scou.ing" rules
(Winkler & Murphy, 1968). Several functions with the matching
property have been defined and investigated, among them the "loga-
rithmic loss" (Good, 1952; Toda, 1963), the "quadratic loss"

(Brier, 1950; deFinetti, 1962; Toda, 1963; van Niaerssen, 1962,
and the "spherical gain" (Toda, 1963; Roby, 1964, 1965),

8.7.1 The Logarithmic Loss Function

The logarithmic loss function is unique among these functions
in jits exclusive dependence on the value of the component of R
that is assigned to the correct alternative. It is not affected
by how numbers are distributed over the other components of R.
The function is given by

n
g ) = . - % , 35
wL(lel) k log r, .i Ty (35)
where k is a positive constant, and (R|x;) is read ”rgbpondo
vector R, given that x; is the correct aiternatmvp The subjec-
tively expected payoff given this function, is

n
E(WL) = kLpi log r, - ,L rj (36)
J=1
which is maximized when Ty o= Py
Max E(WL) - k'LIpi log p; - 1 (Toda, 1963). (37)
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Because the maximum subjectively expected value is negative--hence
its designation as a "loss" function--a constant is often added

to the function in order to make the payoff positive. Also,
the function becomes =-«at r, = 0,

usually employed in practicé.

because
a truncated version of it is

8.7.2 The Quadratic Loss Function

The quadratic loss function is given by
2 2
W.(R]x.) = £ r + (1 - 1r,) {38)
Q" i ki k i

when the number of alternatives is greater than two, and by

2 ,
WQ(R|Xi) = -1y k # 1 (39)

for the two-alternative case. This function is negative in the
two-alternative case (although not necessarily when the number of
alternatives is greater than two), so, as in the case of the

logarithmic loss, a constant is often added to the function to
assure a positive payoff.

8.7.3 Thc Spherical~Gain Function

The spherical-gain function, which has been elaborated by
Roby (1965) will be considered in somewhat more detail, because
it has some useful properties that the other rules do not have,

and a particularly elegant geometrical representation as well.
The payoff function is given by

n
Wo(Rlx,) = r, Eoxg . (40)

For a proof that Wg is maximized only when R = kP see Shuford,
Albert, and Massengill (1966). A reference to the example that was
used earlier should be sufficicnt t6 make the assertion plausible.
Consider again the two-alternative examination item for which a
student thinks the chances are 7 in 10 in favor of alternative A,
Recall that if his score is a linear function of the proportion
of points he assigned to the correct alternative, then his best
strategy is to put zero on every alternative except the one he
considers most likely to be correct; in which case, his expected
score would be .70. To see that this is not true in the case of
the spherical gain scoring rule, note that if the student puts

all his stakes, say n points, on alternative A, his expected svore
will be: :
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7710 x (n//a2+02) + 3/10 x (0//n2+0%) = .70,

If, however, he weights the alternatives in accordance with his

judgment of what the chances really are, his expected score will
be:

7710 x (1//1243%) + 3/10 x (3//5%432) = .76.

® .. %

It should be noted that the procedure pcrmits the student to
assign weights to the various alternatives in any way he sces fit.
There might appear to be some advantage in forcing the numbers
assigned to the alternatives for a given item to add to omne,
inasmuch as they could then be interpreted directly as probability
estimates. The student could be instructed to make his assiqgn-
ments so that they would indeed add to one; however, this is an
unnecessary demand since the score is unaffected by a « hanae of
scale. Moreover, if we wish to treat the assignments as ;roba-
bility estimates, as we shall in what follows, we can easily
normalize them by simply dividing each assigned number by the sum
of the numbers associated with that questicn. When this is done,
and each of the original numbers is replaced with the resulting
quotient, then each of the resulting numbers will be referred to
as a probability estimate, and the collection of numbers associated
with a given item as a probability vector.

I
re |

A nice feature of the spherical gain scoring rule is that it
provides an easy and intuitively meaningful way of distinguishing
between one's confidence in the truth of a particular hypothesis
(or correctness of a test item) and one's general degree of
“resolution” with respect to tle overall decision space (or to the

whole test item). Roby defined, as a “resolution index,”
2 .3
n r.
RI = | ¥ | "o (41)
FIVE g
i=1

where RI represcnts an individual's confidence in his answer.
Equation 41 is simply the denominator of equation 40 after the
latter has been normalized.

As in the case of W_, the maximum value of RI is 1. It should
be clear that RI = 1 only if r: = 1 for one value of j and 0 for
all others, That is to say, in keeping with our intuitive notions
about how an index of confidence should behave, it assumes its
maximum value when one has put all his chances on a single a.ter-
rative. {Note that whether that alternative is correct or
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incorrect is irrelevant to this measure--as it should be.) Unlike
W_, RI cannot assume the value 0. Its minimum value depends on the
number of alternative hypotheses under consideration, or--in the
case of the examination example--t! » number of candidate answers
associated with a question. It is obtained when 1

j - Tr.

]

for all j; that is, the index gets its lowest value when the same
number 1s assigned to every alternative. Again, this is consistent
with our intuitive ideas about confidence. The fact that the
minimum value of the index depends on the number of alternatives is
also in keeping with our intuitions about how a measure of confidence
should hehave: one should have less confidence in a guess among

three aqually likely alternatives than in a gquess between two of
them.

B.7.4 Implementation of Admissible Probability Meas. es

One of the practical difficulties in applying scoring rules
with the matching propeity is that of providing subjects with
intuitively meaningful information concerning the implications of
their prrhability assignuents vis-—-a-vis the scores that could re-
sult fi them. Tt is clear that simply providing individuals with
formal cxpressions of the rules will not suffice, at least for
those who are not mathematically trained. One approach to this
problem is that of illustrating the implications of any given rule
with concrete examples that make clear the advantages of being
honest. Anotilher, and perhaps preferred, approach is that of pro-
viding the individual with an explicit representation of the payoff
that he would receive, given the truth of any specific hypothesis

and the way in which he had distributed probabilities over the
alternatives.

Organist and Shuford designed a paper and pencil procedure
for providing this information in the case of the logarithmic
loss function (Baker, 1964; Organist, 1964; Organist & Shuford,
1964). Shuferd (1967) and Baker (1968) have also described a
computer-bascd technique for providing similar information in a
dynamic wav. Ian this case the alternatives open to the decision
maker are shown on a computer-driven display. Associated with
cach clternative is a line, the length of which represents the
user's relative confidence that that alternative is the correct
one. The user adjusts the lengths of the lines by means of a
light pen, When the length of one line is changed by the user,
the lengths of all the others are adjusted by the computer so as
to constrain the sum of the lengths to add to one at all times.
Also displayed with each line is a number which indicates to the
user what his payoff would be if the alternative associated with
that line were the correct one. The logarithmic loss function
determined the relationship between the number representing
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potential payoffs and the lengths of the lines in the applications
of the system that are reported. However, the relationship could
as well have been determined by any other scoring rule of interest.

8.7.5 The Efficacy of Admissible Probability Measures

It would seem clear from the mathematics of the situation
that scoring rules that have the matching property should be used
in preference to thcse that do not. It has not been clearly de-
monstrated empirically, however, that subjects tend to behave
dishonestly if such rules are not us«d, or that their responses
are free of biases if they are (Aczel & Pfanzagl, 1966; Jensen &
Peterson, 1973; Samet, 1971; Schum, Goldstein, Howell, & Southard,
1967). Moreover, it is also apparent that many of the probability
estimation situations of interest to investigators of decision
making are situations in which the only scoring rules that arc
operative are those that are imposed by nature. The s tuations
in which subjective probabilities are of ygreatest practical sig-
nificance tend to be those in which the payoffs are beyond the
experimenter's control.

8.7.6 Subjective Probability Measurement and Training

One question of interest that relates to training research
is whether ifidividuals who have had experience in making probability
judgments in controlled situations with scoring rules that have
the matching property are more effective at judging probabilities
in real-world situations than those who have had experience at
estimating probabilities but have not been exposed to matching-
property rules. As has already been noted, some investigators
have advaoatad Lhe use of experts to estimate conditional proba-
Laictiws o0 be used in Bayesian aggregation systems (Bond & Rigney,
1966; Edwards, 1965b). Often, however, it is not possibl. to
determine how accurately such estimates are made. If one had an
objective indicant of the probabilities of interest that was inde-
pendent of the experts' judgments, it would not be necessary to
get the judgments. It would be of interest, however, to determine
whether the behavior of experts on such tasks would be sensitive
to the type of experience they had had in estimating probabilities
in controlled situations, and in particular to their exposure to
admissible or inadmissible probability measurement techniques,
Savage (1971) has suggested the early introductiun of admissible
scoring rules to children, along with careful training in the
agsessment of opinion strenath, could have the salutory effect of
dispelling some of the myths concerning the relationships between
certainty, belief and action--e.g., the idea that one should speak
and act as though certain, even when one is not, nd the notion
that weakly held opinions are worthless--that are fostered by
conventional educational testing methods,
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Scoring rules with the matching property answer to one aspect
of the problem of measuring subjective probabilities, namely that
of structuring the situation so that honesty in reporting is the
best policy. There are other aspects of the problem, however, that
are not so readily solved. Expressions of certitude have been shown
to vary considerably as a function of the way in which they are
reported (Samet, 19 71) and of the context in which they are obtained
(Nickerson & McGoldrick, 1963). Typically, when subjects are asked
to ratc their confidence in their own performance on a perceptual
or cognitive task, a positive correlation between these variables
is found--confidence is highest when performance is best--but the
strength of the relationship is not always great, and the signifi-
cance of a given confidence rating depends on the situation and the
person making it (Andrews & Ringel, 1964; Nickerson & McColdrick,
1965). A fundamental guestion that is raised by these results is
whether such factors affect certitude itself, or only its expression.
A further question is whether such variability--whatever its basis--
can be eliminated, or at least signiiicantly reduced, as a result
of appropriate training.

.8 The Use of Unreliable Data

In the foregoing discussions of the use of Bayes rule, it has
been tacitly assumed that the data used in estimating conditional
or posterior probabilities had been accurately observed and re-
ported. In the chips-in-urn illustrations, for example, it was
assumed that one could examine a chip and determine its color easily,
or that somecone else determined the color and reported it accurately.
Thus, the decision maker could operate with complete confidence in
the data at his disposal. In the real world of decision making,
things often are not this way. I'requently, the observqtion or the
reporting of events is faulty, and the decision maker is obliged
to take this fact into account when making use of the data that he
has obtained.

We naturally assume that data from a trustworthy source will
be more useful to a decision maker than will data from a source
that has not inspired confidence in the past. The use of an
explicit reliability rating procedure for intelligence reports by
NATO army forces (sec Section 5.2) is based on such an assumption.
Few attempts have been made, however, either to validate this
assumption or to determine in a guantitative way eoxactiy how con-
fidence in a data source does affect the way in which the data
from that source are applied to a decision problem.

8.8.1 Prescriptive ‘Approaches

One class of prescriptive models for taking into account the
reliability of data has come to be known as "cascaded" or "multi-
stage” inference, suggesting a process of hypothesis evaluation
that involves more than one step. Schum and DuCharme (1971) point
out that research on cascaded inference has been focused on two
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situations: one, in which the observer or reporter of an

presses his degree of certainty concerning whether or not the event
actually occurred (see, for example, Dodson, 196l; Gettys & Willke,
1959; Steiger & Gettys, 1972), and a second, in which the report of
an event is made without qualification by a source that is known to
be less than perfectly reliable (see, for example, Schum & DuChazrme:,
1971; Schum, DuCharme, & DePitts, 1973; Snapper & Fryback, 1971).

event ex-

In both cases, attention has been confined primarily to
relatively simple situations, e.g., those in which (1) the decision
maker's task is to determine which ot two hypotheses, H; or H,, 1s
true, and observations have only two possible outcomes, D1 an& D2,
and (2) the reliability of a report is indepcndent of the
hypotheses that are being considered, that is to say, event D

and D. are neither more nor less likely to be confused under
Hl thgn under H2'

Dodson (1961) considered the situation in which an observer
is not certain which of two mutually exclusive events, Dy and D,,
has occurred, but may be able to make a probability or certitud%
judgment on the gquestion. He suggested that in order to calculute
the posterior probability of a hypothesis in this case, one should
calculate its value, given each of the possible events, and then N
take a weighted sum of these values, the weights being the proba- !
bilities that the observer attaches to the event possibilities.

Given only two possible data, the calculation may be represented
as follows:

E(U D) = YD )p(H,|Dy) + viDy)p Ui |D,) (42)

where & (H, |D) is the posterior probability of H,, taking the ob-
server's ﬁncertainty into account, and ¢(D,) is’the probability
that the observer attaches to the possibility that he has observed
event D.,. More generally, given n possible events and the assump-

tion thdt the observer can attach a probability to cach of them,
the formula might be written as

n
L) = I (D) pl;|Dy). (43)
1=1
Substituting the Bayesian formula for p(Hi]Dj) we have
p(D. |1, p(H,)
E(H,|D) = Ly(D.) D . (44)
1 3 J ip(Dj]Hi)p(Hi)

Using Dodson's work as a point of departure, Gettys and Willke
(1969) and Schum and DuCharme (1971) gave the process of dealing
with unreliable data a more explicit two-stage form. The following
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discussion roughly follows Schum and DuCharme. These writers fo-
cused on the case in which a decision maker obtains information
about data via a source that sometimes incorrectly reports what

has actually occurred. (It is irrelevant to this discussion whether
the source's errors are assumed to be errors of observation or
errors of report.) For each of the degiSLOn problems that were
analyzed there were two hypotheses, H é and H,, two possible data

p

events, and D and two possxble T orts by the source, dl and d
What one %antb t8 determine is p(H{ ]d

According to Bayes rule

pld;|[H,)p(H,)
p(Hyldy) = :Lp(gj) = (45)

The problem then is to determine p(d.|H,). If the pir. bability of
a datum conditional on a hypothesis,“p(D,|H.), and the _.robability
of a report, conditional jointly on a hypotliesis and a datum

p(d IH np are known, then the probability of a report, condi-

tiond k hypothesis p(d IH ) can be easily calculated. The
relatlonshlp is given by

1 = N ’
pid,|H;) ip(DkIHi)p(dj'Hf]Dk)’ (46)
a graphical representation of which is shown in figqure 26. When,

by assumption, the reliability of a report is independent of the
hypothesis that is being considered,

p(deHinDk) = p(deDk) (47)

s0, in effect,

7

p(deHi) = ﬁp(Dlei)P(dlek). (48)

Schum and DuCharme refer to

p(d.|H,)

= ‘THJT"ET 49
A p1a.TH, (49)

J

*Our notation differs slightly from that used by Schum and DuCharme:
we use D1 and D2 to represent the two possible data events, whereas

they used D and D, and we_use d1 and d2 to represent reported data

whereas they used D* and D*.
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Figure 26. Graphical representation of derivation of

p(deHi) and adjusted likelihood ratios
for less than completely reliable data
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as the "adjusted likelihood ratio," the likelihood ratio that takes
into account the degree of reliability of the source. Of course,

A reduces to the standard likelihood ratio when the source is
assumed to give completely reliable reports, inasmuch as, in this
case

1 for j = k

p(d;|D)) =
Ik 0 for j # k.

The way to deal with the problem of unreliable data then, accor-
ding to Schum and DuCharme is with a two-step process: (1) adjust
the dlagnosticity of the data by determining p(d.|D,) or A, and
(2) apply the adjusted data to revise the distrigutkon of pro-
babilities over the hypotheses via Bayes rule.

What one must be able to measure or estimate in order to
use this procedure are p(D|H), the standard condition il probabilities
of Bayes theorem, and p(d|D), the indices of source rellability.
Schum and DuCharme define source reliability in terms of

r = pd;|p))

the probability that the source will report a data event accurately.
They distinguish four different decision "cases" in terms of cer-
tain symmetries and asymmetries involving p(d|H) and p(d|p), and
they develop the impli~ations of their prescription for dealing
with unreliability for each case. The cases that they distinguish
are:

Case X: Symmetric p(D}H): Symmetric p(d|D)
p(D]'Hl) = p(Dzl”‘?); P(dllDl) = p(dzloz)-

Case II: Asymmetric p(D|H); Symmctric p(d|D)
p(Dllnl) # (D, |H,); p(d,[p)) = pld,|D,).

Case III: Symmetric p(D|H): Asymuetric p(d|D)
p(DliHl) = p(D,|H,); pid,|D)) # p(dlez)-

Case IV: Asymmetric p(D|H); Asymmetric p(d|pn)
, P(Dy{H) # p(D,[H,); Ppa |D)) # pid,lp,)-
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In order to avoid the use of conditional probability nota-
tion, Schum and DuCharme introduced the following notational

equivalencies:

For symmetric p(D|H): p

For asymmetric p(D|H): p,;

For symmetric p(d|D): r

For asymmetric p(d|D): r

l-r

itt

i

1

1Y

1 t i

18}

p (DiIHi)

p(DjIHi), j#i .

P(DlIHl)
p(D, |H,)

p(DZIHl)

piD,|H,) -

p(deDi).j#i-

p(di“’l)
P(d,|D,)
P(dlel)

p(dllDz).

Letting the subscripts on A represent symmetry or asymmetry
with respect to p(D|H) and p(d|D), respectively, and making the
above substitutions into eqguation (46), as appropriate, we obtain
Schum and DuCharme's expr~ssions for the prescribed use of data
of imperfect, but known, reliability for each of the four cases

they considered. All adjusted likelihood ratics

AARECI L0

p(d1 [H;)
Pl TH,Y ~
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- pr+(l-p) ‘'-r) ,

Case I: As,s = Tpirepico

Case II: Aa,s = P,r+(1-p,) (I-1)

or, equivalently,

P, +k
A, = L
a,s p2+k
where -
k = 7%:%, r#.5 .
pr1+(l-p)(1-r2)
Case III: A

s,a = (I:p)rl+p(1—r2)

or if p#l and rzfl,

L
Ay o = SlI- Jn
£
°+[1—p]
where
c= 11 .
l-r2
p r,+(l-p,) (1-r.)
Case 1IV: A =11 1 2

a,a p2r1+(l—p2) (l-rz)
or if rli(l—rz)

p1+b
a,a = pz+b

where 1- -
ba____.L
rl—(l~r2)
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It follows from the definitions of unadjusted and adjusted
likelihood ratio that the latter is always closer to unity than
the former and that the difference between them increases as
reliability, r, is decreased from 1.0 to 0.5* (except when the
data are completely uninformative to begin with and the unadjusted
ratio is 1l). This is consistent with the intuitively compelling
requirement that the less reliable the data, the less diagnostic
impact it should have.** Figure 27 shows how the difference be-
tween unadjusted and adjusted likelihood ratic grows as reliability
is decreased, and how the adjusted ratio goes to 1 for r = .5, for
the case in which both p(D|H) and r are symmetric, i.e., Schum and
DuCharme's Case I,

Figure 27 also illustrates the fact that the greater the
diagnostic impact of data (when reported by a completely reliable
source), the greater is the effect of a decrease in reliability of
a report., This also is an intuitively reasonable relaf ‘onship:
the less informative data are to begin with, the less there is to
lose if they are reported unreliably. What i. less intuitively
apparent is the fact that even a very small decrease in reliability
may have an extremely large effect on likelihood ratio if the un-
adjusted ratio is very high. Schum and DuCharme (1971) point out,
for example, that in Case I, if a datum with an unadjusted likeli-
hood ratio of 100,000 is reported by a source with a reliability
of .99, the adjusted ratio is reduced by about tour orders of
magnitude to slightly less than .99.

The results of Schum and DuCharme's analysis bear on issues
relating to the design of information and decision-making systems
and on the role of humans therein. For example, they show that under
Case 1 conditions, there is a reasonably straightforward tradecoff

*Decreasing r below 0.5 has the effect of making the adjusted
likelihood ratio depart again from unity, although it still remains
closer to unity than does the unadjusted ratio. 1In other words,
decreasing the reliability quotient below 0.5 increases the diag-
nosticity of the data, but in support of the alternative hypothesis.
This is consistent with the idea that a source that is consistently
wrony may be very informative; one need only interpret its report
as evidence of the opposite of what it says. In this discussion,

we will confine our attention to the case in which 1.0 > r > 0.5.

**Schum and DuCharme (1971) point out, however, that when the
re%iability of report is not independent of which hypothesis is
being considered, it is possible for A to differ more from 1 than
does L; that is to say, it is possible for a decrease in relia-

bility, in that case, to increase the diagnosticity of data.
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between p(D|H) and p(d|D). And the tradecotff is such that if onc
wants to increase the diagnostic impact of information flowing
through a system, and the costs of increasing the conditionals

p(DIH) and p(dlD) are ecqual, one should increasc the smaller of
the two.

Also, the analyses show that in Cases II and IV A is depoendent
upon specific values of p, and p, rather than on their ratio. Thus,
despite the fact that ear}ier regults have suggested that people
find it easier to make judgments of likelihood ratics than of
conditional probabilities, there may be situations in which esti-
mates of the latter should be required.

B.8.2 Some Empirical Results

The models developed By Schum and DuCharme are prescriptive,
providing for optimal adjustment ot the likelihood rati. under
conditions in which data are reported with less than tota., but
known, reliability. We now turn to a consideration of sevceral
studies aimed at comparing actual pertormance against that prescribed
by thesc models. 1In the next section we then prosent a brief
account of some descriptive models suggested by these results.

All experiments and models that will be considered in these sections
address situations where input to the decision process is an event
or sct of events roported by a single unreliable source.

Snapper and Pryback (1971) present the results of a study in
which the experimenter reported to the subject with (symmetric)
reliabilities of 1.0, 0.9, and 0.7 the outcomes of events concep-
tually similar to the draws of chips from an urn. The probabilitics
of events conditional on hypotheses, p(D {H,), p(Dz|H ) and
p(DIIH ), p(D,|H_ ), wire, respectively, as Tollows? %a)0.33, 0.67
and?0.87, 0.33; Tb) 0.80, 0.20 and 0.60, 0.40; (c) 0.90, 0.10 and
0.45, 0.55; (d) 0.25, 0.75 and 0.75, 0.2%. TFor conditions in
wliich the experimenter's reliability was equal to unity, only (a)
and (b) were used. Subjects were required to indicate which of
the hypotheses they considered more likely as a result of the ex-
perimenter's report, and how much more likely than the alternative
hypothesis they considered it to be. Under conditions of unit
reliability, subjects' estimates corresponded very closely to the
actual likelihood ratio, but when reliability was less than unity
they represented slight underestimates of the impact of the least
diagnostic reports and overestimates of the impact of the remaining
reports. The extent of this overestimation, moreover, increased
with the magnitude of A.

Johnson (1974; see also Johnson, Cavanagh, Spooner, &
1973) has utilized a similar task and response structure to
study the effects of four different variables on cascaded
inference: (l) sample size, the number of draws which underlay

Samet,

a cumulative outcome report (e.g., "threc reds, two blacks");
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{2) data generator diagnosticity, the relative composition of red
and black chips in the urn; (3) sample diagnosticity, the diagnos-
tic value defined by the difference between total numbers of red
and of black chips underlying a report; and (4) source reliability.
Posterior-~odds estimates that were obtained in this casc were found
to be sensitive to different values of sample size, data generator
diagnosticity and source reliability, tending to d-»crease as the
values of these variables decreased. When the report was known

to be perfectly reliable, estimates of posterior odds were generally
more conservative than those computed from Bayes theorem; however,
they became progressively less conservative and approached optimal
values at intermediate levels of reliability (.8-.7), and then
became slightly excessive at lower levels (.7-.6).

The diagnosticity and reliability of reported events were
manipulated by Youseff and Peterson (1973) in gsuch a way that the
value of A in a situation requiring multistagc infercence was
equal to the value of the standard likelihood ratio in .1 single-
stage situation (that is, one with report reliability ecqual to
unity). Subjects' estimates tended to be conservative for high
values, both of A and of L, as compared with the Bayesian model,
and tended to be excessive for low values. The odds estimated
in conditions requiring multistage inference were consistently
greater than those estimated in single-stage conditions and, as
a result, were excessive compared to the optimal odds over a
wider range than were single-stage odds.

Schum, DuCharme, and DePitts (1971) conducted a study in which
the accuracy of subjects' own observations of the number of Xs
contaired in tachistoscopically presented 4 x 4 matrices of Xs
and Os constituted the reliability levels. Subjects were required
to estimate the relative likelihood of two possible hypotheses
relating to the data generator after each of five stimulus
presentations. Under conditions in which sufficient time was
available for totally accurate observation of the stimuli, egti-
mates became increasingly conservative compared to the optimal
model as the diagnosticity of each observed event and the infe-
rential consistency over a set of five events increased. Under
conditions in which insufficient time was available for accurate
observations, the subjects' estimates were generally close to
optimal or slightly excessive when diagnosticity and consistency
were high, and became more conservative as either of these para-
meters assumed lower values. In a second phase of this same study,
subjects estimated directly the diagnosticity of data based on
brief observations of each slide. Compared with the optimal model,
such estimates become increasingly excessive as L increased.

The results of these studies establish that the behavior of
decision makers is indeed influenced by the degree of rcliability
of their data sources. They also demonstrate, however, that
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performance tends not to be consistent with that prescribed by

the formally appropriate rule for adjusting data diagnosticity.
Further, performance with unreliable data often differs in one
important respect from that that has been observed in classical
Bavesian inference situations in which events a:c¢ observed, or
reported, with perfect accuracy. Whereas in the latter case the
decision maker's estimates, though revised in the appropriate di-
rection, tend to be conservative as compared with Bayes theorem,
his estimates based on less-than-completely-reliable data fre-
quently appear to be excessive as compared with Schum and Du-
Charme's prescription for optimality. Because the valuec of A as
defined by the Schum and DuCharme model, in effect, makes an adjust-
ment in the direction of increasing conservatism (produces a value
closer to unity), the two effects--conservatism vis-a-vis L and
excessiveness vis-a-vis A--can offset each other. if conditions
are just right.

8.8.3 Some Attempts to Develop Descriptive Models of
Cascaded Inference

As we have noted, the model developed by Schum and DuCharme
(1971) for dealing with unreliable data prescribes two steps, or
stages: in the first stage, the nominal diagnosticity of a datum
is discounted to reflect the degrce of reliabilicy of the source,
and in the second, the adjusted datum is applied to the hypotheses
under evaluation in accordance with Bayes rule. If hypothescs
are being evaluated in terms of odds, the process can be repre-
sented as follows:

pid] Hy)

B p(dTH,)

Stage 1: compute A
Stage 2: compute ul= Auo

where A represents the adjusted likelihood ratic, and u] and MO
represent the posterior and prior odds, respectively.

The experimental results that were reviewed briefly above
make it clear that people typically do not behave in accordance
wvith this prescription. Several investigators have attempted to
develop models that do describe behavior, '

The results obtained by Snapper and Fryback (1971), using
symmetric reliabilities, suggest that in decaling with unreliable
data, decision makers estimate the likelihood ratio as though the
data were completely reliable, adjust the resulting ratio by mul-
tiplying it by the reliability quotient, and then apply the ad-
justed ratio to the calculation of posterior odds. The process
may be represented as follows:
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Stage 1: compute X

rL

’KSZ .

0

Stage 2: compute 31

Snapper and Fryback notie that the optimal rule for the first stage
of the procegs is-.neither apparent nor intuitive, whereas the rule
that seemed td describe thes behavior of their subjects has somc
intuitive appeal and is easily applied. Itsuse leads, however, to
subjective estimates of likelihood ratio that ane excessjive  in
comparison with those prescribed by A. That is to say, £ leads to

overestimation of th~ diagnostic impact of a given (unreliable)
datum.

The extent to which X overestima :es A--for Schum and Ducharme's
Case [--is illustrated in figures 28 and 29. Figure 28 shows
both and A as fungtions of r for several values of L; figure
29 shows the ratio A/A for the same conditions. The fiqures show
only cases for which L > 1 and r > .5. For L < 1, one obtains the
same relationships by simply expressing the likelihood ratio H2
re H, rather than H, re H,. The case of r <.5 is of little
interest for the re&son e%plained in the first footnote on page 134.
As may be seen from these figures, the degrec to which X over-
estimates A depends both on L and r: for given L it tends to

vary inrersely with r (given r >.5) and for given r it increases
sharply with L.

Gettys, Kelly, and Peterson . (1973) have suggested a model
that is slightly different from that of Snapper and Fryback. It
assumes that the decision maker estimates posterior odds on the
assumption that the most likely event is true, and then adjusts
the odds to reflect the reliability of the data source,
model may be represented as follows:

This

il
t
ts}

Stage 1l: compute Ql

Stage 2: compute Bl = rnl,

It is apparant that although the process by which the pos-
terior odds are estimated differs in the two cases, the results
are precisely he same. Edwards and Phillips (1966) have presented

evidence, how. :r, suggesting that the way in which people estimate
posterior odds may be better described by

9 = LCQO, (60)

where ¢ varies with L, than by the prescribed . = L{ . Funaro
(1974) points out that the models of Snapper ana Frybgck, and of

139




ya

NAVTRAEQUIPCEN 73-C-0128-]

9/1
8/1

7/1
6/1
5/1
4/1
3/1
2/1

AK pue V) OILvYd GGOKITINIT GILSArdY

140

i

e S R AI S YR L

X and A as functions of r for several

values of L

=

-
o s

Figure 28.

A A AN T




NAVTRAEQUIPCEN 73-C-0128-1

N —

‘5

VoL y 40 Orlvd

Reliability r

The ratio of X to A as a function ot

r for several values of L

Figure 29.

141




NAVTRANQUIPCEN 73-0128-1

are calculated according to Phillips and Edwards' expression. The
former leads to

N
s s

;

|

1 Gettys, Kelly, and Peterson make different predictions if the odds
l __..c

K ¥ = (%0, (61)

and the latter to
N e ]
L ul = rL Qo | (62)

‘ Funaro (1974) has recently attempted to e¢valuate the pre-
dictive power of Snapper and Fryback's npodel and of that of Gettys,

‘ Kelly, and Peterson, using both L and L as unadjusted likelihood
ratios in each case. A symmetric p(D|H)--symmetric r task (Schum
and DuCharme, Case I) was used. Subjects were require. to revise
odds' estimates under both single-stage (perfect-sourcc :oliability
assumed) and cascaded-~inference conditions. Values of ¢ were

' cstimated separately for individual subjects from data obtained

i in the single-stage conditions.

The results were not consistent with any of the models de-
scribed above. They were predicted best by another model that }
Funaro proposed. This model, which Funaro called the empirical
model, assumes that subjects accurately estimate A, and then apply
this estimate to the revision of odds with the same degree of cf-
fectiveness, or ineffectiveness, with which they apply L in single-
stage tasks. The conclusion appears to be inconsistent with the
| results of Youssef and Peterson (1973) who found that odds's es-
timates made under cascaded conditions were consistently excessive
relative to those made in single-stage tasks, given A = L.

Funaro notes, however, that subjects in his experiment could
have acquired a direct appreciation for A from the proportion

of successes and failures in . series of reports obtained

from the source during the course of the experiment. (In a sym-
metrical p(D]H) chips-in-urn situation, one can unambiguously
define a "success" as the drawing--or in this case reporting--of
a chip of the predominant color.) To the extent that subjects
were able to develop a direct awareness of A, the effect would
have been to eliminate the need for a two-stage process and to
transtorm the task into the simpler problem of revising odds on
the basis of totally reliable data. The suggestion is an eminently
plausible one and the possibility that this is in fact the way
unreliable data are often accommodated in real-world situations
deserves further study.

»

8.9 Some Comments on Rayesian Hypothesis Dvaluation

Inasmuch . s the Bayesian approach to hypothesis evaluation L
has received so much attention by decision theorists and investi-
gators of decision making, it seems important to consider some of
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the limitations of this approach. To point out limitations is not,
of course, to deny that the approach has merit.
are the fact that it places minimal demands on memory because data
can be discarded after being used to update the distribution of
probabilities over hypotheses, the fact that it provides a means

of aqggregating qualitatively different data in a meaningtul way and
the fact that the procedure for applying data to the evaluation of
hypotheses automatically weights data in terms of their relevance
to the hypotheses being evaluated. It is precisely because the ap-
proach does work well in some contexts that there is a danger of
uncritically concluding that it is appropriate in all cases. Tho
following observations are based largely on a discussion by Bowen,
Mickerson, Spooner, and Triggs (1970).

First, Bayes rule itself applies to only one of the several
aspects of decision making; namely, hypothesis evaluation or, more
precisely, the resolution of uncertainty concerning tuc state of
the world. Whatever its efficacy for that particular task, it is
not the grand solution to the problem of decision making.

Second, application of Bayes rule requires that the decision
problem be structured in a very precise way. In particular, it
requires that one's uncertainty about the state of the world be
represented as an exhaustive set of mutually exclusive possibilities.

It does not, however, provide any hclp in identifying these possi-
bilities.

Third, the requirement for an exhaustive set of mutually ev-
clusive hypotheses about the state of the world precludes the
possibility of expanding one's hypothesis space as one goes along.
It clearly often 1s the case, in real-life situations, that new
hypotheses are suggested by incoming data. 7That is to say, obser-
vations may have the effect not only of moditying the credibility
of existing hypothescs, but of suggesting new hypotheses as well.

Fourth, the fact that use ot Bayes rule presupposes a set of
mutually exclusive hypotheses has another implication. By defini-
tion, one and only one of these hypotheses can be true; all the
others must be false. The probabilities that are associated with
these hypotheses do not, of course, represent their truth values,
but, rather, the decision maker's opinion concerning their truth
or falsity. It was pointed out in the preceding paragraph that no
provision is made for the possibility that the hypothesis set does
not contain the true hypothesis. It is also the case that provision
is not made for the possibility that more than one of the hypo-
theses are true, or that one or more is partially true.

Fifth, application of Bayes rule is a recursive process:
time that a new observation is to be used to update a posterior
probability estimate, the posterior probability from the preceding

cach
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update is used as the prior probability for the current update.
Originally, however--before the first observation is made--the
prior probabilities must be estimated, and Bayes rule does not
help in this regard. Investigators are not entirely agrecd on how
these prior probabilities should be assigned--or on what they mean.
It is often pointed out that how prior probabilities are assigned
may make little difference (provided values very close to 0 or 1
are not used), because the effect of the initial values will be
largely nulled after several observations have been made. The
problem can be a significant one, however, when hypothesces must be
evaluated on the basis of relatively tew data. In such cases, the
initial prior probabilities can have a very strony cftfect on the
final posteriors, and thus the way in which they are assigned is
of considerable concern.

Sixth, the basic assumption that justifies a Baycesian approach
to hypothesis evaluation is the assumption that man is .ctter at
estimating p(D|H) than at cstimating p(H|D). We have notod in
preceding sections some experimental evidence that toends to support
this assumption. We have also noted some studics, however, that
have shown that this result is not always found. Morcover, thure
is a question concerning how far the evidence that does support
this assumption can be pushed. The only way that one can determine
how accurately a man can estimate p(D|H) is to observe his pertor-
mance in experimental situations in which p(D|H) is objectively
defined or can be determined empirically. But, typically, in real-
life situations of greatest interest, p(D|H) is not known, and
cannot be determined empirically~--which is why is must be
definaed or can be determined cmpirically--which is why it must be
estimated. The question arises then, if it i1is not known, how can
we be surc that one's estimate of it is accurate? And the answer
is that we cannot. !Now much contidence one should have in the con-
clusion that man is better at estimating p(D|H) than at estimating
p(|D) in real-world situations depends in large part on the extent
to which one is willing to assume that what is known about perfor-
mance in laboratory situations in which p(D|H) usually has a
straightforward relative-frequency interpretation is generalizable
to real-world situations in which it does not.

Seventh, Bayes rule does not provide the decision maker with
a criterion concerning when tc stop processing incoming data and
to make a decision. Inasmuch as data gathering can be costly in
terms <f both time and money, it is essential that any completely
adequate prescriptive model of decision making have an explicit
stopping rule to indicate when hypothesis evaluation should be ter-
minated and a decision made.
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We emphasize that these comments deal with limitations of
Bayes rule. One might arque that the observations are unnecessary,
on the grounds that proponents of Bayesian diagnosis have never
claimed that these limitations do not exist. It seems to us
important to make these limitutions explicit, however, because
they help to place the notion of Bayesian decision making in
perspective. The idea of obtaining estimates of p(D|H) or of
likelihood ratios from humans and using these estimates to update
posterior probability distributions in accordance with Bayes theorem
is undoubtedly a reasonable approach to evaluation in some situa-
tions. It is not always appropriate or practicable, however, as
some Bayesians have been careful to point out. Edwards (1967) de-
scribes the situations for which the approach is most appropriate
as those that have one or more of the following three characteris-~
tics: "the input information is fallible, or thc relction of input
information to output diagnostic categories is ambiguous or uncertain,

or the output is required to be in explicitly probabilistic form"
{(p. 71).
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SECTION IX
PREFERENCE SPECIFICATION

It is generally assumed that a decision maker is not indif-
ferent to which of the various possible decision outcomes occurs.
As we have already noted, in some formal representations of de-
cision situations, the decision maker's perferences with respect
to the possible outcomes are made explicit in a payoff matrix.

The contents of a cell of such a matrix is the worth to the de-
cision maker of the choice of a specific action-alternative, given
the truth of a specific hypothesis concerning the state of the
world. The entire matrix presumably represents the situation
fully: it identifies all the decision maker's action alternatives
as well as all the possible states of the world, and shows for each
alternative-state combination its worth to the decision makzr.

9.1 A Difficult and Peculiarly Human Task

The problem is how to determine these worths. There are two
observations to make in this regard. The first is that this task,
more than any other associatcd with decision making, is peculiarly
human. One would expect that many of the decision-related tasks
that now must be performed by humans will in time be performed by
computers. However, the specitication of preferences for decision
outcomes involves value judgments. To say that one decision out-
come is better than, worth more than, or preferred to, another is
to say that it represents a greater good within the context of the
decision maker's own value system. Such judgments must come, at
least indirectly, from man.

The second observation is that to specify one's preferences
objectively is not neccessarily an easy thing for an individual to
do. FEven when all of the action alternatives have been made ex-
plicit and the outcome ¢! each poszibility is known--that is, cven
when uncertainty is minimal --the decision task may still be a very
difficult one. This is particularly true when the worths of the
possible decision outcomes arce intangible or depend on many factors.
Consider, for example, the problem of choosing a house for purchase.
Even assuming that one confines his attention to a few houses that
he knows are available, and that he has all the information that
he wants about each one, he has the problem of somehow deriving
from many factors (purchase price, number of rooms, design, general
condition, extras--porch, garage, storage space, extra bath:s,
fireplace~--lot location and layout, distance from work, tax rate
in town, services und public facilities in town) a common figure
of merit in terms of which one housec can be judged to be more or
less preferred than another.

In military situations, the specification of preferences may

be especially difficult, It may often happen that none of the
possible decision outcomes is intrinsically desirable, and the
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decision maker may find himself faced with the necessity of attempt-
ing to choose the least undesirable one. The problem is aggravated
by the fact that the assignment of preferences may necessitate the
weighting of time, materiel, territory and human lives. One balks
at the idea of trying to specify the value of human lives and that
of a piece ot territory in terms of a common metric, but this is
what is done, at least implicitly, when a decision is made to at-
tempt to gain a territorial objective when it is known that the
endeavor is likely to result in the loss of a certain number of men.
Or, consider the private transportation system in the United States.
The builders, users and requlators of automobiles and highways have
implicitly expressed a preference for a system that provides certain
capabilities and conveniences at a cost of approximately 60,000
traffic fatalities per year. One suspects that the exercise of
making explicit how the various factors that contribute to human
preferences are traded off against each other in specific decision
situations would often be revealing to decision maker © themselves,
who sometimes may have little conscious appreciation, v "thout going
through such an exercise, of how such factors do combine to deter-
mine their own preferences.

Among the eight aspects of decision making in terms of which
this report is organized, preference specification is one of the
two (the other is hypothesis evaluation) that have received the
greatest amount of attention from philosophers and researchers
alike. 1In the case of decision making under certainty, the study
of preferences and the study of choice behavior amount to the same
thing. Presumably one chooses what one prefers--and vice versa--
if he can know for certain what the decision outcome will be.

9.2 Some Early Prescriptions for Choice

In order to make choices among alternatives that differ with
respect to several incommensurate variables, one must, at least
implicitly, derive from the several variables involved a single
figure of merit with respect to which the alternatives can be
compared. That is to say, one must be able to decide that in some
global sense Alternative A is preferred to Alternative B. How this
is generally done is not known; how it should be done is a matter
of some dispute., Undoubtedly, individual methods for dealing with
the problem range from highly intuitive impressionistic approaches
(I just consider all the factors and decid.: that I like this com-
bination better than that) to formal guant itative algorithms.

Benjamin Franklin was familiar with the problem, and his way
of dealing with it is at least of historical interest: "I cannot,
for want of sufficient premises, advise you what to determine, but
if you please I will tell you how... My way 1s to divide half a
sheet of paper by a line into two columns; writing over the one Pro,
and over the other Con. Then,durinag three or four days' considera-
tion, I put down under the different heads short hints of the
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different motives, that at ditfferent times occur to me for or
against the measure. When I have thus got them all together in
one view, I endeavor to estimate the respective weights...[to]
at length where the balance lies... And, though the weight of
reasons cannot be taken with the precision of algebraic quantities,
yet, when each is thus considered, separately and comparatively,
anl the whole matter lieg before me, I think I can judge better,
and am less liable to make a rash step; and in fact I have found

great advantage for this kind of equation, in what may he called
moral or prudential algebra."*

find

A more formal attempt to procedurize choice behavior was made
at about the same time by the British philosopher and social re-
former, Jeremy Bentham. Starting with the basic premise that
choices should be dictated by the extent to which their outcomes
augment or diminish the happiness of the party or partiecs whose
interest is in question (the "principle of utility"), DBrntham
attempted to define a quasi-guantitative procedure--a "hedonistic
calculus"--the use of which would assure that the choices that are
made would be consistent with this principle:

"To take an exact account then of the genecral tendency
of any act by which the interests of a community are atfectad
proceed as follows. Begin with any one person of those whose

interests seem most immediately to be affected by it, and
take an account:

(1) Of the value of cach distinguishable pleasurc
which appears to be produced by it in the first instance.

(2) Of the value of each pain which appears to be pro-
duced by it in the first instance.

(3) Of the value of each pleasure which appears to be
produced by it after the first. This constitutes the fecundity
of the first pleasure and the impurity of the first pain.

(4) Of the value of each Eﬁi" which appears to be jro-
duced by it after the first. This constitutes the fecundity
of the first pain, and the impurity of the first pleasure.

{(5) Sum up all the values of all the pleasures on the one
side, and those of all the pains on the other. The balance,
if it be on the side of pleasure, will give the good tendency

*This account of Franklian's approach to decision making was quoted
by Dawes and Corrigan (1974), who found it in a letter from Franklin
to his friend Joseph Priestly, dated September 19, 1772.
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of the act upon the whole, with respect to the interests of
that individual person; i! on the side ot pain, the bad
tendency of it upon the whole.

(6) Take an account of the number of persons whose
interests appear to be concerned, and repeat the above pro-
cess with respect to each. Sum up the numbers expressive
of the degrees of good tendency w%ich the act has, with re-
spect to each individual in regard to whom the tendency of
it is good upon the whole; do this again with respect to each
individual in regard to whom the tendency ot it is bad upon
the whole. Take the balance; which, if on the side of
pleasure, will give the gencral yood tendency of the act,
with respect to the total number or community of individuals
concerned; if on the side of pain, the gceneral evil tcndonqx,
with respect to the same community" (Bentham, 1939, p. 604).

The value of a pleasure or pain, Bentham assumed, would depend
on four factors:

" (1) Its intensity.
(2) Its duration.
(3) Its certainty or uncertainly.
(4) Its propinquity or rumoteness.

Bentham did not expect that the procedure he detined would beoe
"strictly pursucd previously to cvery moral judgment, or to cvery
legislative or judicial operation"; but he did contend that it
represented a model of how ]udqmuntb should be made, and a stan-
dard against which whatever proccdures arc used might be cevaluated.

Bentham's approach to —hoice behavior can be, and has been,
criticized on philosophical grounds. 'The principle of “the greatest
pleasure for the greatest number" is itself open to criticism,
because it appears to place no limits on the extent to which the
many can prosper at the expense ot the few, provided only that the
"bottom line" of the calculation of the net happiness is increased
in the process. For our purposces, the important point is the fact
that Bentham attemptoed to reduce the process of making choices to
a stepwise procedur .

9.3 Simple Models of Worth Composition

Although he used language that suggested that he beltieved
that worth could be guantified and his procedure formalized as
a sort of calculus for computing the worth of any given dcocision
outcome, Bentham did not himself express his notions in mathe-
matical form. IHis conceptualization of the choice process, how-
ever, 18 clearly suqgestive of a linear model which expresses the
worth of a decision alternative as a function of the sum of the
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values of the various components ot pleasure (or pain) that that
alternative represents, weightod by the number of people that
would be affected by the decision outcome. The choice would, of
course, be the alternative with the greatest calculated worth.

Implicit in Bentham's prescription is the assumption that
the total worth of a decision ocutcome 1s a monotonically increasing
tfunction of each of the factors which contribute to the worth,
that the monotone character of this relationship for any given
factor is independent of the values of the other factors. Yntema
and Toryerson (1961) have sugguested that there are probably many
practical choice situations in which this is a valid assumption.
For example, the worth of a vocational choice probably increases
monotanically with the attractiveness to the individual of the
work involved, whatever the status of the other factors to be con-
sidered. Yntema and Torgerson present some data that suggest
that when this is the case, the decision maker's choic. behavior
can often be matched, if not improved upon, by a selectiun algo-
rithm that takes account only of how worth relates to each of the
factors individually and ignores the ways in which the factors
interact. To develop such an algorithm it is necessary only to
determine how worth varies with the individual factors. Several
ways ot making this determination are suygested. An important
point for our purposes 1s that the relationships of interest may
be inferred from the behavior of the decision maker when contronted
with the task of choosing between pairs of hypothetical alternatives
selected to represent specitic (in particular,
tions of the relevant factors.

and

extreme) combina-

Dawes and Corrigan (1974) have recently taken an even stronger
position with respect to the practicality and the validity of simple
linear decision algorithms in a wide varicety of choice situations.
They have shown that it each of the factors contributing to the
worth of a decision vutcome has a conditionally monotone* relation-
ship to that worth, and the measurcment of these factors is subiject
to error, then not only are decisions that arce based on weighted
linear combinations of the factors likely to be better than those
made by human decision makers, but in some cases this is true even
if the weights arc equal or randomly chosen. Data from several
studies of judgmrntal and cholce behavior are reviewed in support
of this conclusion. Of the situations reviewed by Dawes and Cor-
rigan, the only ones in which a linear weighting algorithm did
more poorly than a human decision maker were those in which the

human's judgment was based on information not taken into account
by the algorithm.

*A conditionally monotone relationship is one that is monotone, or
can be made monotone by a scaling transformation.
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3.4 The Problem of Identifying Worth Components

The implication is that if one can identify the factors in
terms of which worth is determined, one frequently can improve
significantly upon human judgment by application of a simple linecar
model. The problem, according to this view, is not in the develop-
ment of arcane mathematical decision algorithms, or even in the
application of complex weighting functions to a linear combination
rule, but that of identifying the dimensions of the choice space
and of determining how these dimensions relate, individually, to
the worth of the possible decision outcomes.

The danger in this line of reasoning is that of assuming that
identification of the factors in terms of which judgments arc, or
should be, made is a trivial task. As we have already suggested,
such an assumption is almost certainly false (o1 many, if not most,
real-life decision situations. Most people can proba ly recall
choices that they have made which they realize in retrc-pect were
made without consideration of some factor that they woulu have
recognized as relevant and important if cnly they had thought to
think of it. An individual buys a house, for example, and realizes
too late that he failed to determine whether the cellar leaks.

Had the question occurred to him, he would have recognized it not
only as a relevant consideration but as one that would have figured
heavily in his assessment of the relative worths of candidate pur-
chases. A potentially important aid to a decision maker would be

a procedure that would facilitate the identification of the dimen-
sions of his choice space. Having determined the factors upon
which the relevant worths of possible choices depend, and how these
factors relate functionally to worth, a simple linear model of the
type espoused by ¥Y¥ntema and Torgerson migyht then be used to infer
the decision maker's behavior in a choice situation. The experi-
mental results reviewed by Dawes and Corrigan suggest that such a

model might even be used in place of the decision maker to effect
the choice.

9.5 Studies of Choice Behavior

In using the choices of a human as the standard against which
to compare the pertormance of a model, one is assuming that humans
behave in at least a consistent, if not an optimal, fashion. Only
recently has the assumption that decision makers are able to make
consistent choices among alternatives that differ on many dimen-
sions without recourse to formal analytical procedures been tested.

Slovic and Lichtenstein (1971) have reviewed several approaches
that have becen taken to the problem of describing how people do in
fact make such choices. They divide these approaches into two
major categories: those that make use of correlational or regres-
sion analysis or the closely related analysis of variance, and those
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that make use of Bayes theorem. Among the nonBayesian approaches
that are reviewed are the correlation model of Hoffman (1960; 1968),
the lens model of Brunswik (1952, 1956), the integration theory of
Anderson (1968, 1969), and the theory of conjoint measurement of
Luce and Tukey (1964) and Krantz and Tversky (1971). The objective
in all of this work is to discover and describe how a human " judge"
combines information concerning different attributes of a choice
alternative to arrive at a judgment of its overall desirability

relative to the other alternatives among which a choice is to he
made.

The results of many o~ the studies reviewecd by Slovie and
Lichtenstein (1971) suggest that, although people can make "wholistic
evaluations" (l"ischer, 1972), they tend to f(ocus their considera-
tions or. less than the full set of dimensions,

and, as a consc-
quence,

frequently ignore potentially important information. Also,
therc appears to be a degree of random error in the covo'luation
process which increases as the decision maker attempts teo
increasing numbers of relevant attributes (Hayes, 1964;
Huntington, & Petersen, 1969; Rigney & Debow, 1966).

. consider
Kanarick,

On the basis of results obtained in his study of Jjob-sccking
behavior, Soelberqg (1967) challenged the idca that people gencrally
do make choices in accordance with worth-calculation models in
real-world situations. 1In his words, "The decision maker believes
a4 priori that he will makc his decision by weighting all releviant
factors with respect to each alternative, and then ‘add up num-—
bers' in order t- identify the best one.- In fact, he does not
generally do thi.., and if he does, it is done atter he has made
an 'implicit' selection among alternatives" (p. 28}. Soclberq
draws a number of other conclusions from his study which, in the
aggregate, seem to suggest that much of the effort that qoes into
decision making is calculated to rationalize--rather than arrive
at--a choice. Tt's as though the decision maker were in cahoots
with himself to decceive himself into perceiving his choices as
well-founded when in fact the rceal bhasis for them may be unknown.

9.6

Procedures for Specifying Worth

Obviously people can--people do--make choices among mul ti-
dimensional stimuli; the results mentioned above suqggest, howcver,
that our ability to handle many dimensions simultaneously in a
consistent and reliable way without the aid of a formal procedure
is somewhat limited. Given that the problem ¢ ms to be one of
exceeding man's ability to process infeoermation, it is not sur-
prising that some of the solutions that have been proposed take
the form of ways of restructuring unmanageable problems so as to
make them into problems of simpler proportions. Such procedures
are sometimes referred to as decomposition procedures becausc
they divide the task into subtasks that presumably arc within the
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decision maker's information-processing capabilities. The solutions
to the subtasks are then used as a basis for inducing a solution to
the original problem.

These procedures typically involve a number of steps (e.q.,
Fischer, 1972) such as specifying the alternatives to be compared,
specifying the dimensions or factors with respect to which the
alternatives are to be compared, assessing the worth of each alter-
native with respect tc each dimension, and combining the results of
the dimension-by-dimension assessments into some overall indicant
of worth for each alternative. The first of these steps has not
been a focus of attention in studies of preference specification;
the alternatives usually are provided. 1In the real world, identi-
fying these alternatives can be a nontrivial problem, but it is
perhaps better thought of as a problem of information gathering
than one of specifying preferences. The second step (1so has not
received much research attention.

A great deal of attention has been jiven to the third of the
steps mentioned by Fischer (e.g., Beck McClintock, 1967; Coombs,
1967; Fischer & Peterson, 1972; Fishburn, .v67; Hammond, 1967; luber,
Sahney, & Ford, 1969; Luce & Tukey, 1964; MacCrimmon, 1968; Miller,
Keplan, & Edwards, 1967; Raiffa, 1968). Numerous techniques have
been proposed and studied for assessing the worths of alternatives
with respect to individual dimensions or factors. These techniques
range from simple, qualitative pair-comparison procedures that
yield ordinally scaled preferences to relativelv complex methods
for deriving ratio scales for interdependent factors.

MacCrimmon (1968) has reviewed several prescriptive techniques
for choosing among alternatives that differ with respect to multiple
factors. The techniques that he considers are discussed under the
following rubrics: (1) dominance, (2) satisficing, (3) maximin, (4)
maximax, (5) lexicography, (6) additive weighting, (7) eflectiveness
index, (8) utilit+y theory, (9} tradeoffs, and (10) nonmetric scaling.
In each case, he describes the necessary assumptions and infcrmation
requirements, and presents a formal mathematical representation of
the optimal (or best) choice defined by the technigque. Considera-
tion is also given to the possibility of uging scveral methods in
combination on a given choice problem, as suggested earlier by
Pinkel (1967).

A more recent review of worth-assessment techniques has been
prepared by Kneppreth, Gustafson, Leifer, and Johnson (1974). In
this review, methods are classified in terms of five properties:

(1) whether probabilities ure used, (2) what kind of judgment is
required (e.y., simple preference, numerical assignment), (3) num-
ber of factors involved i a single judgment, ‘4) whether appropr e
for continucus or discrete factors, and (5) nature ot output pro-
duced (c¢.y., ranking of worth, quantitative indicant of worth).
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Especially helpful features of this review are cxplicit discussions
of what the authors see as the primary advantages and disadvantaqges
associated with each of the methods described, and the provision of
references for the theorctical bases of these techniques. 0f par-
ticular relevance to this report is the stress that Kneppreth, et al.
put on the need for training before some of these techniques can be
used effectively.

The fourth step mentioned by Fischer--that of combining the
results of factor-by-factor assessments into overall worth esti-
mates--has proven not to be a difficult one in many practical situa-
tions because of the fact that a simple linear combination rule
seeme to work remarkably well in so many cases (see Section 9.3).

Prescriptive techniques for preference specification, or worth
assessment, are of considerable interest because of the potential
that they represent for procedurizing--and thereby, hope tully,
simplifying--the solutions for complex choice problems. . less
tangible but perhaps no less important benefit that can result from
attempts to apply such prescriptive techniques in real-world situa-
tions stems from the fact that these procedures rorce the decision
maker to be explicit concerning his own value system as it relates
to the problem at hand. This fact has obvious ramifications vis-a-
vis the problem of evaluating the performance of decision makers
who make choices that affect the lives of others; one clearly wants
to know, in such cases, not only what the choices are, but the
bases on which they are made. Being forced to be explicit concern-
ing the factors thuat determine his choice and the relative importance
that hc attaches to each of them may be as revealing to the de-
cision maker himself as to an independent observer.

9.7 Preferences among Gambles

So far, we have considered ohly the problem of specifying
preferences among stimuli that diffe- perhaps in many, but in known,
ways. In this case the decision makc: knows what the effect of any
choice that he may make will be. Another type of preference speci-
fication that has been studied involves preferences among gambles,
or between gambies and "sure things," The general procedure in
such studies is to present the decision maker with a choice, either
between two wagers, or, more typically, between a wager and a sure
thing, and then to adjust either the possible outcomes of the
wager (s) or the probabilities of these outcomes until tl.e decision
maker is indifferent to the alternatives from which he must choose.
By .epeating this process a number of times with different wagers,
one can generate the kind of data from which worth functions can
be inferred.
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Typically, the wagers that have been used in these studics
are such that one of the possible outcomes is more desirable than
the other, and th: probability of the less desirable outcome is
unity minus the probability of the more desirable one. Slovic,
(1967, 1969), however, has studied preference behavior in so-called
duplex gambles in which the probabilitic: of "winning" or "losing"
can be varied independently of respective payoffs. 1In thi: situa-
tion, the decision maker can win and not lose, losc and nol win,
win and lose, or neither win nor lose. As Slovic points out, "It
can be argued that this type of gamble is as faithful an abstrac-
tion of real-life decision situations 1s its morce commonly studied
counterpart in which the probability of losing is cqual to unity
minus the probability of winning (p; = 1-P). For example, the
choice of a particular job might of%er somg probability (py) of a
promotion and some probability (p,) of a transfer to an undcesirable
location, and it is possible that“one of these event . both of
them, or neither of them, will occur" (p.223).

In the first of Slovic's studies, two different methods of
indicating the attractivenesg/unattractiveness of a wager were
explored. One method required the subjects to rate strength of
preference directly on a scale ranging from +5 (strong preference
for playing) to -5 (strong preference for not playing). The second
reguired the subject toequate the attractiveness of this gamble
with an amount of money such that he would be indifferent to play-
ing the gamble or receiving the stated amount. One third otf the
subjects assigned to the second method werce required to state the
largest amount they would be willing to pay the experimenter in
order to play each bet, and, for an undesirable bet, the smallest
amount the experimenter would have to pay them before they would
play it. Another third of the subjects were given ownership of a
ticket for each gamble and required to state the lcast amount of
money for which they would scll the ticket. The subjects in the
final third were required to state a fair price for a given gamble
in the absence of information as to whether they or the experimenter
owned the right to play it.

Slovic demonstrated that subjects did not weight the risk
dimensions in the same way wnen bidding as when rating. Variation
in the ratings was influenced primarily by variation in probability
of winning (p,,), while variation in bidding was influenced primarily
by variation ¥n probability of losing (p_}. Also, payoff dimen-
sions--dollars won ($W) and dollars lost ($L) produced more effect
on bids thun on ratings, while probability dimensions produced
more effect on ratings than on bids. Finally, it was found that
when a person in the bidding group considered a bet to be attractive,
his judgment of its degree of attractiveness was determined pri-
marily by the amount ($w); when he disliked a bet, the primarvy
determinant of the degree of (dislike was (S$L.). This finding has
particularly important methodological implications, because, as
Slovic points out, no exisiing prescriptive theory of decision
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L making would consider that response mode should be a determinant of
\ the way in which decision makers utilize probabilities and payoffs
T b . 1 . 0 v 0
| in making decisions under risk, and he arques that bechavior in such
|
|

circumstances may be strongly influenced by information-processing
considerations,

9.8 Preference Specification and Training

On first thought, preference specification~-among all the
tasks associated with decision making--might appear to pose the
least challenge for training research. One might assume
that if there is an aspect of decision making that comes

B naturally, it should be that of saying what one's preferences are.
Things clearly are not that simple, however, and the evidence is
abundant that people do not always know what their preferences are,

or at least how to specify them in an unambiquous and ~onsistent
way.

The research reviewed in this report suggests at least four
problems that relate to training and preference specification,
First is the question of how to train people to make judgments of
subjective probability that are independent of the worths of pos-
sible decision outcomes, as the use of subjective expected utility ‘
\ models requires (see Section 2.2). A second and closely related
question 1s that of how to train people to make worth judgments
\ that are invariant across different measuring technigques.

The developiient of decomposition methods has been motivated
by an interest in simplifying the process of making preferences,
\ and their bases, explicit. As Kneppreth, Gustafson, Leifer, and
; Johnson (1974) have pointed out,

however, some of these procedures,
o particularly those that yield the most quantitative results, are
’ workable only with relatively sophisticated users. A third challenge
' \ for training research, therefore,

is to develop methods for pro-
viding the necessary training in cost-etfective ways.

A fourth problem relates to two aspects of decision making,
preference specification and information gathering. In laboratory
studies of choice, the dimensions in terms of which preferences
are to he specified typically are given. In real-world situations,
however, the dimensions of choice arc cften determined by the
: decision maker himself; in other words, the factors that are con-

‘ i sidered in attempting to assess the relative merits of the choice

{ alternatives are those that the decision maker happens to think

( about. Su. prisingly little attention has been given hy researchers
to the guestion of how capable people are at cnumerating on demand
the {actors that they would consider important in any particular
choice situation. It is not even clear whether, when provided with ~
a list of such factors, one can say with confidence whether the :
list is complete. Much more research is needed, both to deteri.ine

T
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o

human limitations and performance characteristics in this regard,
and to explore how training might improve one's ability to make
one's worth space explicit vis-a-vis specific choice problems.
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SECTION X
ACTION SELECTION

Selection, or choice, is often thought of as representing the
essence of decision making. And obviously, if onc has no options,
then he has no decisions to makce. Paradoxically, however, the act
of choosing per sc 1s the least intcresting of the aspects of
decision making that are considerced in this report. This is be-
cause of the fact that when the other aspects have been realized--
when information has been obtained, the decision space structured,
hypotheses generated and evaluated, and preferences stated--the
choice may, in effect, have been determined. This 1is, of course,
as it should be. One's goal in all of these activities is to remove,
insofar as possible, doubt about what the choice should be.

In spite of his best efforts to reduce uncertainty to a minimum,
and thereby to discover what his deeision ought to be, "owever, the
decision maker may, on occasion, fcel very much "left to his own
devices" when forced to make a choice. Lllsberg (19061) rather
graphically described the sense of frustration that onc can feecl
when he faces his moment of truth and is not entirely convinced of
the adequacy of the basis on which the cholce will have to be made.
“{This) judgment ol t(lie ambiqguity of onec's intormation of the over-
all credibility of one's composite estimates, of one's contidence
in them, cannot be expressed in terms of relative likelihoods or
events (if it could, it would simply affect the tinal, compound
probabilities). Any scrap of evidence bearing on relative likeli-
hood should already be represented in those estimates.  But having
exploited knowledge, guess, rumor, assumption, advice, to arrive
at a final judyment that one evant is more likely than another or
that they arce equally likely, one can still stand back from this
process and ask: 'How much, in the end, is all this worth? How
much do T really know about the problem? How firm a basis f{or
choice, for appropriate decision and action, do I have?' The
answer, 'I don't know very much, and I can't rely on that,' may
sound rather familiar, cven in connection with markedly unecdual
estimates of relative likelihood., TIf ‘complete ignorance' is rare
or non-existent, 'considerable' ignorance is surely not" (pp. 20,21).%*

Most of the decision situations that we have considered in
this report involve the problem of choosing one from among

pER G 8 )it

scveral

*This statement is contained within a larger discussion of circum-
stances in which it may be "sensible" to act in conflict with the
prescription of the Savage (1954) axioms (see Section 2.2). The
reader is referred to the full discussion for an interesting anal-
ysis of the problem of ambiguity in choice behavior.
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courses of action. It is important to note, however, that people
sometimes find themselves faced with the task of deciding not what
to do, but when to do it. The required action may be dictated

by circumstances, or predetermined in one way or another, but

the individual is left with the job of deciding on the best time
to act. This type of decision problem is nicely illustrated by
the following situation.

Consider a pistol duel in which the duelists are instructed
to turn to face each other on signal and to fire one shot at will.
Suppose that once the men have faced each other, each may walk
toward the other, reducing the distance between them if he wishes.
We may assume that the accuracy of each duelist improves, although
not necessarily at the same rate, az the distance b~ntwnren them
decreases. Clearly, cach man faces a dilemma: every second that
he delays firing in order to decrease the distance between him and
his opponent and to increase his chances of an accur. te shot, he
also increases the chances of success for his opponent; on the
other hand, if he fires too soon, he risks missing, in which case
his opponent is free to advance on him until his shot will be cer-
tain to find its mark.

This type of situation is representative of what Sidorsky,
Houseman, and Ferguson (1964) have characterized as "implementation-
type decision tasks." 1In Sidorsky's experiments the duelists were
simulated navy tactical units, but the problem was essentially the
same as that of the individual antagonists. The decision maker
had to Jdecide when to fire a missile, knowing that both the proba-
bility of hitting his opponent and the probability of being hit by
him were increasing (but at different rates) in time.

A particularly interesting result from thi: work is the find-
ing that subjects performed le¢ss appropria ely when operating at
a (disadvantage than when operating at an advaniage, One cf the
conclusions that Sidorsky and his colleaques drew from the results
of a secries of studies (Sidorsky & Houseman, 1966; Sidorsky, House-
man, & Ferguson, 1964; Sidorsky & Simoneau, 1970) was that "the
inability to analyze and respond appropriately in disadvantageous
situations is a major cause of poor performance in tactical de-
cision making" (Sidorsky & Simoneau, 1970, p. 57). If this obser-
vation is generally valid, its implications far tactical decision
making are clearly very significant. The implications for training
are also apparent, namely, the nced for extensive decision-making
experience in disc lvantageous situations.

159
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SECTTION X1
DECTISION BVALUATION

The problem ol evaluating the performance of decision mokers
is a difficult onc and it is critically important Lo the task of
training. Without an evaluation scheme, theroe is no way of as-
certaining whether training has resulted in an improvemont. in
decision-making pertormance.  'Training assessment 1s not the only
reason for an intcrest in cvaluation of decision-making performance,
however. Anyone who finds himscelf in a pesition of having to pass
judgment on the performance of a decision maker is in need ot a
set of criteria in terms of which that judgment can be made. More-
over, a decision maker himself might wish to evaluate a particular
decision that he has made in toerms of a set of objective criteria.

Unfortunately, a complcetely satisfactory set ol objcetive
criteria against which performance can be compared has not been
developed. As Kanarick (1969) has pointed out, "unlike oiher
behaviors, there is no standard dependent variable, such s time~
on-target, trials to criterion, or percent correct." One can, of
course, choosc for study in thoe laboratory only tasks tor which
performance can be objectively evaluated (¢.q., probability esti-
mation for frequentistic cvents); however, one runs the risk of
thereby exciuding from study a largce purcentage of the problems ot
interest. Certainly, in most real-life decision situations in
which the objectives arce complex, the stakes are real, and the
information is incomplete, evaluation is an extremely difticult
task. ’

Tt [ uctiyuncu:; VOT SUs I__J_Q'J_ic;: 1 Hcm_mlnus:;

0 central importance to a discussion of evaluation of de-
Ccision making ds the distinction bhetween etfectiveness and Jogical
gsoundnoss.,  Failure to make this distinetion sharply--somel imoes
to make it oat all--has rvesultod in much confusion in the litera-
ture, Eilcctivencess and logical soundness arce quite ditterent
things., oOne might be willing to assume that loqgically sound doe-
cisions will, on the average, tend to be moroe effective than
decisions that arce not logically sound. However, the assumption
that the correspondence will necessarily hold in any particular
instance is manifestly not valid.

A decision is effective to the extent that the result to
which it leads is one which the decision maker desires. Lffective-
ness usually is easily determined after the fact. The logical
soundness o! a decision dcpends on the extent to which the de-
cision maker's choice of action is consistent with the information
available to him at the time the decision was made, and witli the
decision maker's own preferences and goals. That these are quite
d. ferent factors is clear from a simple example. Suppose that
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one is given the option of betting $5 against $20 that the next
roll of a fair die will come up 6, or betting $10 against $12 that
| the up face on the next roll will have an odd number of dats. 1If

3 i he elects to make the first bet and the roll produces a 6, we would
l | say that the decision was an effective one. However, whether it

could be considered a logically sound one would depend on what the

decision maker's ubjectives were. If his intent was to maximize

his potential gain, or to minimize his potential loss, the decision

was sound. If his intent was to maximize his expected gain, it
was not.

Decision-making behavior should be evaluated in terms of its

logical defensibility and not in terms of its effectiveness,

inas-
much as effective

|
ass is found to be determined in part by factors

beyond a decision maker's control, and usually beyond his knowledge
as well.* It often appears not to work this way in practice, how-
ever. Evaluation of decisions in terms of their outc. mes seems
to be the rule, for example, in the world of finance an' business.

. Investment counselors are hired and fired on the basis ot the con-

} sequences of their portfolio recommendations, and corporate manage-
ments are frequently juggled as a result of unsatisfactory profit

t and loss statements. Although the cliché "it's the results that
count" has particularly strong intuitive appeal in this context,
decision outcome is no more justified as the basis for evaluation
of decision making in the financial world than in any other. As
Krolak (1971) asserts in a discussion of portfolio management
evaluation: "The real question to be answered is how well did [1]
do w’ the information, capital, strategy and ability to assume

risk compared with others who might possess the same resources?"

(p. 235).
| . That decision-making performance in military-training situations
| is not always evaluated in terms of its logicality, has been noted
| by Hammell and Mara (1970). 1In discussing some of the mission

|

\ *Commenting on Fuchida and Okumiya's account of the WWII Battle of
\ Midway, Admiral Spruance (1955) made the following interesting

( observation: "In reading the account of what happened on 4 June,

| I am more than ever impressed with the part that good or bad for-

[ tune sometimes plays in tactical engagements. The authors give us
‘~
\
E

credit, where no credit is due, for being able to choose the exact
time for our attack on the Japanese carriers when they were at a
great disadvantage--flight decks full of aircraft fueled, armed

and ready to go. All that I can claim credit for, myself, is a

very keen scnse of the urgent need for surprise and a strong

desire to hit the enemy carriers with our full strength as early
as we could reach them."
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training that is carried out in ASW tactical truining proqrams,

they point out that performance cvaluation is based, in many in-
stances, on the simple c¢ffectivencss indicator of whether or not
the team scores a hit. If it does, performance is judged to Le
acceptable. Commenting on specific training exercises that they
observed they note: "If a hit was made, regardless of circumstancces,
each team member's performance was usually considerced good... In
some instances a hit was scored because the target would make a
predetermined maneuver into the path of a torpedo which had been
obviously fired in a wrong direction" (p. 9).

It is probably safe to assume that most people in decision-
making positions arc more likely to be réwcrded, or censured, as
the case may be, on the basis of the effectiveness of their de-~
cisions than on that of their logical quality. This is due in
part perhaps to the fact that society is far more interssted in
the results produced by its decision makers than in the reasons
for which decisions were made. Tt is undoubtedly also truce, however,
that it is easier to determine the outcome of 4 decision than to
determine whether the decision was logically justified at the time
that it was taken. One wonders how many heroes have bucen made,
in spite of, but because of, very poor decisions which have had
happy outcomes, and, conversely, how many "bumblers" owe their
reputations not to the illogicality of c¢ritical decisions they
have made, but to fortuitous turns of events that have blessed
sound choices with disastrous results.

not

We may note in passing that cven if one wishes to evaluate a
decision in terms of its eftfcectiveness, rather than its logical
soundness, the task may be less than straightforward. Miller and
Starr (1969) make the point that decision objectives are not always
singular. often, one is attempting to realize sceveral objecctives
simultancously, and seldom is it possible to optimize with respoct:
to all objectives at the same time. 1t is difficult in such cases
to cvaluate a decision outcome unless its implications with respect
to all the objectives can be combined into a single figure of merit.

One attempt to develop a procedure for combining performance
scores on various decision-effectiveness criteria into a single
figure cf merit was made by Sidorsky (1972), and Sidorsky and his
colleagues (1968, 1970). A set of operational criteria that were
intended to be used to evaluate the decision performance of a
military tactical unit was identified as follows: spatial rela-
tionships (the spatial interface between own and enemy tactical
units), self-concealment (the degree of success in keeping the
encemy uninformed concerning own unit), information generation
(the degree of success in keeping informed concerning enemy
unit), weapon utilization (destroy or counterattack capability),
and conservation of resources (adequacy of supplied). Such
criteria have been used by Sidorsky to rate the quality of
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decisions made during experimental tactical excercises. A
Decision Response Evaluation Matrix was developed which, when
used in conjunction with an algorithm for combining scores with
respect to all five operational criteria, permitted the quality
of a decision to be expressed as a single measure.

ll.2 Evaiuation Criteria

Granted that logical soundness is the appropriate basis on
which to evaluate decisions, the problem then is to translate
that principle into a set of objective criteria against which
decision-making performance can be judged. In view of the hugce
literature on decision making, surprisingly little attention
has been given to this problem.

Sidorsky and his colleagues (1964, 1966, 1963, 1970) and
Harmell and Mara (1970) have suggested five behavioral factors in
terms of which an individual decision-maker's performance might j
be judged: stereotopy (the tendency of a decision maker to respond
in an unnecessarily predictable way), perservation (the tendency
to persist when persistence is unwarranted), timeliness (the
extent to which the decision-maker's behavicr is reasonable in
terms of the time constraints imposed by the situation),
completeness (the extent to which all available relevant informa-
tion is used), and scries consistency (the consistency of the
decision-maker's behavior within the context of a series of
interrelated actions). The first two tactors are liabilities
tfor a decision maker; the last three are assets. 1n contrast
with the operational criteria mentioned in the preceding section,
these behavioral criteria are more concerned with the logicality
of a decision than with its effectiveness.

The conceptualization of the decision-making process that has
provided the structure of this report suggests a number of dimensions
with respect to which the quality ot a decision-making activity
might be evaluated: the adequacy of the information-gathering
process; the scensitivity of data evaluation; the appropriatceness
of the structurc that is gliven to a decision problem; the facility
with which plausible hypotheses are gencrated; the optimality of
hypothesis cvaluation; the sufficiency with which prefercnces are
specified; the completeness of the set of decision alternatives j
that is considered; the timeliness of action selection and its |
consistency with the decision maker's preferences, objectives, and ‘
information in hand. The development of technigues for assessing
these aspects of decision making quantitatively and unambigquously '
represents a challenge to investigators of decision-making behavior.

11.3 A Methodeological Problem

It is worth noting that to determine after a decision has been
made wh.-ther its basis was logically sound may be a very ditficult
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task. People usually can give plausible reasons for choices they
have made. One may be permitted a certain amount of skepticism,
however, cuncerning whether rcasons that are qiven after the fact
are the reasons that prevailed at the time of the making of the
choice (Soelberg (1967). This is not to suyc st that people ncces-
sarily misrepresent the bases for their decisions intenticnally.

It seems not unlikely, however, that we frequently convince our-
selves, without being conscious of doing so, that chcices have

been determined by certain rational considerations, when in fact
those considerations were discovered or invented only after the
choice was made. One might argue that even though the alleged
basis of a decision may not have been verbalized, or even consciously
appreciated by the decision maker, it could still have been opera-
tive at a subconsciocus level] at decision time. But thirc is a
difficult, if not impessible, point to confirm or invalidate ex-
perimentally, and for that reascn it is not a very useful hypothesis.
Pascal (1910) expressed his skepticism concerning the credibility
of alter~the-fact introspective explanations of behavior uvver three
hundred years ago: "M. de Roannex said: 'Reasons come to me after-
wards, but at first a thing pleases or shocks me without my know-
ing the reason, and yvet it shocks me for the reason which I only
discover afterwards.' But I believe, not that it shocked him for
the reasons which were found afterwards, but that these reasons
were only found because it shocks him" (p. 98).
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SECTION XII
SOME FURTHER COMMENTS ON TRAINING OF DECISION MAKERS

Throughout this report we have commented on how the theoret-
ical notions and research findings that have been reviewed relate
to issues of training and training research. These comments have
been made within the contexts of the discussions to which they
pertain. It is not our purpose in this section to review or sum-
marize these comments, but rather to turn to some training-related
topics that have not been addresscd elsewhere in the report.

12,1 Performance Deficiencies versus Performance Limitations

Some investigators (Hammall & Mara, 1970) have advocated
the approach of identifying "behavioral deficiencies" and
developing training programs that are designed to amdliorate
them. Similarly, Kanarick (1969) has suggested that o: ' component
of a training program for decision makers should be that of making

them aware of some of the common reasons for the making of poor
decisions.

The term "deficiencies" has been used in two ways in the
literature: to refer to stercotyped ways of bhehaving suboptimally,
and to reter to basic human limitations. In what follows, we will
refer to the second type of "deficiencies" as limitations, and
use the word deficiency only to denote suboptimal but presumably
correctable behaviors. An example of a behavioral deficiency
would be the tendency of humans to be overly conservative in their
application of probabilistic information to the evaluation of hy-
potheses. A possible example of a limitation would be the in-
ability of most people to weigh more than some small number of

factors, without some procedural help, in arriving at a preference
amonq choice alternatives.

The distinction between deficiencies and limitations has
important implications for training. Deficiencies wmay be "trained
out"; basic limitations must be "trained around.”

The first problem in dealing with either a putative deficiency
or a limitation, however, is to verify that it indeed exists. It
is obviously imperative, when a deficiency or limitation is iden-
tified by a single experimental study, that the finding be cor-
roborated by further research. More important, however, and more
difficult, is the problem of cstablishing that the conclusions
drawn from experimental studies arc valid beyond the laboratory
environments in which the results were obtained. It is exceed-
ingly difficult to capture some of the aspects of many real-world

decision problems (e.g., very high stakes)

in laboratory situa-
tions.

And what may constitute appropriate behavior in the one
situation may prove to be inappropriate in the other.
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Assuming, however, that one is able to identify some examples
of deficient behavior that appear to be fairly universal among
decision makers, the question i1s how to go about training them out.
One obvious possibility is to expose trainces to decision-making
situations in which a given deficiency is 1ikely to show itself
if it is ever going to do so, and then provide the individual with
some immediate feedback concerning the appropriatencss of his boe-
havior. One would probabhly want to provide numerous opportunities
for the same deficiency to show itscelf in a variety of contexts,
providing feedback to the trainecce each time that the deficicucy is
displayed. Probably, too, feedback should be provided for some
time after performance has improved to the point that the deficiency
is no longer apparent.

when dealing with basic human limitations, the goal should be
to educate the decision maker concerning what those lim'iations
arc and to providc him with the means for working around them.
For example, if it is the casc that without the help of some ex-
plicit procedure, a decision maker cannot effectively weigh wore
than n variables in attempting to optimize his choice of an action
alternative, it may be futile to try to train him to make eftoective
usce of more variables; however, it that is the casc, he should be
made aware of his limitation and be trained to perform within it.

Another approach to dealing with deficiencies and limitations--
in addition to training--is that ot providing the decision maker
with aids to facilitate various aspects of the decision process.

The goals of training and of decision aiding are not viewed by the
writers as mutually cxclusive, but rather as complementary, ap-
proaches to the improvement of decision making. Moreover, the
fact that decision aids are being developed has implications for
training, a point to which we will return in Section XUT1.

12.2 Simulation as an Appygggﬁ/tg»Tyg}nigﬂ

A common approach to the problem of training decision wmakers
is that of simulation (Bellman, Clark, Malcolm, Craft, &
Ricciardi, 1957; Cohen & Rehman, 1961). 7The idea is to placc
the decision maker in contrived situations that are similar
in certain critical i1vspects with the decision-making situations
that they are likely to encounter in the real world. The approach
has been used in efforts to train business executives (Martin,
1959), prospective high-school principals (Alexander, 1967),
research and development project managers (Dillman & Cook, 1969),
military strategists and tacticians (Carr, Pyrwes, Bursky, Linzen,
& Hull, 1970; Paxson, 1963), high-school history and science
teachers (Abt, 1970), vocational-education leaders (Rice & Meckley,
1970), and govermment planners (Abt, 1970).

.lf)‘r
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Mos.: business colleges and graduate schools today make some
use of simulation and gaming techniques tc¢ teach management and
decision-making skills. Also, as a result of early efforts by the
American Management Association to develop a decision-making
course, corporations such as General Electric, Pillsbury, Westing-
house, and Standard 0il of New Jersey have devised in-house training
programs that make use of simulation techniques. '

™

Two different for as of management-training games are discussed
by Cohen anéd Rhenman (1961) in their survey of the present and fu-
ture roles of such games in education and research. The first
form--the "general-management" game--attempts to provide experience
in the making of business decisions at a top-executive level, while
the recond form--the "functional" business game--focuses on specific
decision situations within a limited functional level of the organ-
ization. Because of the complexity of interactions among organi-
z-ional entities and the multidimersionality of the wuocision envi-
ronment simulated in the general-management games, the possibility
of defining and utilizing optimal strategies has not yet been
demonstrated. The functional game situations, on the other hand,
which arc typically lower in complexity, allow for the specification
and applicetion of optimal or "best" strategies.

A varir v of views have been expressed roncerning the strengths
and weakaessos of simulation as an approach to training. Kibbee
(1959) suggests the following advantages:

“1l) It (simulation) can provide a dynamic opportunity for
learning such management skills as organization, planning,
control, appraisal, and communication.

2) Simulation can pruvide an execcutive with an appreciation
of overall company operations and the interaction between man,
money and materials. It helps make a generelist out of a
specialist who has never had the opportunity of reviewing his
decisions as they affect the organization as a whole.

3) Simulcation can provide excecutives with practice, insight
and improvement of their main function: making decisions.
Faced with realistic decisicns about typical busincss problems,
they can experience years of business activity in a matter of
hours, in an environment similar to that they face in everyday
life.

4) Simulation can exhibit what Dr. Forrester of M.I.T. calls
the 'dynamic, ever-changing forces which shape the destiny of

4 company.' The general business principles that are illus-
trated can be studied and understood by the participants"
(p. 8).
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Similar themes arc expressed by Abt (1970) concerning the efficacy
of management games:

"Games are effective teaching and training devices for stu-
dents of all ages and in many situvations because they are
highly motivating, and becausc they communicate very effi-
ciently the concepts and facts of many subjects. They create
dramatic represcuntatives of the real problem being studied.
The plavers assume vrealistic roles, face problems, formulate
strategies, make decisions, and get fast feedback on the
consequences of their action.

In short, serious games offcr us a rich field for a risk-free,
active exploration of serious intellectual and social problems"
(p. 13).

Simulation, as a general approach to training of decision
makers is not without its critics, however. Martin (1959), who
generally endorses the approach, volunteers several caveats. He
points out, for example, that many of thc qualitative dimensions
of a situation, such as personncl quality and morale in an organi-
zation being modelled, are difficult to reflect in a yame. Further,
in order to make a game administratively munageable, it may be
necessary to limit the degrees of frecedom one has with respect to
innovation, which is an unfortunatc constraint., 1"inally, he points
out that it is not always clear cxactly what students are learning
in a simulation situation. "7Therce is no doubt that the simulation
technique is a powerful teaching device, and therefore is poten-
tially dangerous unless we are relatively sure of what is being
taught ."

One wonders, in connection with the last point, if definition
of what should be taught and learncd can really he expoected prior
to development of an adequate prescriptive theoiry of management
decision making. Moreover, it seems clear that so long as decisions
are evaluated in terms of ceffectiveness rather than in terms of
logyical soundness, the answer to the question of whether any train-
ing program is teaching individuals to make optimal decisions will
remain a matter of conjecture. Apropos the point of how to insure
that simulations have some rcalism, Vreedy, May, Weisbrod, and
wWeltman (1974) have proposed a technique for generating decision-
task scenarios that utilize expert judgments concerning state
variables and transformations in much the same way that a Bayesian
aggreqator would mak~ use of expert judgmenis o! conditional pro-
babilitics.

We tould summarize our own a- titude toward simulation training
in the following way. The approach has many advantages. The stu-
dort can be exposed to a variety of decision situations. Situa--
ti n paramcters can o ovariced systematic. 11y, thus permitting the
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study of their effects on decisivn-making vcorformance. 'The conse-
quences of incorrect decisions arc not catastrophic, as they could
be in some real-life situations of interest. The student's per-
formance can be evaluated and immediate feedback can be provided
to him, thus, presumably, improving his chances of learning.

On the negative side of the ledger, there is first the diffi-
culty of the task of deciding what aspects of a situation to simulate.
Any simulation is a simplification, and if one wishes to assure
transfer of what is learned in the simulated situation to real-life
situations, it is imperative that the simulation preserve those
aspects of the real-life situation that are relevant to the skill
that is heing trained. Moreover, the difficulty of assuring the
veridicality of a simulation is likely to increase greatly with
the complexity of the situation that is being simulated. Second,
there is the problem of generality. Situations are specific. One
wants the stulent to carry away from training sessicns 3kills which
will be applicable in a varic¢ y of contexts. Simulation itsclf
does not guarantee that that will occur. In faclL, one might guess
that there would be the danger of focusing on specific aspects of
particular situations which could have a tendency to impair the
learning of general principles.

12.3 On the Idea of a General-Purpose Training System for

Declsion Makers

A training system for decision makers that has a reasonable
degree of generality is bound to be a relatively complex system.
Moreover, given the current level of understanding of decision
processes, it is unlikely that anyone would be able to design a
system that would be ceortain to be satisfactory. The approach
that seems to us most likely to prod' .e a useful system is an
explicitly evolutionary one, and one that involves potential users
of the system in its development from the earliest stages. What
one needs to do is build a working system that represents one's
best guess concerning what capabilities such a system should bhave,
and then claborate, exterd, and improve the system in accordance
with the insights that are gained through attempts to make use of it.

The idea that many complex systems are best developed through
an cvolutionary process 1s not a new one. Benington (1964) has
argued .trongly for such an approach in the development of commind-
and-control systems. Commenting on the fact that many systems be-
come obsolete cven before they arc operational, he notes thit "The
principal cause of this situation is the fact that until recently
the proposed users of these systems did not take many interim steps
that would have helped ..aem; instead, they waited for the grand
solution. When the development of these command-and-control systems
was undertaken, it was thought that the design tcecam could analyze
present oper~cions, project changes over many years, design a system
for the far-off future, and then implement. Now most aqgree that
this process just won't work" (p. 16).
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SECTION XTIT
DECISTION AIDS

The recognition that--whether because of behavioral defi-
ciencies or basic limitations--men often do not perform optimally
as decision makers has motivated the development of numerous de-
cisiun-aiding procedures and techniques. The existence of deci-
sion aids has two somewhat opposing implications for the training
of decision makers: ©On the one hand, insofar as an aid succeeds
in simplifying or otherwise facilitating the performance of some
specific task, its existence may lessen the training demands vis-
a-vis that task; on the other hand, users of decision aids must
be trained to use those aids. It does not follow from the fact
that some training may be rcquired before an aid can be used
effectively that the aid is therefore a failure; 1f a trained
user of an aid can make better decisions than a trained decision

maker who does not use that aid, then the aid may be said to be
an effective one.

Given the view of decision making as comprised of a variety
of tasks and processes, it scems reasonable to expect that initial
decision-aidiny techniques will be more successfully applied to
some of these tasks than to others. The goal should be, not to
develop thc grand aid for thL decision maker, but, rather, to
dLvelop 3 variety of aids to facilitate performance of the various

sks. Together, a group of such aids might be thought of as a
"decision support system" (Levit, Alden, Erickson, & Heaton, 1974;
Meadow & Ness, 1973; Morton, 1973), but the individual aids, and

not the system, are probably the more reasonable objectives toward
which to work initially.

Another factor that some rescarchers have argued is highly
relevant to the design of decision aids is that of individual dif-

Forcences. One group of investigators, for example, has character-
ized "decision styles" in terms ol three dimensions with respect
to which individuals are assumced to vary: abstract-concrete,

logical-intuitive, active-passive ({jlenke, Alden, & Levit, 1972;
Levit, Alden, LErickson, & Heaton, '974). All possible combinations
of the extremes of these dimensions are viewed as eight "purce
decigion styles" that are represcentative of the types of individual-
ized approaches to deocision making that decision-aiding systoms
must take into account. The point that these investiyators make

is that decision aids or decision support complexes, should be
designed with particular users, or user types, in mind. Systemns
designed for one type of decision style, they claim, may degrade

the performance of a user who opurates according to a
style.

diftferent
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Decision aids run the gamut from the types of heuristic
principles discussed by Polya (1957) to explicit paper and pencil
procedurcs for working through some aspect of a decision problem,
to interactive computer-based techniques., In this section, we
consider only a few of the many aids to decision making that have
been developed. The intent is not to provide an exhaustive review
but a representative sampling of what has kteen done in this reqgard.

13.1 Linear Programming

Linear programming is a mathematical technique for determi-
ning a set of decision parameter values that maximizes or minimizc.
specified functions within certain linear constraints. The tech-
nigue is particularly useful in solving such problems as resource
allocation, production mix and industrial cost contr. 1. It is
best illustrated by a simple example.

Suppose a manufacturer produces three products. We will
designate the monthly quantities of these products as X1, X5 and
X3. The products have different unit production costs, say,
ai, a,, and a3, and different unit sale prices, say, by, by, and
ba. %o keep %he illustration simple, we ignore the problem of
inventories. Raw material limitations restrict the number of units
of products 1 and 3 that can be produced per month to c; and Ty
respectively. The total number of man-hours available to the
producer is n per mcnth, and it requires dy, d,, and d; man-hours
to produce one unit of products 1, 2, and 3, respectively. The
problem is to determine the number of units of cach product that
the manufacturer should produce per month in order to maximize
his profit.

Linear programming is a technique for solving such problems,
when solutions exist. 'T'he technigue involves expressing the con-
straints as a set of simultanecus linear egquations, and then
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scarching within the ranges of the values of the independent
variables that satisf{y the equations for those values that op-
timize the desired function. In the case of our example, the

function to be optimized (in this case, maximized) would be the
profit function, i.e.,

(bl—al)xl+ (bz—az)x2 + (b3—a3)x3.

when the problem involves only two or three decision vari-
ables, a gecometrical model of the situation can give the decision
maker an intuitively meaningful representation of the significance
of the various factors and, in particular, of the sensitivity of
the decision outcome to a less than optimal selection of values
for the decision variables. When certain boundary conditions are
met, the set of parameter values that satisfics the linecar con-
straints within which the decision must be made 1s repr-oscnted
by convex polygons or polyhedra (in the two~ and three-variable
cases, respectively), and the solution to the optimization problem
invariably is (or at least contains) one of the figure's vertices.
The same principle holds in cases of more than three variables,
but, of course, the geometrical model is no longer helpful.

One of the limitations ot linecar programming is the fact
that it is applicable only to situations in which the decision
space has been fully represcnted numecically and the outcomes of
all of the admissible decisions are known. Another is the fact
that it can be uswd only when the effects of the individual deci-
sion variables combine in an additive (linear) fashion. One can
imagine rcal-life decision situations in which the effect of a
change in the value of one decision variable depends in some way
on the value of another variable. for example, how much impor-
tance one would attach to a difference in salary hetween two jobs
mi-jht depend on whelther the jobs also differed significantly in
terms of the extent to which they placed one's life in danger.,

As has already been noted in sScction IX of this report, however,
several investigators of decision making have argued that the
assumption of additivity appears to be « reasonable one in many,
if not most, real-life situations. Probably the more difticult
recquircment to satisty in order to use linear programming tech-
niques is that of adcquately structuring the decision space and
quantifying the salient variables. When the necessary conditions
can bce met, however, there can be no doubt of the effectiveness
ot the tcchnique.

13.2 Decision Trees and Flgw_péqu;ams

Sometimes it is possible to convert an apparently complex
set of written or verbal instructions concerning a problem-soiving

procedurce into a decision tree or flow diagram. When such a con-

ver:.ion can be accomplished, it s often found that the desirod
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procedure is more easily and efiiciently followed with the aid of
the diagram than with the original sct of instructions (Blaines,
1973; Raiffa, 1968; Wason, 1968; Wright, 1971).

The following distinction between decision trees and flow
diagrams is made by Triggs (7973): "A decision tree is an assembly
of individual paths in a str ture organized so that no path cvir
returns or gproceeds to anothe. part of the diagram. A decision
flow diagram may, on the other hand, contain paths that return
to early parts of the diagram or feed to other common elements.

A decision flow diagram can be more operationally directive in its
structure, and less concerned with the explicit details of the
decision process. In a tree structure, at every node of the tree,
the user of the diagram can exactly state by what set of chance
events and decisions one arrived there. The flow diagram structure
is not always organized sc that each such path can be unigquely
specified” (p. 3).

The clarity and efficiency gained by representing prncedures
requiring sequential decisions in diagrammatic form have cen
recognized for some time. In such fields as computer pro.ramming
and systems analysis, graphic techniques have been emnployed in
the tecaching and conduct of specific programming, debugging, main-
tenance, and troubleshooting tasks. Only recently, however, have
formal attenpts been made to assess the benefits to be derived. 1In
an entertaining article by Davies (1970) the results of a relevant
experiment by B, N. Lewis are discussced. The latter investigator
presented a series of six prohlems involving a tax regulation to
each of 60 subjects. One third of the subjects worked with the
original (prose) statement of the regulation, a second third worked
with a simplified (prose) statement, and the final third worked
with an algorithmic (decision tree) form. The mean time required
by the original prose group to solve all six problems was 23.4
minutes, compared to 11.8 minutes required by the simplified prose
group and 1.2 minutes required by the algorithm group. Mean errors
in problem solution followed a similar pattern: 29%. 10%, and 8%
for the respective groups.

More recently, Blaiwes (1973) compared the performance of
decision makers who had been given instructions concerning the
construction and use of decision trees with that of decision
makers who had not been so instructed. Only once of the ten subjects
in the uninstructed group gave evidence of using a decision-trece
approach in the solution of the tour experimental tasks, whereas
all ten of the instructed subjects used it. Subjects using the
decision-tree approach initially required more time than
uninstructed subjects, but their performance improved as they
gained facility with the approach. Most importantly, subjects
in the instructed group performed at a higher level of
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accuracy than subjects in the uninstructed group. Although the
possible effects due to practice cannot be separated from those
due to problem difficulty because of the particular desiqn used
by Blaines, we regard the experiment as a demonstration of the
ease with which thn decision-tree approach can be taught to
individuals who have not previously encountered it.

A review of numerous attempts to apply decision trees and
flow diagrams to the solution of decision problems (e.g., Baker,
1967; Clarkson, 1963; Dutton & Starbuck, 1971; Horabin, 1972;
Howard, Matheson, & North, 1972; Rousseau & ZzZamora, 1972; Tudden-
ham, 1968) has been prepared by Triggs (1973). He points out
that the degree to which such aids can be useful to a decision
maker will depend on the nature of the problem that is faced.

They tend to be most useful for situations that are easily struc-
tured, perhaps by neans of decomposition technirues advncated

by Raiffa (1968). Triggs cautions against the temptation "to make
a complex problem tractable by forcing it into a conceptual repre-
sentation with which one knows how to cope," at the expensc of
ignoring or eliminating critical aspects of the real problem.

He also peints out that the task of imposing the type of structure
on a decision problem that is necessary if decision trees or flow
diagrams are to be used to advantaqge, may be sufficiently time-
consuming and expcnsive to assure its impracticality in some dy-
namic situations in which the time for anaiysi: is limited. More-
over, forcing the decision maker to think ubout his problem in
terms of a specific structure may inhibit his use of cognitive
skills that he othcerwise might bring to the task.

Triggs concludes,
however,

that on balance thesec cautions do not negate the c¢fficacy
of the approach. Citing Zadeh's (1973) work, he notes that "even

in systems that are too complex or too ill-defined te admit of
precise quantitative analysis, 'fuzzy' algorithms and diagranms

have the potential of being useful Lo the human decision maker"
(p. 17).

A lucid tutorial treatment of decision trees and their use
is presented hy Peterson, Kelly, Barclay, Hazard, and Brown (1973)
in Chapters 2 ard 3 of a Handbook for Decision Analysis.  The
handbook has been prepared for the express purpose of aiding the
individual who is faced with substantive decision problems to
apply concepts and procedures of decision theory to the solution
of those problems.

13.3 Delphi, an Aid to Group becision Making

The decdision maker of.most proscriptive wodels of decision
making could be an individual, a «ommittee, a corporation, or a
machine, inasmuch as sbch models are concerned with the decision-
making process and are indifferent to the nature of its cembodiment.

Most empirical studies of decisiton making, however, have fovused
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on the behavioyr of individuals. Relatively little attention has
been given to the question of how decisions are, or should be,
made by n-person groups. There are, of course, large liter-
atures dealing with related topics such as the effects of group
organization and communication channels on problem solvihg, and
the effects of group pressures on individual behavior.

One generalization that it seems safe to make is that the
decision-making performance of groups may be influenced by a
number of factors that are not obviously related to decision
quality in any straightforward way. Ekspecially is this true when
group members are required to resolve problems about which there
exist conflicting views. As Helmer (1967) puts it:

"Round-table discussions for such purposes have certain
psychological drawbacks in that the cutcome is apt to be a
compromise between divergent views, arrived at a.l too often
under the undue influence of certain factors inherunt in the
face-to-face situation. These may include such things as
the purely specious persuasion of others by the member with
the greatest supposed authority or even merely the loudest
voice, an unwillingness to abandon publicly expressed
opinions, and the bandwagon effect of majority opinion" (p. 9).

As one means of remedying these types of problems, and of
providing a rationale by which to combine "expert" opinions, the
Delphi method was created (Brown, 1968B; Dalkey & Helmer, 1963;
Helmer, 1967; Rescher, 1962). This technique requires cach member
of the group to write down his independent assessment of the prob-
lein or solution under study. The set of usscssments is then
revealed to all members but without identification of which parti-
cular assessment was made by which member. The pros and cons of
each response are then openly debated and each member files a
second assessment. Following n repetitions of this procedure,
the median assessment is Lhen adopted.

The Delphi procedure is reputed to be usable:

"1) To determine what the operative values of a group are,
what relative weight they have, what sorts of possible trade-
offs obtain among them, and the like.

2) To explore the sphere of value criteriology, clarifying
by what criteria the valucs of a group come to be brougyht to
bear upon actual cases,

3) To discover divergences of value posture within a yroup
and the existence of subgroups with aberrant value structures.
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4) To secrve as a tool for sceking out areas of valuc
consensus--or agreement as to actions and preferences--
that may exist even when there are conflicts of value.

5) To provide a tool for the third-party evaluation of
conflicts of interest,

6) To assess the correctness of value ascriptions to given
groups.

7) To assess the correctness of value judgments in the area
of means-values" (Rescher, 19069, p. 17).

The use of a medified version of the Delphi technique is
illustrated in a recent ectffort by 0'Connor (1972) to apply cxpert
judgment to the scaling of water guality. The problem was to
assess the quality of water to be used (1) as a public :upply,
and (2) for the maintenarce of a fish and wildlife populacion.
Eight experts made iterative judgments as to the parameter: to be )
included, the relative importance weights to be assigned, and the
rules for combination of indices. Good consensus was obtained
with respect to sets of judgment parameters and combination rules,
but there was considerable disagreement on weightings. 0O'Connor
found, however, that this disagrecment was not critical in the
development of the final indices.

An important feature of the Delphi technique is the fact that
it provides a means for achieving qgroup consensus without the need
for the facce-to-face discussion of issues which typifies most
group problem-solving methods. This characteristic was exploited
in the O'Connor study, where the cxperts were geographically widely
separated and were never in direct communication with each other.

13.4 Computer-Based Decision Aids

The potential advantages to be gained trom applying the
yeneral computational capabilities of digital computers to deci-
sion problems have becn recognized for some time. Several writers
have mude very convincing arquments to the effect that both men
and computers have something to offer tu the decision-making
process, and that the need is for the developnent of decision
systems that assure a symbiotic coupling of the cupabilities of
man and machine (Briggs & Schum, 19¢%; Ekdwards, J965bh; Licklider,
1961; Shuford, 1965; Yntema & Klem, 1Y65; Yntema & Torgerson, 1961).

It is not ditficult to imagine a computer system being used
to aid a decision maker in the performance of eussentially all of
the aspects of decision making that we have considered in fore-
going secections of this report.  Such g system might provide the
decision maker with a data base of facts or observations that are
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relevant to his decision problem. It could serve as an extonsion
of his own memory by keeping a record of factors that he had in-
dicated he ought to "keep in mind" in making a decision. 1t could
help him generate hypotheses, and to structure and present the
decision space. It could help him discover what his preferences
are and to express them in a qua-titative way. It could provide
graphical representations of the decision situation. It might
(assuming a valid model of the decision problem) project the prob-
able consequences of various action selections. 1t might serve

as an interface between two or more decision makers' collaborating
on the same problem and facilitate the application of group deci-
sion techniques. It could do whatever computation was required.
It could prod the decision maker to consider aspects of the problem
that he otherwise might overlook. It could suggest approaches or
strategies that have been found to be ugeful in similar problem
situations. It could make explicit to the decision n ker (either
by inferenc. or by questioning of the decision maker himself) some
aspects of the situation or the decision maker's thinking that
otherwise would only be implicit. And so on.

It is in fact so easy to imagine ways in which the computer
could be used as an aid for decision making that onec can be seduced
to thinking that the implementation of such capabilitics is a
straightforward thing. In some instanccs this is perhaps the case;
in others, it assuredly is not. The important point is, however,
that computer-based decision aids are being developed and quite
sophisticated ones are likely to be operational in the near future.
No training program for decision makers can atford to ignore this
fact,

In a preceding section of this report some comments were made
concerning simulation as an approach to training. Given the avail-
ability of computer systems to decision makers, another way that
simulation may be used to advantage is as an opevational decision
aid. 1n this case the effects, or probable cffects, of selecting
specific action alternatives can be explored by the decision maker
before he actually makes his choice (Ferguson & Jones, 1969). The
projections or predictions of the aid will only be as good, of
course, as is the model of the situation that produces them, and
it is not necessarily the case that the use of such predictive
aids will invariably lead to improved performance (Sidorsky & Mara,
1968). The potential for this type of simulation is great, however,
and deserves more attention that it bhas received to date. At the
very least, such an aid can be used to help determine what is
possible and what is not, giving an accurate representation of the
current state of affairs, 7The point is illustrated by an ecxperi-
mental decision aid designed to monitor and control maritime
traffic (Klmalph, Prywes, & Gustafemo, 1967). The system was com-
posed of a formatted data basc, a set of "worker programs" which
cperated on the data basce, and a (query language which allowed the
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user to interact with the data base on line. Information that
could be extracted from the data bLasce on request incluled™ " (1)
past, present, or future locations ot ships, (2) the
ar names of ships in any geoaraphic area of
at a past, present, or future time,
from some particular place and if ardered to change course when
can it get there?" (p. 206). The system coul! provide information
on sets of ships satisfying some class description; tour example,
it could provide the distances of all ships ¢t o« jiven type, from
a given destination, and the time required to reach that destina-
tion, assuming the necessary change 1n coursce. The system illus-
trates a nice allocation cf function betweer. mir and machinc.
The computer does the buokkeeping and arithmetic,
ceses judagment and makes cholices.
the man makes will be the Letter
arithmetic that the machine does.

number, type,
the North Atluntic
and (3) how far 1s a ship

the man o¢xer-
Hopefully, the choulces that
because of tae bookkeepina and

Two of the more prominent problem areas for which ¢ mputer-

based decision aids have becn developed or planned arc medicine
and military tactics.

13.4.1 Computer-Based Aids tor Medical Ceclsion Making

Among the first investigators to attempt to apply modern
decision theory to medical decision making were Ledley and Lusted
(1959). During the subsequent fifteen years, many such applica-
tions of decision theoretic technigues were proposed and tried;
and within the past ten years, several experimental computer-based
systems have been developed for the purpose of facilitating
various aspects of decision making in the medical context. Ap-
plications that have becn explored include initial patient inter-
viewing and symptom ident:fication (Griest, Klein, & VunCura, 1973;
Whitehead & Castleman, 1974), analysis organization and preaesenta-
tion of the results of laboratory tests (Button & Gambino, 1973),
personality analysis (Kleinmuntz, 1968; Lusted, 1965), storage and
retrieval of individual-patient data (Collen, 1970; Greene, L969),
on-demand provision to practitioners of clinical information
(Siegel & Strom, 1972), autowmated and computer-aided diagnosis of
medical problems (Cumberbatch & Heaps, 1973; Pisher, Fox, & Newman,

1973; Fleiss, Spitler, Cohen, & Endicctt, 1972; Gledhill, Mathews
& Mackay, 1972; Horrocks & deDombal, 1973; J

cks & Jacquez, 1972; Locwick,
1965; Lusted, 1965; McGirr, 1969; Yeh, Betyar, & Hon, 1972},
management and graphical representations of data to aid research

in pharmacology and medicinal chemistry (Castleman, Russell, Webb,
Hollister, Siegel, %donik, & Fram, 1974), meodelling of physiclogical
systems and exploration via simulation of the effects of alternative
courses of treatment (Seigel & Farrell, 1973), and training
(Feurzeiq, 1964; Feurzeig, Munter, Swets, & Breen, 1964).
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The results of one recent study of compulcer-assistoed diagnosis
are particularly relevant to the question of when expert judgment
should or should not be used in the decision process. Leaper (1972,
1975) compared two methods of computer-assisted diagnosis of dis-

orders for which abdominal pain was a primary symptom (e.q., appen-
d@citis, diverticulitis, perforated ulcer). Computer-aided Bayesian
d+aqnoses were performed using estimates of probabilities that were
either (a) inferred from frequency data collected from 600 patients
or (b) produced by a group of clinicians. The diagnoses that resulted!
from the computer-aided method that used the clinicians' proba-
bility estimates were marginally more accurate than those producced
by unaided clinicians (82% versus 80%). The metnod that made use

of probabilities inferred from incidence data, however, gave sig-
nificantly more accurate results (91%). A secondary result of

this study that is of some interest is the fact that most clinicians
insisted on retaining their own probability estimates, cven when
those estimates were greatly differcnt from the survey .lita and

they had been informed of this fact.

These results strongly sugqgest that relative frequency data
should be used as a basis for probability cstimates in preference
to expert opinions, if such data arc available. The principlc
should not be applied, of coursc, without due regard for such tac-
tors as the size and representativeness of the samples from which
the relative frequency data are obtained. As a general rule, the
most defensible strategy in estimating probabilities would scen
to be: use expert judgments only if a more objective mecthod is not
fjeasible, as would be the case when estimating the probabilitices
of very low-frequency events or events that are not reasonuably
thought of as “frequentistic" in nature.

13.4.2 Computer-Based fids for Tactical Decision Making

Much has been written about the use of computer-based aids
to facilitate decision making in the context of tactical opurat%ons
(Alden, Levit, & Henke, 1973; Baker, 1970; Bennett, Degan, & Splegel,
1964; Bowen, Fechrer, Nickerson, & Triggs, 197%; Bowen, Feehrer,
Nickerson, Spooner, & Triggs, 1971; Bowen, Halpin, Long, Lukas,
Mullarkey, & T «ags, 1973; Freedy, weisbrod, May, Schwartz, & Wett- .
man, 1973; Gagilardi, Hussey, kaplan, & Matten, 19%u5; Hanes & Gebhard,
1966; Levit, Alden, & Henke, 1973; Levit, Alden, Krickson, & Ugaton,
1974; Sidorsky & Simoneau, 1970). The extent to which such systems
and aids have led to improved decision making is probably impossible
to determine. It is casy to be critical of this work, however,
because progress has certainly not been spectacular. And it may
be tha! some of the decision-aiding efforts have been poorly
conceived.  But tactical decision making is complicated and not
thorouqhly undoerstood. 1t is not surprising that there wou!d L
some false starts betore signiticant progress is made on this
problem. Even talsc starts Can provide usetul insights into a
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problem, however; if nothing more, they should help to clarify
what the dimensions of the problem are and to provide some clucs
concerning the requirements tfor a1 solution.

Bowen, Nickerson, Spoonecer, and Triggs (1970) have described
several computer-based systems that have been, or are being, de-
veloped by the military services to aid the decision-making process
in tactical situations. Among the systems that were reviewed are:
the Army's Tactical Operations System (TOS)--in particular, 'T0S-
7th Army--and Tactical Fire Direction System (TACF1IRE), the Air
Force anu Marine Corps' Tactical Information Processing and Inter-
pretation System (TIPI), the Adr l'orce's Intelligence Data Hand-
ling System (IDHS), and the Navy's Integrated Operational Intel-
ligence System (I0I5). These systems are intended o improve
tactical decision making by facilitating data management and mani-
pulation, message routing, display generation, report npreparation,
tire control, planning, resource allocation, and other _asks and
functions that fall within the purview of tactical operat.ong.

There are two motivations tor bringing such systems into the
tactical situation. One is to unburden the decision maker of tasks
that arc just as well performed by machines, and thereby make it
possible for him to devote more time to those aspects of decision
making that require human Jjudgment and expertise.  The other is
to upgrade the gquality and adeguacy of the information on which
decisions are based. This involves not only the problem of proces-
sing and integrating large amounts of ir “ormation, but also that
of packaging and presenting intormatior ‘n ways that are well-
suited to the information-processing cop.. lities of the human
being who must make use of it. How cifectively existing or con-
templated systems realize these objectives is ditiicult to deter-
mince with much precision.

It is nol the purpose ol Lhis review to desoribe particolar
systems in detasl.  We will, however, consider brietly two systoms
as illustrative of thosce that have been developed, one intended
tfor operational usc, and one for use as a training instrument .

13.4.2.1 ABEsOP

An intensive program to develop an on-line information-control
system ol value to military decision makers in the planning of
tactical and strategic resource allocations waus bogun by the Mitroe
Corporation in 1964. On completion in 1969, the prototype, cvalled
"An bvolutionary System for On-line Planning (ARES0ODP) to emphasize
its incremental approach Lo the generation ot computer-basad
management and planning assistance, made available to system usors
a range of techniques which could aid in such diverse activities
as data acyguisition, agqgreqgation, plan asscssment and report
preparation.
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The AESOP system consists of two major parts. One of these
is a set of capabilities for storing, modifying, retrieving, and
displaying data, and for performing various sorts of symbolic and
arithmetic manipulations with the aid of a flexible display-
oriented user language, a ligyht pen, typewriter and push-buttons.
Details of these aspects are covered in a variety of program pub-
lications, the most informative of which are Bennett, Haines, and
Summers (1965) and Summers and Bennett (1967).

——

The second part of the system consiste of a set of simulated
strategic and tactical military applications which provide a
context for exercising the capabilities mentiored above. One of
the more significant of these is that of a Tactical Air Contrc!
Center (TACC) in which the resource allocation tasks of a Fighter
Section/Current Plans Division are simulated. Since this parti-
cular application also served as a testbed for the formal test and
evaluation of AESOP principles, it provides the most ~omprehensive
picture of the strengths and weaknesses of the system. The remain-
der of our current summary will relate to this application and to
the results of evaluation studies. More detailed treatments of
the simulation and evaiuvation c¢an be found in Doughty (1967),
Doughty and Feehrer (1969), and Doughty, Feehrer, Bachand and
Green (1969).

As simulated in the AESOP program, the basic task of a Fighter
Section revolves about the allocation (on request by higher head-

} quarters) of tactical aircraft to each of threc mission categories:
(1) on-call close air support, (2) preplanned close air support,

\ and (3) preplanned counter-air and interdiction. Under "normal"
circumstances the total number of ready aircraft in near proximity
to prescribed target areas is less than the number of aircraft

b requested, so the planner is forced to make tradeoffs relating to
such factors as sortie rate, flying time, time over target, and
probable degree of target destruction. The cumulative conseguences
of these tradeocffs are: (1) that some requests for support fail to
be satisfied at all, (2) some requests fail to be satisfied on a
timely basis, and (3) some requests, though satisficd on a timely

- basis, are not satisfied at the reguired level. '

In this context, the tactical version of AESOP has two
interrelated goals: (1) the alimination of much of the labor and
inaccuracy associated with manual computation and display of ready
resources, sortie rates, flying times and weapons' effects, and
{ with the preparation of formal orders (Fragmentary Orders) to
v squadrons implicated in a planned allocation, and (2) facilitation
Y of the problem-solving activity of decision makers, that is, of the
|

judicious selection of squadrons, aircraft types, weapons categories,
and so on.

For purposes of evaluation, the actual resource allocations
produced by planners using the AESOP system were compared with
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those produced by planners using a simulated version of the stan-
dard system in an integrated series of tactical exercises depicting
the military maneuvers of loyalists and insurgents during a ten-
day limited war. Experimental sessions began with briefings re-
lating to orders of battle, political and military activity, and
Joint Task Force requests for support of loyalist objectives.

AESOP and Manual Planning teams then adjourned to commence allo-
cation activities in response to the simulated JTF requests. The

experiment ended each day with the .(automated or manual) produc-
tion of squadron Fragmentary Orderp.

Each planner, whether operating the manual or AESOP system,
was required to generate an allocation which represented, in his
judgment, the best tradeoff amongy four criteria (listed in de-
creasing order of importance):

1. Satisfaction of requested level of damage
Satisfaction of requested time over target

Minimization of use of recycled aircraft
(i.e., of sortie rate)

4. Minimization of (total) flying time.

The results of the evaluation study contained few surprises.
In those aspects of planning activity for which AESOP provided
direct assistance, performance of those using the system was su-
perior. In those acgpects for which assistance was not provided,
planners in the two systems performed at approximately equal levels,
The net performance of AESOP planners was superior to that of
manual planners with respect to plan quality and production ef-
ficiency, a finding that must be assessed in light of the fact

that the larger portion of the task was fairly routine and required
little creative ability.

It is important to note that the AESOr system provided no
formal procedural aids to the decision maker such as decisica al-
gorithms, linear programming solutions, etc. What benefits accraed
to users of the system during the more creative phases of their
task seemed to result from a combination of indirect factors.
appeared to be the case, for example, that planners could more
easily comprehend the extcnt to which resources would be "strained"
and, thereby, develop a better "feel" for the nominal form of their
plan prior to its production. This appreciation for the difficulty
of the problem with which they were faced on a particular day was
materially aided by the concise nature of the displays provided
by the system. Planners who used the system were in a much better
position to monitor their own progress while solving the problem
than were those whose appreciation of the demands of the situation
had to be assembled from groups of formal documents.

It
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It appeared also to be the case that, since the system per-
formed routine aspects automatically, more time was available for
creative activities and for reiteration of plans. On several
occasions AESOP planners attempted successfully to produce Series
of allocations of progressively greater merit and stopred only
when they were totally satisfied with their efforts.*

13.4.2.2 TACTRAIN

The Tactical Training (TACTRAIN) facility was developed by
the Electric Boat Division of General Dynamics, partly as a
demonstration that a modest computer with a CRT display could
be employed in the training of decision-making skills and partly
as an experimental tool for evaluation of alternative tactical
display/interrogation formats. Details regarding computer and
display equipment, software and tactical problem parameters used
in the system and a specific configuration employed 1>r system
evaluation are discussed by Sidorsky and Simoneau (197J). The
summary presentation below draws heavily on their discussion,

The TACTRAIN system provides an opportunity for the decision
maker to take on the role of a commanding officer of a submarine
on an ASW search-and-destroy mission. His specific task is to
maneuver in such a way that he simultaneously maximizes the prob-
ability of destroying a simulated enemy ship and minimizes the
probability that the enemy ship will destroy him. He chooses a
maneuver by selecting a speed, a depth, a firing range, and a
quantity of torpedoes, each from among five alternatives. The
choices are constrained to be consistent with the operating
characteristics of own and enemy ships, the parameters of own
ship's weapons complement, and specific sound channel, topo-
graphic and bathythermal conditions. The maneuver implied by
the alternatives that are chosen is then evaluated with respect
to each of four criteria: (1) the probability that own ship would
be able to detect the enemy ship, (2) the probability that the
enemy ship would be able to detect own ship, (3) the probability
that own ship would be able to destroy the enemy ship, given the
maneuver and weapon characteristics, and (4) the probability that
the enemy ship would be able to destroy own ship.

While solving a particular tactical problem, the officer
can retrieve information stored in the system by interrogating
the display with a light pen. Appropriate interrogations lead

*A quasi-linear program to aid this strategy at a formal level

was later aeveloped by Feehrer (19v68) for the AESOP TACC planning
activity.
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to one of two categories of display: (1) prior to a "command de-
cision," graphic displays of the "tactical effectiveness" asso-
ciated with the choice of a particular alternative on each tac-
tical dimension (speed, range, etc.) with respect to each of the
four criteria~--available prior to a command decision, and (2)
alphanumeric displays revealing the outcome of the maneuver, the
nunber of (quality) points to be assigned to the outcome, and
the cumulative number of points acquired as of the end of the

experimental trial in question--available following a command
decision.

The developers of TACTRAIN see it making at least two valuable
inputs to the learning process of the decision maker. First, it
provides immediate knowledge of the consequences of a decision.

The decision maker discovers very quickly whether he destroyed
the enemy ship and whether his own ship was destroyed in the
process. Moreover, he is provided with an arithmetic easure,
however arbitrarily derived, of his cumulative performan-e.

Second, the decision maker is provided, via the display,
with a graphic portrayal of the interactions between tactical and
environmental variables and their relationship to tactical ef-
fectiveness as represented by detection/counter detection and
hit/miss outcomes. And, inasmuch as the tactical problem unfolds
over time, the decision maker also gains an appreciation for the
changing complexities of these interactions and for the need
for timeliness in his decision.

13.4.3 Computer-Based Decision Aids and Training

It seems highly probable that many attempts to develop com-
puter-based decision aids will fail in the sense that the aids
that are produced will not measure up to the expectations of
their developers. This is not necessarily failure in a larger
view, however, if these attempts lead to a better understanding
of the decision-makinyg process--as one might reasonably hope that
thcy will., To the extent that these efforts do lead to new
insights into various aspects of the decision-making process, they
will have direct impact on training curriculq.

To the extent that specific systems prove to be effective
aids in operational situations, they will constitute new tools
with which decision makers will have to work. Thus, their
existence will represent a new training need, namely the need
to train the users of these aids.

Perhaps the most challenging way in which the development of
increasingly sophisticated computer-based systems relates to
training is in the potentiul that these systems represent for
providing training for their users. Critics of the idea of
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computer-assisted instruction can correctly point out that the
results of endeavors in this area have not measured up to the
expectations that were fostered by many of the early enthusiasts
for this use of computers. Very real progress in the area is
being made, however, and it may prove to be the case that the
early enthusiasts erred only in failing to appreciate the
difficulty of some of the problems that had to be solved and the
time that would be required to solve them. There is no question
but that. computer systems that are intended to be used by people
interactively on complex problem-sclving tasks can be given the
capability to provide much of the training that is required,
both to initiate users and to bring users from neophyte to expert
status. The potential gains to be realized by building such

training capabilities into operational systems suggest that this
possibility is worth far more attention than it has y.t received.
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