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1.     Overview 

1.1 Project Goals 

The purpose of the project is to support the ARPA-NMRO 

Seismic Data Activity by providing data storage and retrie- 

val services.  The Arpanet will be used as the communication 

channel.  As part of the service, seismic data will be 

(a) collected form the Arpanet; (b) stored; and (c) made 

available to computers on the Arpanet in a convenient and 

timely manner.  These services represent a special appli- 

cation of the Arpanet Datacomputer being implemented by CCA 

under Contract No. MDA903-7^-C-0225. 

The amount of data to be kept on-line necessitates the 

addition of a mass memory to the data computer system.  An 

Ampex Terabit Memory System (TBM) with a capacity of almost 

two hundred billion bits has been contracted for and will be 

installed at CCA later in the year.  Also needed for this 

project is a small Seismic Input Processor (SIP).  The SIP 

will collect data over the network on a round-the-clock 

basis.  It will reformat the data and buffer it.  At regular 

intervals, the SIP will generate a datalanguage update re- 

quest and burst the data to the Datacomputer via the CCA TIP 

(see Fig. 1). 

1.2 Status of the Project 

The activity on the project is divided into three areas: 

acquisition and integration of the TBM System into the Data- 

computer;  SIP development;  and coordination with the 

seismic community. 

The TBM Memory System is being built by Ampex Corporation as 

a subcontractor to CCA.  The initial TBM configuration will 

be one transport driver, two dual transport modules, one 

data channel and a Communications and Control System (CCS). 
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The components are currently undergoing fabrication and 

stand-alone testing.  The complete TBM memory system is 

scheduled to be delivered to CCA in August 1975 and to 

be accepted in September 1975. 

The SIP hardware consists of a DEC PDP-11/^0 with 28K core, 

two RPO^ disks with a storage capacity of 176 million bytes, 

and an Arpanet interface.  Installation of the PLP-11 and 

peripherals has been completed, and SIP software development 

has begun.  The TIP modifications required to interface the 

SIP to the Arpanet have been delayed by the Government and 

by Bolt Beranek and Newman Inc. until June 1975. 

CCA has met with BBN and VSC to review the CCP-SIP protocol 

specifications.  This is a special-purpose protocol that will 

allow for faster transmission of real-time data than the 

standard host-host protocol.  As a result of the last meeting, 

several modifications were adopted. 

CCA continues to work closely with the seismic community to 

determine requirements for data storage and retrieval services. 

Efforts are still under way to specify suitable file formats 

for storage of the seismic data.  These formats reflect the 

way in which the data is collected, the way in which it will 

be used, and the most efficient ways of using the Data- 

computer hardware and software. 

Durinr; the current reporting period, CCA participated in a 

meeting at SDAC to discuss the seismic data file formats. 

The meeting focused on the best organization for the Pre- 

limii ry Event Summary File and the Preliminary Signal 

Waveform Pile, on the datalanguage description of the array 

channel data, and on the handling of off-line data.  As a 

result of the meeting, SDAC will revise the memorandum on 

file formats. 
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In order to gain operational experience with seismic data, 

several sample seismic databases, corresponding to different 

file formats, have been loaded onto the Datacomputer.  The 

user program SMART has been modified to access data corresponding 

to the Preliminary Event Summary File.  SMART will be used 

with this database for purpose of demonstration, testing and 

measurement. 
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2,  TBM 

In order to satisfy the requirement for a large on-line 

database, an Ampex Terabit Memory System (TBM) is being 

installed at CCA as a part of the Datacomputer. The TBM 

consists of two parts: a Data Storage Sertioii (DSS), which is 

the repository of all data stored within the TBM; and a Com- 

munications and Control System (CSS), which provides message 

and data interfaces between the PDP-10 and the TBM. 

2.1 Hardware 

The DSS of the TöM consists of one transpost driver, two dual 

transport modules, and one data channel. The Initial hardware 

increment of one transport driver, one transport module and 

one data channel is currently undergoing stand-alone testing. 

Final assembly of the second transport module is under way. 

The CCS consists of a System Control processor, a Transport 

Driver Interface Unit (TDIF) and a Channel Interface Unit 

(CIU). The TDIF is undergoing final assembly and testing. 

Upon test completion, the TDIF will be integrated into the 

system as the primary interface unit between the transport 

driver of the DSS and the PDP-11/35 of the CCS. 

2.2 Software Specifications 

Ampex has submitted TBM software interface specifications to 

CCA for approval. These specifications describe the external 

characteristics of the TBM. More specifically, they describe 

the Interface between the PDP-10 and the TBM via the CIU, and 

they describe the interface between the TBM system and an 

operator. 

Technical discussions regarding the specifications are underway 

between CCA and Ampex. The specifications do not allow for 

transfer of data from the tally track on TBM tape to the PDP-10. 

We are currently inve&tigating the feasibility of allowing for 

such transfers. 
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2.3 Site Preparation 

Enhancements to the CCA copiputer installation are necensary 

in order to accomodate the TBM memory system and the SIP. 

The requirements for space, electricity, water, cooling, false 

flooring, and the like have been determined.  Contractors have 

submitted bids for the site work needed to meet theqe require- 

ments, 
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3. SIP 

Seismic data will be collected from the Arpanet and buffered 

by a small Seismic Input Processor (SIP) before retransmission 

to the Datacomputer.  The SIP has two 3330-type spindles, 

which allow for 2^-hour buffering of a 15 kilobit per second 

data stream. 

The SIP is a host on CCA's TIP.  The SIP communicates with the 

Datacomputer as any other host would, that is, using data- 

language, network data connections, and the standard Arpanet 

host-host protocol. Transfer rates are expected to be much 

higher than normal network communication, however, bince no 

phone linos are involved. 

Turing the current reporting period, CCA performed measure- 

ments on the data rate through the CCA TIP.  The observed ra^e 

was in the range of 50-30 kilobits per second instead of the 

expected 300 kilobits per' second.  This discrepancy was reported 

to BBU  and to ARPA.  BBN is expected to take corrective action, 

though as yet there is no estimate of when that will happen. 

The SIP communicates with the CCP at SlkC  using a data tr insfer 

protocol which is specially developed for this purpose.  This 

protocol will be more efficient for real-time data than the 

standard Arpanet host-host protocol. CCA continues to coordinate 

with VSC and BBN in specifying the CCP-SIP protocol.  In the 

latest revision of the protocol, the "hello/I-heard-you" hand- 

shaking was deleted, since the information would be redundant. 

In addition, the file definition messages were broken up into 

structural check messages and status messages. This allows for 

the handling of all status information in the same fashion. 

The protocol change will be reflected in the format of the status 

files to be stored on the Datacomputer. 
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The SIP hardware was Installed during the previous reporting 

period.  This Includes the PDP-11 with 28K core and two RFO'I 

disks. During the current reporting period, DEC delivered 

the Arpanet Interface,  The hardware has been checked out, 

and difficulties with the disks have been identified and 
fixed. 

The Distant Host Interface, to be provided by BBN, still has 

not been Installed in CCA TIP.  As a result, the SIP is still 

not a host on the Arpanet.  As a temporary measure, the SIP 

has been connected to the CCA TIP as a terminal Instead of 

as a host.  This allows for transfers between the PDP-11 and 

the PDP-10, which are required for SIP software development. 

Debugging packages and a loader, L'>th needed for programming 

the SIP, have been loaded onto the PDP-il and are operational. 
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fr.  Coordination with the Seismic Community 

The amount of seismic data to be collected necessitates that 

the data be handled as efficiently as possible If the appli- 

cation 's to be feasible.  Design of the application requires 

a thorough undeistanding of how the data Is to be collected 

and how It Is to be used.  Towards this end, CCA continues to 

work closely with VSC,SDAC,BBN and others to Identify the data 

storage and retrieval requirements for the seismic application. 

CCA has obtained seismic data from Lincoln Laboratories and 

loaded It Into a Datacomputer file.  The data consists of 

11^,000 records and corresponds to the data In the Preliminary 

Event Summary File.  Lincoln Laboratories will use SMART, a 

CCA-provlded user program, to access the data and to perform 

measurements.  The operational experience will help to deter- 

mine which parameters should be Inverted and whether there 

are unexpected Inefficiencies In the file formats. 

As a result of a meeting between CCA and SDAC, the file formats 

were modified.  In the raw data files, the TIMESERIES list 

was modified to allow a user to access only the data from the 

channels of Interest to him;  previously, data from all chan- 

nels had to be retrieved together.  In addition, the status 

Information to be stored for each site will be based on what 

Is actually available for the site.  While this decision 

sacrifices the uniformity of the data descriptions. It results 

In considerable savings In storage space. 

The organizations of thi Preliminary Event Summary Pile and 

the Preliminary Signal Waveform File were reviewed In detail. 

Minor adjustments In the way the former points to the latter 

were made. A decision regarding which parameters to Invert 

awaits operational experience with the data. Though the 

choice of Inverted parameters critically affects the performance. 

It does not affect the development of system as a whole and 

therefore can be advantageously postponed. 

-9- 



Mro. i-M CAUTION « KIKOVE raoTiCTG») s^iii zimi vm:z 
"TO BE STORED IN A COOL DRY LOCATION* 

MATERIAL INSPECTION 
AND 

RECEIVING REPORT 
2.SHIPMENT NO. 

CCAOOOl^ 

3.DATE SHIPPcO 

30MAY75 

I.PitOC. INSThUMENT IP£N(CONTRACT) 

MDA903-7^-C-0227 

(ORDLIDNO. 6. INVOiCE 

NO. 

O/TE 

4.U/L 

TCN 

7. PACE 

1 
Or 

9.ACCEPTANCF POINT 

D 
5. DISCOUNT TERMS 

9. PRIME CONTRACTOR COOi 

Computer Corporation of America 
575 Technology Square 
Cambridge,  Massachusetts  02139 

.WMN.sjEREWbrDonoußh :OOE\ S2202A 

Defense Contract  Administration 
Services  Region,   Boston 

666 Summer Street 
Boston,  Massachusetts  02210 

M.SHIPPED FROM W«ihtr »fco* 9) 

Same as 9.  above 

CODE FOB. 'WfglSW&iPfrWf icer C00EI S2202A 
Defense Contract  Administration 

Services Region,   Boston 
666 Summer Street 
Boston,  Massachusetts  02210 

B'efPensTe Advanced fieaearch    Projects Agy 
Architect  Building 
1^00 Wilson Boulevard 
Attn:     Col.  D.C.   Russell 
Arlington,  Virginia 

14.MARKED FOR 

Same as  13 

CODE 

• 5. 
ITEM 
NO. 

16.                 STOCK/PART NO. DESCRIPTION 
(Indicate number of shipping containers • type of 

                    eon»oiner • container number.) 

17. 
QUANTITY 

S^IP/REC'D» 

18. 
UNIT 

19. 

UNIT PRICE 

20. 

AMOUNT 

0002 AB Quarterly Technical Report 

April 30,   1975 

21. PROCUREMENT QUALITY ASSURANCE 

n   n     A-0*,c" t l?QA L_jACCEPTAriCEo»l.,lH item« hat heen mal- 
b/ pf o» ur.'ci nv %up*ivii,an oni t^~y e anl j»m lo conltacl, 
•accpl oi ng»cJ ht'c.n o' on twppyling dacum^il». 

DATE 

TYPED NAME 
AND OFFICE 

SIGNATURE OF AUTH GOVT REP 

n B.DESTINATION 

I j  P0A   I       I ACCEPTANCE ol liltftf ilemt bat been moje 
b/ mi o» «nj -r my r.uprrvi-. ion ond Ihcy C(i'*(xm taconliaci, 
eiccpl ot noicd heiom o« on tuppvlinf do. uircnlj. 

DATE 

TYPED NAME 
AND TITLE 

SIGNATURE OF AUTH GOVT RcP 

EA NSP 

22. RZCZlVE^i USE 

Qjonfii.e» iHown in cohmn 17 »»«f« )?cei*ed in 
oppon-nl good cendirion c«C«p> Ol nc'^d. 

UATC R^CCIVED 

TVPCDNAMS 
AMOO.-FICE 

SlwriATt.^u Or A0f<1 Cj^f K^r» 

• II quznt,tf »ccc>v^d bf thl Co»C(nm;<if n f?.' tone 01 
q'innl.ly  it.,piir-J,  ind.cnt- Ur I      {f     lmilk,i!J>h 
leicn», enlei oclual quoo/ily tetemedbilo* q^anlilf 
jd.pp - J and en< m le. 

21. CON   RACTQR USE ONLY 

10 


