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It was my privilege as Commander, US Army Concepts Analysis Agency, to 
sponsor the Thirteenth Annual US Army Operations Research Symposium at 
Fort Lee, Virginia from 29 October to 1 November 1974. 

The response from the ORSA and user communities was vigorous. The en- 
thusiasm of the over 300 attendees (a record for this event), the high 
quality of the presentations, and the recognized importance of the 
program content combined to guarantee success. Attendee comments were 
almost unanimously favorable. 

Many contributed to the success of the symposium. Special recognition 
and appreciation are due the US Army Logistics Center and the US Army 
Quartermaster Center and Fort Lee for their contributions as the co- 
hosts, as well as to the US Army Logistics Management Center for the 
use of its facilities. 

I congratulate Mr. John T. Newman, the Technical Director of USACAA, 
for his major role as the overall symposium Chairman, our guest speakers, 
the working group chairmen, and the many contributors whose papers are 
contained in these two volumes of the symposium proceedings. We are in- 
debted to them for their outstanding efforts. 

*ttZ % lld*.t ****** 
HAI F  HA1 I RRFN    & HAL E. HALLGREN 
Major General, USA 
Commanding 
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THE IMPACT OF ORSA ON THE US ARMY - HISTORICAL OVERVIEW 

DR.  HUGH M.   COLE 

Even the mo8t cursory glance at the program of the Thirteenth US Army 
Operations Research Symposium will convince one that General Hallgren 
and Jack Newman have gone first class in sponsoring this formation,   and 
in persuading Generals Graham and Van Lydegraf to host the same. 
There is something missing,  however.    This convocation really needs 
a motto,  a slogan,  an advertising trademark.    The use of Roman lettering 
in the program and invitations--as AORS XIII--gives a certain touch,  but 
not much!    I do have a suggestion.    You all have seen on television the 
very charming and seductive "doll",  dressed as the scenario may require 
in skimpy bathing suit or white fur parka,  who belts out in a moderately 
musical voice but loudly and with impeccable diction and come-on for a 
world-wide hotel chain:   "What has Sheraton done for you lately?"   After 
more than two decades of attendance at meetings such as this in the United 
States and abroad,  I am convinced that the one slogan which applies to any 
and all such Army meetings is a paraphrase of the Sheraton Theme,   i. e. , 
"What has Operations Research done for you lately?"    But as you will 
discover,  I do not propose to recite,  as does the Sheraton girl,  the specific 
contributions (by agency,  name and date) which OR has made to the US 
Army during the past quarter of a century.    My thesis,   stated simply,   is 
that our national proclivity for introspection and soul searching is in 
general bad business--and in the particular of Army OR--can lead to an 
unhealthy disregard of the indisputable fact that OR has been an Army 
tool for a quarter of a century and needs to be used--not defended. 

Our program bills this meeting as the "Thirteenth Annual U. S.   Army 
Operations Research Symposium. "    The history of OR in the Army,   however, 
is somewhat longer than the chronological numerator "Thirteenth" suggests. 
The first Army-wide OR Symposium was held twenty years ago when the 
Office of Ordnance Research sponsored a one-day conference on Army 
operations research at Frankford Arsenal.    The meeting was called "in 
order to disseminate information on the methods and new developments in 
the field of Operations Research to a large number of government personnel. " 
In 1954 the Army already had moved a long way toward the incorporation of 
OR into its planning and research facilities and operations.    When the 
keynoter at Frankford Arsenal,  ÖT.   T.   J.   Killian,   spoke on the subject: 
"Operations Research and Its Usefulness during the Last War",  he was 



addressing a goodly number of officers and civilians in the audience of 
one hundred and fifty who were full-time or part-time practitioners of 
OR in or for the Army.    Killian,  I should add,  was not really talking 
about the "last war",  although the Korean War had ended the previous 
year,  a war of great significance to the US Army but one which in 1954 
was overshadowed by the size and the drama of World War II.    Killian, 
then,  was speaking of OR as practiced by the British in WW II.    It is fair 
to say that during the first decade of OR in the Army the standard justifica- 
tion of OR as a "practical" tool was adduced from the exploits of the British 
scientists,  Watts,   Blackett,   Zuckerman,  who had "invented" Operations 
Research, had (as the name itself connotes) done research on the conduct 
of actual military operations and could cite lists of kills inflicted on German 
submarines and German aircraft which were directly the result of Opera- 
tions Research. 

In the United States,   early in WW II,  the Army Air Force    and the US Navy 
had set up OR Staffs on British lines and then moved,  almost immediately 
at the close of the war,  to incorporate OR (or Operations Analysis) personnel 
and organizations in their peacetime establishments.    The Army,   lacking 
wartime experience in OR and without noteworthy precedents in the British 
Army OR (or so it then seemed) moved belatedly and did not introduce OR 
until the Operations Research Office (ORO) was fully activated in 1949. 
This morning,   then,  we are looking back over a quarter of a century of 
OR in and for the US Army.    Two wars have been fought and two major 
military interventions on foreign soil have occurred in these years; none 
of the major weapons in the hands of Regular Army divisions at the beginning 
of this period are "standard issue" today; the Army has had ten Chiefs of 
Staff; if we average a  tour of duty in the Pentagon as three years,   the Army 
has had eight successive generations of planners and operators in the 
General Staff and Major Commands--and more likely twelve generations. 
Also,  during these twenty-five years,  the Army OR community has been 
addressed on occasions such as this by 257 Senior Officers and civil 
servants of which number 23% forcibly expressed the opinion that OR was 
useless,   22% believed that it had some value and 55% had no opinion. 
(These figures,  I hasten to say,  are strictly my own and should be viewed 
with great distrust. ) 

Looking back over these 25 years of Army OR I can see no way in which 
standards can be developed by which we might make objective evaluations 
of the worth of Operations Research to the Army.    I know of only one 
serious attempt to assign grades to any considerable body of OR studies. 



In this case the top Army officers charged with Staff Administration of 
Military Government,  Civil Affairs,  and Psychological Warfare rated 
and graded a large number of OR studies in these particular areas.    Most 
of the studies examined passed with flying colors,   none were rated as 
valueless.    In less than two years,however,  the Army had removed 
Military Government,   Civil Affairs and Psychological Warfare from the 
General and Special Staffs and for all practical purposes closed down all 
Army instruction and planning in these areas.    The Army decision that 
the Army needed little or no competence in these areas of course rendered 
moot the favorable judgment which had been made on this collection of OR 
studies. 

During these twenty-five years Army OR has been often "hoist on its own 
petard",   namely,   the concept of'cost-effectiveness. "    I refer to the 
numerous demands from critics that Army OR justify its existence by 
showing savings in some part of the Annual Army Budget which can be 
demonstrably attributed to OR studies and which total more than the 
monies expended during the same fiscal year to maintain an OR studies 
capability in and for the Army.    This kind of bookkeeping in a "not-for- 
profit" organization such as the Army makes little sense. 

On the other hand I cannot prove,   nor can anyone else,   that Army OR 
increased the enemy "body count" in Korea and Viet-Nam or reduced our 
own roster of killed-in-action by so much as a single man,   much less by 
the strength of a battalion or brigade. 

To be truly analytical we should first consider what the Army had as 
objectives when it turned for assistance to an existing OR community 
twenty-five years ago.    Then,  as a corollary, we should ask what the 
OR community proposed to provide the Army in the way of advice and 
assistance.    The expectations of the two consenting parties,   of course, 
have to be reviewed against the environment,  the personalities,  the 
tools,  tactics and techniques of this early period.     Next,  we should 
take a look at the changes in the Army and in the OR profession which, 
over time,  altered the perception of what Army OR was and what it could 
be expected to accomplish. 

In 1946 some members of the Army Staff raised the specter of an Army 
falling behind the other Services in the race to modernize and to survive 
in what,   it was believed, would be a long postwar slump characterized 



by massive budget cutting.    The touchstone determining the degree of 
"modernization" was the atom bomb.    The Services which had the atomic 
weapon and the requisite delivery means were "modern. "   The Army, 
however,  had no claim to being a "modern" fighting force because it had 
not established its right to a voice in the allocation of scarce fissionable 
material,  possessed no weapons capable of delivering an atomic warhead 
on strategic targets,  and had neither theory nor doctrine for the employment 
of this new weapon.    Indeed,  as late as 1947,  the US Army stated as official 
an    approved policy that the military value of the atomic weapon was 
essentially the same as the military value of tube artillery and should be 
thought of in the same way.    About this time,  however,  a group of officers 
came to the top of the Army hierarchy who had the imagination and the 
desire to move the Army into the new era.    Such men as J.   Lawton Collins, 
Matthew B.   Rid.^way,   Maxwell D.   Taylor,  James M.   Gavin,  Anthony C. 
McAuliffe and Manton S,   Eddy--I cite these names only as examples--had 
the combat credentials,  won on the battlefields of WW II,  to bring them to 
positions of power and to give their opinions solid weight. 

The immediate problem facing the postwar Army was this.    There existed 
a new and complex weapon whose design,   manufacture,   application and 
potential effectiveness required a brand of technical and military expertise 
which the Army schools,  arsenals and laboratories did not then possess. 
The problem would become even more difficult as the Army was forced 
to assume responsibility for the defense of the Continental United States 
against this weapon.    In the months following the end of World War II the 
scientists who had left their universities to help win the war and who were 
responsible for the great technological advances of that war (the atom 
bomb,   radar,  ballistic rockets,  the bazooka,   FM radio,  the proximity 
fuse,   etc. ) returned in droves to their quadrangles and ivy-covered 
laboratories.    These engineers,  physicists and mathematicians were, 
of course,  the raw material from which Operations Research or Operations 
Analysis professionals had been and could be molded. 

The Navy and Air Force had tasted OR and found it good--both services 
moved promptly to re-establish a peacetime OR capability.    The Army 
finally asked the well-known scientist Vannevar Bush for advice as to 
how it might secure the services of the scientific community.     Bush stated 
flatly that the Army could not attract "name" scientists to Civil Service 
jobs because of the poor reputation Civil Service employment then enjoyed 
in academic and scientific circles.    He proposed that the Army use an 
established university as the "connection",  and that the new organization 



be independent,   nonprofit,  and dedicated by its articles of incorporation 
to operate solely for the Army.    The Johns Hopkins University,   close to 
Washington,  was selected as the contract and professional vehicle,   the 
Operations Research Office (ORO) became the name (a name indicative 
of the rising popularity of OR),  and the initial organizers and leaders 
came in from the Navy (where they had wartime service in uniform or as 
civilians).     I refer here,   of course,   to Ellis Johnson,   Lynn Rumbaugh, 
Jimmy Johnson and their cohorts.    The men named,  now dead,  were known 
to some of you. 

The Army wished to have access to scientists who could give technical 
advice on the atomic weapon,  as well as other novel and complicated 
devices in the offing,  and whose reputations and analyses would be useful 
in furthering Army claims to money and to new roles and missions.    To 
insure that this scientific serum was injected close to the brain,   ORO 
was specifically given the mission of providing support to the General 
Staff of the Army,  this with the clear understanding that each of the 
Technical Services would be responsible for generating its own "in-house" 
OR capability.     One should say in all candor that at this time the General 
Staff probably knew little about the burgeoning profession of "Operations 
Research" and cared less.    Its rather limited perception of Army OR, 
however,  would be promptly and drastically altered by two major perturba- 
tions in the international environment:   the creation of the North Atlantic 
Treaty Organization and the outbreak of the Korean War.     (We will return 
to these events in a moment. ) 

What did the party of the second part,  the newly-formed OR community, 
in and for the Army,  perceive as its mission and relationship with the 
uniformed,   "serving" Army?   In the first years of Army OR a standard 
exercise at meetings such as this was a long, tedious and--in my judgment-- 
quite worthless general session devoted to "defining" Operations Research. 
There were probably as many definitions as there were speakers at OR 
conferences in these years.    In general,   however,   the understanding of 
the Army OR mission was derived from British reports on the wartime 
employment of OR and from preachments to the Army OR community by 
American academic figures who at the time were fighting to gain some 
degree of autonomy for OR in the faculties of a few major universities. 
These leaders in the new profession (Killian,   Flood,   Morse,  Kimball, 
et aL)appeared regularly before Army OR   conferences and symposia, 
acted as paid consultants to the Technical Services and Army Scientific 
Committees and published textbooks and case studies on which the neophyte 



practitioner of Army OR cut his teeth.    Dr.   Morse put the scalpel to 
this whole business of definitions in the First Ordnance Conference on 
Operations Research at Frankford by begging the question; he said that 
the time for definitions was past and that "Operations Research is what 
OR workers do. "   A few months later Ellis Johnson,  then Director of 
ORO,  added another dollop of common sense to the turgid controversy 
over the new titles and definitions in a thoughtful and well-reasoned 
essay which discussed "Systems Analysis" and concluded that "systems 
analysis" was no more than Operations Research applied to large systems. 

Nonetheless,    despite much intellectual wheel spinning the OR community 
in and for the Army was in general agreement as to mission and methodology 
(this despite the continuing battle between those who wanted Army OR 
organized outside of the regular Army structure and those who wished to 
bring it inside of and make it a subordinate part of the existing Army 
civilian structure).     One may summarize as follows: 

a. OR practitioners were optimistic as to their future with the Army 
and the possibility of making major contributions to the Army (although 
few went so far in their optimism as Dr.   Killian, who told one Army 
Conference that "many of us feel that Operations Research is going to 
have a greater effect on the economy of the country than nuclear physics. ") 

b. Army OR types tended from the first to understand that operations 
should be looked at as a combination of men and equipment.     (This attitude 
coincided with the Army shibboleth that "we do not man our weapons, we 
arm our men. ") 

c. Army OR emphasized the use of parameterized models--usually 
written in mathematical form in this early period--and ultimately 
succeeded in introducing to the Army vocabulary and manner of thought 
this basic concept. 

d. The OR professionals with the Army believed that the Army would 
be best served if the advice provided was not biased by the OR type 
becoming personally engaged in the actual conduct of Army operations. 
Looking back in time,  one may think this was a very naive view of the 
practical world in which budget cuts and hiring restrictions would 
encourage the Army to use OR people as extensions of the overworked 
Army staffs.    Also,   it is quite true that some of the more academic 
types in Army OR could have profited from a "hands on" experience of 
the US Army.    Nevertheless,  the Army OR community was able during 



most of its first decade to get a more favorable reception of its recommenda- 
tions in the Army and provide the Army with more persuasive and cogent 
argumentation before the Office of the Secretary of Defense and the Congress 
because those who prepared the OR analyses were divorced from the conduct 
of and responsibility for on-going operations. 

e. The leaders in Army OR were convinced that the techniques of this 
profession could be applied to practically every problem which might 
surface in the Army or in the larger society of which the Army was a 
part.    Thus despite OR rosters in the early 1950's which consisted almost 
entirely of engineers,  physicists and mathematicians (with a few chemists 
thrown in as a nod to the Chemical Warfare Service),  there was a kind of 
"opportunism"--particularly at ORO--which said that whenever an Army 
problem of importance appeared and the expertise was lacking to tackle 
this,  then the answer was simple:   hire the man or woman who has the 
appropriate professional competence and eventually he or she will learn 
the basic OR techniques and tools. 

f. The OR community would offer the Army an introduction to the high- 
speed computer and modern computational aids as something more than 
huge and quick "numbers-crunchers" useful only for bookkeeping tasks 
and routine ballistic computations.    (If we remember the dramatic flowering 
of computer technology from 1950 on,  we can,  I think, give much credit 
to the OR community for the timely incorporation of these technological 
advances into the warp and woof of the Army establishment. ) 

g. I must mention one final perception of the role of OR in and for the 
Army,  which clearly manifested itself in the early years,  was accepted 
by the Army for more than a decade,  and to this day gives rise to bitter 
debate, professional feuds,and gross misunderstandings.    The early OR 
community in wartime Britain had established the principle that OR on 
military operations,  where human lives were in the balance,   must be free 
to conduct analyses without service bias or military control and present 
the results of such untrammeled research without leave from or sanction 
by intervening echelons of administrative authority.    With few exceptions 
the great British scientists had been able to make this demand for "free 
scientific investigation" stand,   even under the authoritarian conditions of 
wartime.    The military and scientific leaders who first brought OR into 
the US Army accepted the principle of free investigation and findings and 
subscribed officially,  as a review of Army Regulations and D/A Circulars 
published in the 1950's and 1960's will show,  to the slogan:   "The Army 
may tell the OR scientist what to do but not how to do it. "   It is true that 



the principle of free investigation often was honored in the breach rather 
than in the observance,  and that the degree to which military and adminis- 
trative controls were imposed on the individual researcher varied greatly 
between ORO and the Army in-house OR groups,  and indeed between the 
in-house laboratories,   institutes and arsenals themselves.    Often,  however, 
individual Army Staff officers and commanders in high quarters intervened 
to encourage individual and independent research within Army installations 
as a means of attracting or retaining high caliber personnel.    Thus,   the 
first directive permitting the diversion of 10% of total research funds to 
individually selected free research projects went first to the Army 
laboratories and only then was extended to cover ORO. 

You may think from the relative amount of attention I have given to the 
Army and to the Army practitioners,   in this review of early aims and 
perceptions of mission,  that the producer of OR understood the market 
better than did the consumer.    This certainly was the case during the 
period 1946--1948 when the Army was examining the desirability of 
bringing OR into the Army.    But the two perturbations in international 
affairs which I mentioned earlier, the creation of NATO in 1949 and the 
commencement of the Korean War in 1950,  drastically expanded the 
Army's mission and with this expansion brought the Army to turn more 
actively to its new OR capability,  to seek to use it,and to understand it. 
But,   of course,   this did not happen overnight. 

In 1954 at the First Ordnance Conference on Operations Research the 
Commanding Officer at the host installation--a colonel--excused himself 
at the very commencement of the one-day session because he had,  as 
he said,  "some very important meetings scheduled. "   Two years later 
at the Third Ordnance Conference,   convened at Rock Island Arsenal,   the 
Commanding General of the host Ordnance Weapons Command,gave the 
opening speech,   entitled "A Philosophy of Management",   in which he 
deplored the dearth of scientifically-trained people in the  Army and asked 
that specific OR projects be undertaken.     Perhaps these two gentlemen 
represented two different and competing segments of "Army" opinion. 
I suggest,  however,  that the passage of only two years in this first decade 
of Army OR probably explains these two drastically different attitudes on 
the part of the Army customer.     By the time of the First USA Operations 
Research Symposium,   staged in a three-day session at Durham in 1962 
with over two hundred participants,  the role of Army OR was of sufficient 
importance to call for a keynote address describing the use of Operations 
Research at a higher level,  that is,   in the Department of Defense.    By 
this time,  too,  the ties between the serving Army and Army OR were so 
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well recognized that General Ely,  the Director of Army Research,  felt 
it necessary to call for a re-examination of the roles of Operations 
Research in order to achieve concord with the three new major Army 
Commands which had just been activated. 

Now let me turn to the environment in which Army OR was structured 
and nurtured.    Recall,  if you will,  the posture of the Army subsequent 
to the signature of the NATO agreements and acceptance of the Lisbon 
Force Goals.    The  Army had expected a short tour of occupation duty 
in Europe like that following WW L     Suddenly the Army was charged 
with indefinite deployment on the European Continent, was handed a 
mission demanding constant combat readiness (only the constabulary 
squadrons had combat worth in 1949),  was forced to leave the defense 
of its flanks to other nations, was told as a matter of national policy to 
fight a desperate and hopeless delaying action against what would be 
overwhelming odds yet somehow gain enough time and save enough 
tactical cohesion to permit a stand on the west bank of the Rhine,  while 
NATO reserves mobilized and the women and children from the American 
garrison communities fled (as best they could) to Spain.     The "trip-wire" 
strategy then obtaining placed the army in the unenviable position of 
forming this "trip wire" with the lives of its troops and their familites 
and left the Air Force and its atomic weaponry to engage and destroy 
the putative enemy.    Here was the nub of the matter.    The so-called 
"single weapon strategy",  i.   e. ,   strategic reliance on US possession of 
the atom bomb and massive Air Force delivery of the same,  promised 
to reduce the Army to a supportive,  "spear-carrying" role.    Indeed 
there was some thought in high places that the Army should be restructured 
as simply a logistic and police force providing support to the Air Force 
and Navy.    And remember that the US Army also had to fight a war in 
this period,   clear across the world.    With the survival of the Army as 
the Senior Service in doubt,  and with accepted planning figures which put 
the Red Armies at the Rhine and the English Channel in five days or less, 
the US Army commands in Europe were willing and indeed anxious for 
advice and scientific support from whatever source.    So OR became a part 
of the US Army establishment in Europe.    The first formal Report ever 
published by ORO (ORO-R-1) was a multivolume analysis of the conduct 
of atomic warfare in Central Europe and for many years it provided the 
technical basis for the Army version of NATO strategic plans.    Army OR 
types in USAREUR and in Army Ordnance and Engineer installations at 
home collaborated in the search for ways and means to delay the anticipated 
onslaught of whole Russian tank armies,   or perhaps even halt the same. 



OR involvement in one area of Army interest quickly led to involvement 
in another,   sometimes of only tenuous connection.    The Truman doctrine, 
originally enunciated for Greece and Turkey,   brought the Army full tilt 
into the Military Assistance Program (MAP) as this contributed to the 
weaponing and logistic support for the NATO armies,  and cleared older 
equipment from Army inventories.     Large-scale analyses of the arms 
and reserve stocks held by NATO members led directly to OR tactical 
studies for USAREUR, which brought into question the assumptions 
underlying the NATO/MC Reports and the validity of the Force Tabs 
accompanying the same. 

From whence came the impetus for OR engagement in Army problems 
of the magnitude and importance of those referenced above?    The answer 
to this question probably should be the same as the answer to the classic 
Army question whether the impetus for supply should come from the 
front or the rear:   namely,   "it depends on the situation. "   In some cases 
the Army in Europe lacked the scientific competence to evaluate the 
potential effects radius of new weapons and turned to OR,   thus bringing 
the OR types into tactical and strategic planning.    In other cases the OR 
people turned the spotlight on problem areas which the Army had failed 
to recognize or had neglected,   for example,  the possible impact of 
refugee movements on D-Day deployment from the German Kasernes 
and the planned withdrawal to the Rhine. 

Now permit me to step clearly outside the bounds of Army OR as a 
profession and speak as a historian of the US Army in the Twentieth 
Century.    Recall that the United States Army emerged from World War II 
with all the prestige of a great victory,  that the armies in the combat 
zones clear across the globe literally collapsed in the rush under public 
pressure to demobilize,  and that the small regular Army cadre remaining 
had "battle fatigue" and could be pardoned if it wanted nothing more than 
to go back to the old peacetime way of soldiering.    It is my judgment as 
a military historian that,   given these conditions,   the US Army made a 
truly remarkable and generally successful effort to shed its features as 
a World War II fighting force and enter the Atomic Era with minimal 
hesitation and delay.     For the most part this transition was prompted by 
the new demands of the Army's role in NATO:   a theater in which Army 
OR was consciously and successfully employed.     I conclude,   therefore, 
that Army OR must be given a full share of credit for the post-WW II 
modernization of the US Army. 
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We need give little attention to the effects of the Korean conflict on the 
Army/OR relationship.    The OR participation in the Korean War was far 
from negligible--well over a hundred Army OR types received UN 
recognition for service in Korea.    However,  the revival and restudy of 
the Korean OR reports during the recent combat in Southeast Asia 
probably has given most of you an appreciation of the OR effort in Korea. 
In general those analyses used standard OR methods to examine infantry 
weapons,  artillery fire direction,   signal communications,  tank kills and 
battlefield illumination,  and to effect changes in the field.    In three areas, 
however,   new ground was broken.    S.   L.   A.   Marshall,  a consultant with 
ORO,  took the cultural mumbo jumbo and psychological claptrap out of 
the popular explanations of the way the Chinese fought and reduced the 
same to a common-sense exegesis of Chinese tactics and combat 
techniques.    For the first time in the history of the US Army statistical 
analyses using OR methods were made on the "behavior"--mentally, 
emotionally,  and physically--of the individual man in combat.     Finally, 
the OR analysts were able to create a "factual" picture of race relations 
under combat conditions which dispelled many cherished myths and had a 
direct effect on the way in which the Army took the lead in implementing 
the Truman Executive Order ending segregation in the Armed Forces. 

We now come to the era of these Annual OR Symposia and each of you can 
be his own historian, .evaluating success or failure as your own experience 
and prejudices dictate.     When the First Symposium convened in 1962,  and 
those present called on the leadership of the Army to make this an annual 
event,   OR had grown in stature great enough to attract close scrutiny by 
the DOD,   Bureau of the Budget and the Congress.    The keynote speaker, 
therefore, warned that the evaluation of the role of Operations Research 
in the Army would no longer be left solely to the Army. 

What,   in general,  were the paramount features of the environment in 
which this evaluation from 1962 to the present would take place?   I see 
them as follows: 

a.     ORO lost its position of leadership in the Army OR community as its 
founder and Director,  Ellis Johnson, was dismissed and the association 
with the university was terminated.    Although personally painful to many, 
what happened in this case was common experience in the early '60's in 
the Board Rooms of American industry and education:   The rugged 
individualist Who built with his own hands and "crusaded" for the freedom 
to build in his own image had too often proved unable to administer the 
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"institution" he had brought into being or sustain it by ad hominem 
tactics.    The conventional solution in these years,  as the Harvard 
Business School noted,  was to replace the individual with what has been 
styled as "faceless management",   and so it was when the Research 
Analysis Corporation succeeded ORO.    Naturally there was much 
fishing in these troubled waters by those in the Army who wished to 
destroy the special status originally accorded ORO and by the profit- 
making OR corporations who resented the "nonprofit" concept and 
actually raised a "war chest" of several thousand dollars to finance 
the attempted subversion of ORO/RAC in the Army and in the Congress. 
There would be a ten-year reprieve,  however,  before the Army finally 
abandoned its original concept of a not-for-profit organization and, 
interestingly enough,   some of the most innovative applications of OR to 
formidable Army problems took place in these years.     Parenthetically, 
I notice several presentations by the General Research Corporation, 
successor to RAC,  on our program. 

b. Robert McNamara introduced into the defense establishment an 
insistence that "facts" replace "experienced military judgment" in the 
decision-making process,  and made the critical analysis of alternatives 
a mandatory way of life in the E Ring of the Pentagon.    Although Army 
OR sometimes suffered by reason of "guilt by association" with the 
"Whiz Kids"  in OSD,   on balance one must say that the McNamara Era 
saw Army OR increase in usefulness and in stature.    Those in the Army 
who hoped that the McNamara insistence on factual analyses would 
disappear when McNamara left the Pentagon missed the point.    American 
industry,  transportation,  government (at all levels),  the Navy and the 
Air Force had turned to analytical and computer techniques as unavoidable 
and useful in the solution of the complex problems created by the new 
technologies and the new demands of an expanding society.    Army planning 
and management willy-nilly,  with or without McNamara,  would have to 
walk the same road. 

c. The war in Viet-Nam preoccupied the Army for nearly twelve 
years and ended without victory in the field,  this for the second time in 
two decades.    The Army,  as usual,   had provided the bulk of the forces 
and sustained the bulk of the 46, 000 battle deaths,  but the Army had not 
solved the problem of fighting this kind of war.     OR was little utilized by 
the Army in Viet-Nam nor,   in contrast with Korea, did the OR community 
make a concerted, high-level attempt to find an entry to that theater. 
The OR types,   in their sphere,  were no more successful than the Army 
in getting a handle on this kind of war,  as witness the abortive attempts 
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to simulate on the computer or produce a model of the combat in Viet-Nam. 
It is true that the use of OR techniques and personnel in the Howze Board 
did contribute to the emergence of the helicopter in Viet-Nam.     Costing 
techniques used by OR types got an accurate fix on the actual dollar value 
of US military support to specified parts of the South Viet-Nam war effort. 
And OR-developed reporting systems permitted the Army commanders in 
the field to evaluate the expenditure of artillery ammunition and isolate 
the causative agents in the battlefield attrition of equipment.    Nonetheless, 
OR,  like its Army partner,   cannot point with satisfaction to its role in 
Southeast Asia. 

d.    There was little time for either the Army or its OR assistants to 
indulge in introspection or recrimination as the Viet-Nam conflict dwindled 
away.    A new phenomenon appeared on the Army horizon called "inflation. " 
The Army and its OR establishment have developed protective procedures-- 
sometimes effective,   sometimes not--against budget cuts.     Neither, 
however,  has thus far produced acceptable and defensible methods for 
projecting the impact of inflation on future Army budgets.    Neither has 
demonstrated a clear understanding of how tradeoffs,   in an era of runaway 
prices,   can best be determined between the procurement of very expensive 
nuclear weapons and the acquisition of larger numbers of cheaper conven- 
tional weapons.    Also,  I am concerned,  as are other old friends of the 
Army,  as to whether or not the Army and Army OR are readying the 
intellectual tools which will be required if the United States Army is to 
make its voice heard and respected in the reassessment of national 
strategy which the parlous state of our economy surely will demand. 

At the end of a quarter of a century,  Army OR,  I believe,  has the potential 
of playing a role far more important than at any time in its first twenty- 
five years.    We leave the next speaker to predict whether or not that 
potential will be realized.    But I question whether Defense Secretary 
Schlesinger1 s warning that the Army cannot afford "ossification",   and 
his admonition that the Army must show itself "capable of imaginative, 
innovative and nonroutine responses" to current problems,   is in any 
degree answered by the repetition ad nauseum of the question:   "What 
has Operations Research done for you lately?" 

Instead,  I suggest that we should,  as Bing Crosby opined,   "accentuate 
the positive. "   Instead of dwelling on what OR has not been able to achieve 
in previous years and rather than giving undue credence to those who 
reject OR in the Army,  the US Army must accept the premise that OR 
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represents a serious and usable approach to complex but soluble problems 
and is here to stay.    From this premise the Army should make a firm 
commitment (a) to sustain a viable,   cohesive and prestigious OR capability 
(no matter where currently it may be found or what its antecedents) and 
(b) to employ this capability in a rational,   consistent,   continuous and 
optimistic manner with priority application on those problem areas where 
the national stakes are the highest and where the future of the United States 
Army is most in question. 
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PRESENT & FUTURE ORSA TRENDS 
A FORECAST FOR THE US ARMY 

ABRAHAM GOLUB 
Technical Advisor to the 
Deputy Chief of Staff for 
Operations and Plans 

I always welcome the opportunity to talk about ORSA in the Army. 
The Army was the first of the services to perform formal ORSA work.  I'm 
proud of that fact, and I'm proud of the Army's record in this area.  I 
also welcome the challenge of making some forecasts and predictions 
about Army Operations Research in the future.  I recognize the clear 
danger that some years from now someone will look up my remarks today 
and regale an audience with the disparities between today's predictions 
and the realities of that time. 

Well, I refuse to worry about that — it's happened before and I'm 
sure it will happen again.  Let me give you a quick example:  I recall 
an AMC System Analysis Symposium that was held in November 1968.  General 
Bunker of AMC was the opening speaker.  He warned the audience that such 
symposia could become a rarity in the future because President-Elect 
Nixon had just indicated that he would reduce the importance of systems 
analysis in the DOD and return more of the decisionmaking authority and 
responsibility to the military.  Later that same morning Dr. Alan 
Enthoven gave an address during which he singled out the CHEYENNE 
Helicopter as a shoo-in that would greatly enhance our combat capability 
in the 1970's.  That afternoon I gave an address titled "Operations 
Research in AMC - Past and Future".  And although I made some suggestions 
of ways that AMC could further improve their contribution to Army O.R., 
I warmly applauded their past performance and confidently predicted that 
AMC would continue to do great work. Well, obviously all of us were a 
bit wrong — even Nixon. 

As one of the early practitioners in this business of ours, I 
especially enjoyed Dr. Cole's historical review of Army Operations 
Research.  I feel he did a splendid job of setting the stage for my 
remarks on current and future trends, I should like to start out by 
commenting on a trend that is already several years in being and which 
I strongly believe we should reverse as soon as possible. 

I am talking about the recurring self-deprecating dialogue which has 
become the vogue for far too many elements in the Army.  To engage in 
self-examination is always, of course, desirable.  It becomes unhealthy, 
however, when such self-examination results in dialogues which 
increasingly distort the image of the Army, or in this case, the Army's 
study effort.  Once started, such dialogues have a natural tendency to 
become overcommitted to self-criticism and, when that happens, it does 
so at the expense of an honest search for solutions to the real problems. 
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It's fairly clear how some of these attitudes developed.  In the 
decade of the sixties, under the combined influence of Secretary 
McNamara's support, Dr. Enthoven's publicity, and expanding budgets, 
"ORSA Activity" simply mushroomed.  From my various vantage points in 
Aberdeen, in the Army Secretariat and the DA Staff, I watched all this 
happen with mounting concern over the general lack of what might best 
be called "Quality Control".  Now I don't mean to say that everything 
that was done in that era was bad, but it seemed like every job shop in 
the country could get a piece of the action by simply advocating a 
"Systems Approach" to any problem. 

The net results of this surge of activity under the banner of "ORSA" 
can be summarized in three brief statements: 

1) The number of people who could claim ORSA experience and ORSA 
qualification on their resumes had multiplied to unprecedented levels. 

2) There was a great deal of work done that ranged from marginal to 
simply "bad". 

3) Criticism of the newly enlarged "ORSA Community" mounted to the 
point where even congressional leaders and the President-Elect got on the 
bandwagon. 

In the two or three year period centered around 1970 many members of 
the Military ORSA Community began to react to the mounting criticism. 
Several symposium themes or principal addresses had titles like these: 

1) An Assessment of the Current State of Military Operations 
Research 

2) The Value and Limitations of Studies and Analyses Directed to the 
Senior Government Decision Makers 

3) Challenges in Military O.R. in the 1970's 

4) Ethical Problems in Military Operations Research 

5) On Professionalism and Ethics 

Clearly we were listening and accepting much of the criticism but 
unfortunately, our reactions were really overreactions which largely 
placed us on the defensive.  It was about this time that I began 
boycotting as many of these symposia as I could, and when I couldn't 
escape I spoke out to urge that the ORSA Community stop beating itself 
about the head and put a halt to all their self-deprecating activities. 
And I do so again today. 

It bothers me to see that we are apparently still on the defensive; 
still blaming ourselves.  Even the theme of this symposium, "The Value 
of Operations Research to the Army" was born of negativism.  Unfortu- 
nately, to this day there are those who still question the value of 
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0. R. To me that Is no different than questioning whether or not there 
is value in thinking. Let me ask: When the optical society meets or 
the metallurgists convene, do they adopt themes challenging the very 
need for their professions? Of course not.' What I am pointing out, is 
that there is no reason to challenge ORSA as a professional activity. 
ORSA is valuable!! As far as I'm concerned that's a given!.' 

Our problem, as in every discipline, is that there is good ORSA, bad 
ORSA, and a fraction that falls somewhere in between.  Our goal, of 
course, is to minimize the bad — and we've been making good progress 
toward that goal.  The recent cost and operational effectiveness studies 
on the Heavy Lift Helicopter and on BUSHMASTER may have had a few 
blemishes — and perhaps the tools used weren't the best possible — 
but, nevertheless, the results sufficiently and objectively illuminated 
the issues and alternative courses of action.  Even if they had been less 
adequate they still would have served a useful role by forcing others to 
think hard about the deficiencies and issues not satisfactorily addressed. 
Last year's HELLFIRE study was an example of this.  That study managed to 
surface, but leave unanswered, a number of important issues. This 
helped us to initiate certain field tests which are providing valuable 
inputs to a second and much more meaningful examination of the system. 
In line with my appeal for positive thinking and discussion, I was 
especially encouraged at last year's AORS Symposium.  As General Chairman 
I was privileged to move freely about and sample most of the working 
groups in action. What I heard time and time again from the speakers 
was an attitude that can only be described as, "Look at what I have done 
- and I think it is good".  That was great; it was most heartening.  I 
fully expect you to hear more of the same at this symposium - despite 
the negative interpretations some may have put on the announced "theme". 

As a final comment on this business of self-criticism, I reject the 
notion that we need to establish academic criteria for professionalism 
or a formal set of ethical standards.  I maintain that in the years 
ahead the most stringent performance standards will be met by Army ORSA 
analysts through peer group pressure and by our structured system of 
reviews.  (SAGs, IPRs, ASARCs, etc.)  I believe the word is already out 
that you are likely to be shot out of the saddle if you report an 
inadequate analysis to any of these groups.  Thus, by internally 
developed procedures we automatically institute standards of 
professionalism and ethics.  There is no need to adapt testing 
procedures and licensing criteria. 

A few moments ago I gave you a sample of some symposium themes and 
addresses that included the title, "Challenges in Military O.R. in the 
70's".  I researched this particular item (actually it was a 1971 panel 
discussion) to identify what were then perceived as some of the major 
challenges.  I made a partial listing — in no particular order — 
simply to give you a flavor of what some leaders of the ORSA Community 
saw as some of the problems and challenges confronting us nearly four 
years ago.  I have taken the liberty of slightly re-phrasing some of 
these challenges to put them in the common format.  It's easier to show 
you these on a slide than to read them all   
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CHALLENGES IN MILITARY 0oRo IN THE 70'S 

THERE IS A NEED TO: 

O DEFINE THE TYPE OF SERVICES WE ARE PROVIDING 

O PURGE THE ANALYTIC QUACKS AND EARN GREATER CREDIBILITY 

OSHARPEN UP THE PROCEDURES AND TECHNIQUES WE NOW TAKE FOR GRANTED 

O USE MILITARY OPERATIONS RESEARCH RESOURCES MORE EFFICIENTLY; ESPECIALLY COMPUTERS 

O REMOVE OBSTACLES TO INNOVATION IN ORSA 

O DEVELOP A CODE OF ETHICS TO BE APPLIED TO CONTRACTOR ORGANIZATIONS 

OADAPT TO CHANGE IN THE DEFENSE ENVIRONMENT AND DECLINING DEFENSE FUNDING 

©DEVELOP A HIERARCHY OF MODELS WITH VARYING LEVELS OF RESOLUTION 

O DEVELOP A DISCIPLINED SET OF MEASURES OF EFFECTIVENESS APPLICABLE TO ARMY SYSTEMS 

OGAIN A BETTER UNDERSTANDING OF THE WAYS IN WHICH NIGHT OPERATIONS DIFFER FROM 

DAY OPERATIONS 

© STRUCTURE A BETTER FRAMEWORK AND METHODS FOR STORAGE AND RETRIEVAL OF THE 

ACCUMULATED BODY OF ORSA WORK AND KNOWLEDGE 



Now I have no intention of addressing this list on an item-by-item 
basis. My purpose in mentioning these recent challenges is simply to 
let us see, in general, how future trends as I see them will work 
toward meeting these and related challenges. 

Now, as to the future!  Certainly the most prominent and the most 
critical trend impacting on Military O.R. is the decreasing defense 
budget.  In actual purchasing power it is lower than at any time in the 
past quarter-century.  How low it can get is anyone's guess, but it 
seems likely that it will bear its share of the nation's economic 
burden in the immediate years ahead.  In fact reduced defense spending 
is, already a five year old trend.  Barring overt acts of aggression by 
potential enemies, I see nothing in the political and social fabric of 
the nation that will reverse this trend.  This trend impacts on Army 
Operations Research in two principal ways:  First, ORSA activity will 
have to continue to adapt to reduced funding, and secondly the reduced 
funds to support new R&D starts on weapon systems and maintenance of a 
reasonably structured Army will require a much better analytical batting 
average than ever before.  Because we will have fewer opportunities to 
begin new programs, we will have to get a higher increment of effective- 
ness from those that we do, and that means we who analyze will have to 
do better and 'smarter work'. With respect to materiel systems, we will 
be helped in this by our new materiel acquisition procedures which most 
of you are just learning about now.  Those procedures have built into 
them a more deliberate, a more cautious, approach calling for intensive 
analysis and testing before proceeding into hardware development.  They 
also require periodic reviews and updates of the COEA's prior to the 
final commitment to go into production.  This will give us more time to 
make certainties out of the uncertainties and there should be no excuse 
for not doing "smarter" analyses. 

The continuing trend toward fewer dollars to support Army Operations 
Research means that fewer tasks and studies can be undertaken. That will 
force us to be more critical and selective in choosing which one to fund. 
From the standpoint of quality, however, it should enable us to 
concentrate our best resources on the fewer but very important studies. 
This reduced level of effort has already had a major impact on the 
amount of work we will contract out.  I have not attempted to quantify 
this, but the reduction thus far has been quite significant, and I do 
not see this as a trend that will be reversed.  Actually, and although 
I personally hate to see it happen, I am convinced that we will shortly 
be entering an era of near-zero contractual effort.  I can tell you 
today that we at HQ are already planning against that eventuality — 
and I advise you to seriously do the same.  That era is coming and you'd 
better harness your in-house resources, accordingly. 

Fortunately, the organizational changes within the Army during the 
past 18 months anticipated the aforementioned trend.  The establishment 
of the Concepts Analysis Agency, TRANSANA in the Training and Doctrine 
Command, the Operational Test and Evaluation Agency, together with 
AMSAA consolidate many of our O.R. and test functions and 
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responsibilities.  These organizations will provide a much-strengthened 
in-house capability.  This centralization of our in-house talent will 
give the Army the organizations which not only can manage and conduct 
large segments of the O.R. effort, but which can also act as the 
essential "Colleges" in which newcomers to the field can learn the 
trade.  The Army Materiel Systems Analysis Agency, born of the Weapon 
Systems Laboratory at BRL, is the prototype of this type of college. 
Apprenticeships at doing O.R. studies are fairly long, but the resultant 
talents and skills are very good indeed.  I look for much the same level 
of quality in education and training over the next few years from CAA, 
TRANSANA and OTEA because of the amount of experience and talent we are 
consolidating in these organizations.  Ladies and gentlemen, as trends 
go, this is a darn healthy one. 

For years it was common in meetings such as this to speak of 
"Practitioners" and "Clients" as two separate populations.  The con- 
tractors, as practitioners, performed operations research studies on 
behalf of the military services and the OSD offices and agencies who 
were the clients.  Although it was not entirely true that the clients 
never practiced, the distinction was reasonably valid because the ORSA 
types in the services were quite fully occupied reviewing the prac- 
titioner's work.  This is rapidly changing.  It has to!  The Army 
organizations I mentioned a moment ago are and will continue to be full- 
fledged practitioners.  While it may still be valid to think of the DA 
Staff and the Army Secretariat as clients, the practitioners are now 
really part of the same family.  And, 1 think that's a darn good trend. 

One of the major developments of the past few years that has made 
this possible is the increase in the number of "Green Suiters" officers 
who are ORSA trained and qualified.  Prior to 1968 there was only a hand- 
ful of Army officers with ORSA credentials.  Scattered as thinly as they 
were among the Army Staff and major commands, they could do little 
except review other people's work.  Today there are nearly 600 Army 
officers on active duty with graduate degrees in Operations Research, 
and more are being trained each year. With this kind of talent to add 
to the civilian resources, it is not surprising that organizations like 
CAA and TRADOC are beginning to produce quality work.  My own observation 
is that the ORSA trained Army officer brings his own special enthusiasm 
and specialized knowledge of the military which effectively complements 
the civilian's longer experience and continuity.  They work well 
together, and the best part is that more and more of these young 
officers are being given the opportunity to be practitioners.  In this 
regard, we are beginning to enter another interesting phase: The first 
of these ORSA trained officers are beginning to enter the 0-6, 0-7 
grades.  In the years ahead, their increasing influence in more 
responsible positions signals, not only a more perceptive and more 
penetrating review of the fine grain detail of our analyses, but also 
a better understanding and acceptance of our products.  I personally 
fought against great odds to preserve the ORSA career program — I won 
that battle — and I'm darn glad about that. 
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You will recall from that earlier listing of challenges on the slide 
that there were several that called for greater efficiencies in the 
performance of our work.  One trend that I see developing, and that 
clearly works in the direction of improved efficiency, is that one of 
"Standardization" within our COEA's.  TRADOC has developed a set of 
standard scenarios for use in computer simulations.  These include 
nominal Blue and Red forces with weapon types appropriate to the time 
frame, and detailed terrain data for representative battlefields in 
different parts of the world.  The user of these standard scenarios can, 
of course, introduce variations in forces, weapon mixes or tactics to 
suit his particular needs.  However, these scenarios have a healthy 
capacity for the integration of our efforts.  Somewhat the same thing 
is happening with regard to simulation models.  From the earliest 
planning for the creation of the Concepts Analysis Agency I have 
advocated making CAA the lead laboratory for all Army force analysis 
and force structuring models.  Although this is obviously going to take 
a while, we are making it happen. Now, don't misunderstand what this 
means; CAA is not going to do all force analyses in the Army.  They will 
become the focal point for collective knowledge about all such models, 
and for maintaining up-to-date information on inputs and model improve- 
ments.  This should make available the best force structuring models 
for major studies and should lead to a better, and commonly shared 
understanding of these models throughout the Army ORSA Community. 
Incidentally, we are now examining a plan to designate some of the 
other major Army study agencies as lead laboratories in other subject 
areas. 

A recent innovation to the Cost and Operational Effectiveness 
Analyses being conducted in the Army is the establishment of a "Red 
Team" to work in parallel with the main study group.  The Red Team 
provides a vital new dimension to these study programs by assuming 

the role of the resident "Devil's Advocate".  Their charter permits 
them to challenge any aspect of study such as:  assumptions, costs, 
force deployments and so forth, on the grounds of accuracy, realism 
or even just good common sense.  One of the ways Red Teams may make 
their most significant contributions will be to insure that the Enemy 
Forces are made to act and react with intelligence in our war games 
and simulations.  I think the addition of the Red Teams to the study 
and analysis process will provide valuable and broadened insight into 
many of the new and sophisticated weapon systems under study.  They 
will also serve to lighten the burden of the small managerial and 
review group at Headquarters, DA, who traditionally have had to perform 
this same function. 

There is another category of operations analysis that is relatively 
new.  It is called "Net Assessment".  While it may not exactly qualify 
as a "Trend", it is currently in vogue and it could very well become 
part of our stock in trade.  Net assessments, which were initiated or at 
least promoted by a Blue Ribbon Defense Panel in 1970, were defined as 
integrated systematic analyses of existing and proposed programs as 
they established capabilities and limitations of the United States 
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versus possible antagonists.  Simply stated, the objective of Net 
Assessments is to identify asymmetries in military capabilities that 
can be exploited or need to be remedied by changes in governmental 
programs or allocation of resources. 

The initial work on Net Assessments was performed at the highest 
level — the estimation of relative balances of power or of critical 
elements of power, existing or projected, among nations or alliances. 
Since then, concepts of Net Assessment have been broadened and extended 
to serve a range of purposes, including the future effectiveness of 
military force elements and Net Technical Assessments of particular 
classes of military equipments.  So far, the principal impetus for this 
work has been from OSD.  Some recent and current examples of Net Assess- 
ments that the Army or outside contractors have worked on include: 
Artillery, ICM and ICCM, Tank-Antitank, Chemical and even one on Tank 
Crew Training.  In some ways all of this may not be very difficult from 
assorted "Special Studies and Analyses" we have all done from time to 
time; it's just that we didn't have a good, all encompassing name for 
this kind of work.  Nevertheless, it is more formalized now and the 
primary user of the results is OSD — not some intermediate level of 
Army management.  It is very important, therefore, that O.R. analysts 
participate in these Net Assessments to insure that the proper judgments 
and inferences are brought out and the limitations of the assessment are 
made clear.  I caution, do not write these off as simple data-gathering 
exercises. 

There is another area of work that is likely to become a growing 
trend, because I plan to do all I can to make it happen.  I'm talking 
about analyzing current operations.  It seems that the bulk of the ORSA 
work in progress today is oriented toward 1977 and beyond.  Who is 
studying today's Army operations and activities to make them more 
efficient and effective? Let's talk about a typical tank battalion in 
Europe for example: 

• What is their week-by-week activity profile? 

• How far do their tanks travel each year?  By road march?  By rail? 
At what cost? 

• What are the spare parts costs? 

• How frequently must the tanks be overhauled? At what cost? 

• How much training ammunition is used? What does that cost? 

I happen to have obtained some of the answers to these and many 
related questions because I became involved in a special project for 

the Under Secretary of the Army just a few weeks back.  It was an 
interesting and informative exercise.  The answers to the questions I 
have just presented can be obtained.  In fact, you can get them very 
gradually by going to AMC, HQ USAREUR, DCSLOG, etc. The interesting 
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and curious thing is that no one is really both collecting and analyzing 
these kinds of data; no one is really challenging the current practices; 
no one is asking the provocative questions about how current practices 
might be made more efficient and more economical.  Many of these kinds 
of data are being accumulated under various existing Army procedures. 
They can be obtained and they are amenable to thoughtful analysis, but 
no one seems to be doing it.  Now, I will concede that this type of 
work is probably less glamorous (and less publishable) than an elegant 
mathematical treatise.  However, it could be a heck of a lot more useful 
to the Army.  For example, when you consider the fact that the Army's 
maintenance costs have been running at 20% or higher of the total Army 
budget for the past five years, you can begin to appreciate the dimensions 
of what 1 am talking about (and I might note that ammunition costs are 
not a part of this — they are in addition to the maintenance costs). 
In comparison, total Army R&D budgets are only at about one-third the 
level of the maintenance costs.  The message is clear:  If we can shave 
10% from the maintenance costs without significantly affecting 
operational capability, then we should be able to expand in other 
demanding areas.  I hope that a number of you will leave here with a 
resolution to delve into this subject of current operations.  Believe 
me, it is a fruitful area of study. 

I think it's time I began to wind this up.  There are a number of 
other topics I could have expanded upon, but I will just mention these 
in passing: 

• Urban Combat - This is gaining increased attention, and its 
complexities are a real challenge. Much work in this area is needed. 

• Increased reliance on field testing, and the potential for testing 
and simulation to support and augment each other. 

• Earlier and more detailed incorporation of the logistical 
implications of adoption of new materiel systems. 

• Night Combat - In terms of modeling or simulating this we are not 
much better off than we were five years ago. Meanwhile the quality and 
performance of night vision equipment has drastically improved. 

• Survivability is something we will be hearing more of and paying 
more attention to in the future.  I'm speaking about survivability In 
its broadest sense — encompassing passive protection, signature 
reductions, camouflage, redundant systems, field expedients, etc.  I'm 
willing to predict that we'll hear more on this as early as tomorrow 
afternoon. 

• Risk analysis - This was the theme of AORS XI in 1972.  I should 
know - I gave the keynote speech.  This has been evolving rather slowly, 
but surely.  I envision the day — fairly soon — when a formal technical 
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and economic risk analysis will be a part of the concept formulation 
package for any new system. 

I'd like to take just a moment or two to summarize my remarks and 
attempt to point out where we are headed in Army Operations Research. 

• There has been a significant trend toward consolidating Army ORSA 
activities within the Army with a corresponding reduction in the use of 
outside contractors.  Contractual efforts will enter a near-zero era. 

• One of the primary reasons this is possible is the sizable growth 
over the past six years of ORSA - qualified Army officers.  They are 
beginning and will continue to enter the group of General Officers. 

• There is a definite trend toward standardization of scenarios, 
models and analytical methods. 

• The quality, quantity and health of the ORSA Community is generally 
good. We need no control mechanism to insure professional performance — 
we have become self-disciplining and self-regulating. 

• The defense budget, and indeed the social climate with regard to 
defense spending, will inescapably impact on our profession, the 
dimensions of the work we do and the environment in which we work.  I'm 
afraid that we are in for an extended period of belt-tightening; our 
work must be much more selective and a lot "smarter". 

• Some of the buzz-words of the next 4-5 years will likely be: 

- SURVIVABILITY 

- NET ASSESSMENT 

- OPERATIONAL TESTING 

- DECISION RISK ANALYSIS 

- NIGHT COMBAT 

- URBAN COMBAT 

- RED TEAMS 

And finally: 

- ANALYSIS OF CURRENT OPERATIONS:  It's a must, a need, 
and we will be doing much of it in the future. 
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On the whole I'd say that Army Operations Research is improving in 
quality, is gaining more credibility among the top decision-makers, 
and has some promising new directions to move into. Most importantly, 
it is gaining increasing respect and attention from the decision-makers 
— and that's what it's all about, isn't it? So let's stop beating 
ourselves over the head. 
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ORSA HELP IN MANAGING THE ALL VOLUNTEER ARMY 

BANQUET SPEAKER 
MR. PAUL D. PHILLIPS 

DEPUTY ASSISTANT SECRETARY OF THE ARMY 
(MANPOWER AND RESERVE AFFAIRS) 

Thank you very much for the kind introduction.  It is a great pleasure 
for Mrs. Phillips and me to be here - our first visit at Fort Lee. We've 
been delighted with the hospitality shown us.  Mr. Newman, General Hallgren, 
General Graham, General Camm, other distinguished visitors at the head 
table, at the symposium this morning I was delighted to hear my old friend 
and mentor, Dr. Cole, my West Point Classmate, General Miley and an 
associate of many years standing, Abe Golub. We have heard about the 
past of ORSA, we have heard of the prediction of the future of ORSA. My 
subject tonight is ORSA and management of the All Volunteer Army, which 
is the present of ORSA. You heard Abe Golub say this morning that he 
thought there was a great deal of work to be done in OR in the present. 
Unfortunately he cited the operations of a tank battalion as a suitable 
place for that to start. My thesis is that the right place to start is 
in manpower management. 

Now this after dinner speaking is rather a new forum to me, typically 
I have a lecture at a War College or at Leavenworth or somewhere else 
and there is a question period so I am fairly circumspect in what I have 
to say.  Tonight, not being that constrained, I'll be somewhat contentious, 
I hope. 

Secretary Callaway spends between 65 and 70 percent of his time on people- 
related matters involving making the all-volunteer Army an unqualified 
success, a reality.  That leaves about 30% of his time on the kinds of 
things that you usually deal with, force structure, R&D, procurement, 
planning, programming, budgeting, and legal matters that don't have to 
do with the all-volunteer Army.  How much ORSA effort is being spent 
in support of Secretary Callaway and his tough decisions? My thesis is 
not nearly enough, particularly when, as General Miley correctly stated, 
well over half of the Army budget is spent on people and people-related 
things.  And I'm talking about people taking well over half of the budget 
not counting the people-related part of O&MA. 

Not quite two years ago now we got into a brand new ball game, brand new 
rules, brand new problems.  Overnight our least expensive, least worrisome, 
easiest to manage resource became our most precious, most worrisome, most 
difficult to manage. During the draft we simply had to call on General 
Hershey to send us how ever many men we wanted, whenever we wanted, where 
ever we wanted.  This permitted our training base to run on essentially 
an even flow basis, being perturbed on slightly to permit us to replace 
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people in units as they left the Army. Moreover, General Hershey sent 
us a rather consistent and representative cross section of the military 
age population.  They were qualified to fill all the hard and soft skill 
MOS vacancies that we had. Under these circumstances you would be right 
to assume that recruiting, making service life attractive to the junior 
enlisted men, the need to entice young men into the less desirable but 
essential skills such as infantry men, tanker, and artillery men were not 
among the Army's higher priority problem.  Suddenly when we stopped 
drafting we discovered seasonality. Not many people want to join the 
Army in the months of February through May.  The best and the most join 
through June to September and again in January.  From being a very simple 
task to match a vacant school seat with a qualified student, it became a 
very difficult task.  From being a very simple task to replace losses in 
units as they occurred, it became a very difficult task.  From being able 
to get by with a small, second rate, poorly housed, recruiting force, it 
became necessary to establish as a top priority getting a large highly 
motivated, superbly trained, superbly housed and superbly led recruiting 
force.  From being able to ignore career attractiveness, it became necessary 
to analyse what it was we were offering, to improve on it, and to present 
it in the best possible light. And that meant a fourteen fold increase 
in our advertising budget.  We now spend about forty-three million dollars 
a year in advertising and we decided to do that without benefit of ORSA, 
unfortunately.  From being able to ignore high school guidance counselors, 
parents of potential enlistees and their coaches—those that influence 
the youth—we found that we have to find ways to get them to work with us. 
Suddenly too, commanders in the field, for example a Division Commander, 
were told if you want to Command this Division get out and recruit it. 
So recruiting became everybody's business. 

Now in achieving the success that we had in fiscal '74 (and»by the way we 
were the only service of the four who reached their legislative end strength 
as of last June 30th and this success is continuing into this fical year), 
we took, again without benefit of any ORSA help because of the time involved, 
a number of costly actions and a number of nominally low-cost actions which 
nevertheless have reduced considerably our managerial flexibility and our 
efficiency.  Thus, whereas before we decided where a man would go and 
what he would be trained to do, we find now that he and increasingly she 
tells us what they will do and where they will go and this in a written 
contract that is morally and legally binding.  As is readily apparent these 
new rules and constraints don't leave very much room for error.  They 
presume we know today how many men and women we ought to start training 
tomorrow in which of about 800 skills to fill vacancies that will occur 
up to a year from now in an Army the size of which and the force structure 
of which will certainly change at least once between now and then by action 
of Congress and more frequently by other people, notably the Deputy Chief 
of Staff for Military Operations.  If we make a mistake it is pretty costly. 
We either have a skill mismatch and have wasted a lot of training money 
or we have a breach of contract and we have to discharge the soldier or 
we have a disgruntled soldier who is not likely to reenlist. 
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To help manage under the changed situation that I have described and to 
come as close as possible to putting the right face in the right place 
at the right time which is all the Deputy Chief for Personnel has to do 
to be successful, we invented a number of new policies all of which were 
costly as I have indicated and all of which are in jeopardy now by opponents 
either within the Army or without.  I want to talk briefly about a few of 
these.  As 1 do 1 am sure you will see where we might have been able to 
benefit by an ORSA analysis and where we may still be able to benefit 
as we try to defend what we have done.  First, we fought for and we got 
an enlistment bonus, first of all for the combat arms for which we always 
seem to need an edge in the marketplace over the other skills and the 
other services.  Later we got the bonus for a limited number of hard to 
fill, hard skills which require long difficult training and high mental 
capacity.  The bonuses are offered only to upper mental categories who 
are high school graduates and who agree to serve for four years.  We use 
about 50 million dollars of our precious money for this program and as I 
have indicated there are those who would terminate it.  That's why I have 
asked the Concepts Analysis Agency to develop models to determine when an 
enlistment bonus is cost effective.  (That study was one (and as far as 
I am able to determine the only one) of seventy items that were listed in 
your seminar topics.  So, I guess during this symposium manpower manage- 
ment problems are getting a little more than one percent of the attention 
of this group.)  Now don't be fooled by the simplicity of that statement 
because it is a very tough nut to crack determining when a reenlistment 
or enlistment bonus is cost effective.  It includes projecting, for 
example, reenlistment rates.  I have also asked the Concepts Analysis 
Agency to determine how we might assure ourselves that a soldier who 
takes the bonus for four years service remains in the skill for which he 
signed up for the bonus.  I have a recurring nightmare alternately of 
Chairman Hebert and Senator Stennis riding from the Pentagon back to the 
Hill with a Pentagon motor pool driver who they start to talk to and who 
reveals that sure enough he signed up for a combat arms bonus and for the 
last two years he has been driving a sedan in the Pentagon motor pool. 
Well this latter study, determining how we may assure that a man who 
signs up for a bonus for a particular skill stays in the skill, clearly 
requiries a full understanding of the people distribution system of the 
Army by the researcher and I maintain that is a far more difficult dis- 
tribution system than the logistics distribution system though I could be 
wrong on that.  I know of three ways to make that possible, first of all 
you can assign people who know the distribution system to do the research. 
With the decrease in the Army staff, that is not possible.  You can also 
assign to the researcher an expert as a liaison person who knows the dis- 
tribution system. Again that is not possible because the people running 
the distribution system have enough on their plate every day not to have 
to be involved with teaching somebody how the system works.  The third 
way is to immerse the researcher in the milieu of the operator. With 
the cooperation of CAA that is what we have done in this case.  As an 
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aside, my observation has been that unless an analyst and the eventual 
user of an OR product work hand in glove from the very beginning of a 
project, the result is not likely to be used by the Army.  I'll admit 
that is not a sufficient basis for success of an OR project but I rate 
it as an indispensible one. 

The second policy that we started to help us is the unit of choice or 
station of .choice option which I have hinted about before.  These options 
permit an enlistee to be guaranteed up to sixteen months with the unit of 
his choice after he has finished training.  He can also choose the skill 
in which he wishes to be trained and he can piggyback if he wishes a 
combat arms bonus on top of those.  That option, unit of choice/station 
of choice, has done more to attract soldiers than any other thing we did 
in the Continental United States. Apparently it is a no-cost option, 
but it is not without its problems and I'd like to outline those to you. 
First of all it demands a much finer quality of management on the front 
end of an enlistment than we have ever known before. We must control 
enlistments so that the popular units and stations don't get over sub- 
scribed, and we have not done very well in that up to now. We must also 
see to it that the unpopular skills and locations do get fully subscribed 
because we only get one face for every manpower space that we are authorized. 
The tool we created, with contract help, to solve this problem is known 
as the Request system.  It is a computerized system very like but more 
complex than an airline reservation system, with a query and response 
capability at each of our 64 main recruiting stations.  Another problem 
of these options is that they seriously reduce our flexibility in dis- 
tributing people.  Even if we capture every sold"ier when his 16 months 
is up for an oversea tour (and generally we need them to fill Europe), 
if he is on a three-year enlistment, he has only 14 months to do.  This, 
of course, in the face of the fact that OSD and the Congress are insisting 
on pushing the enlisted tour toward the 30 month average and beyond.  Of 
course we would like to do that too because it avoids PCS costs and avoids 
personnel turbulence which affects readiness. 

These options also demand a much closer control on recruiters and on unit 
canvassers.  They require much closer coordination between TRADOC, FORSCOM 
and the Recruiting Command than we have ever had before, because not too 
long ago we had the CG of the 9th Division at Fort Lewis recruiting in 
Jacksonville, Florida. And in Dallas on any fine Saturday afternoon you 
could find unit canvassers at $25 a day per diem from two Armored Divisions, 
an Air Mobile Division and two Infantry Divisions all competing for the 
same people.  So we were directed by the Congress in their last appropriation 
act to justify in the FY 76 budget hearing the Unit of Choice canvasser 
program and the size of the recruiter force which is now about nine thousand. 
There is an excellent OR problem for you.  Find and defend the smallest 
or the least cost recruiting force necessary to satisfy the Army's quantity 
and quality requirements for enlisted accessions taking full account of 
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the effect of advertising, the economy, the enlistment options and bonuses 
and the varying requirements of the other services for recruits. 

A third policy we established to help us is called the Trainee Discharge 
Program.  This was started a year ago last September and it reversed the 
age old philosophy of the training base of the United States Army which 
was "Make soldiers out of anybody we send to you even if you have to re- 
cycle them." to "Don't let anybody graduate and enter a unit of the Army 
unless he is a fine, qualified, well-trained soldier so that he won't 
create administrative burdens once he has joined the unit.  But in doing 
that be sure you get him out of the Army before he's been in 180 days" so 
that he doesn't qualify for any expensive Veterans Administration benefits. 
And we made this discharge during training a very easy thing for the 
training centers to do.  Such a program increases our non-prior service 
accession requirements annually by about 15,000 and wastes a lot of 
training dollars but, it does permit us to overcome our inability to 
measure a man's real ability before enlistment by validating his on-the- 
job performance.  Or less elegantly, one could say that it permits us to 
take more below average people into the Army than we would like to have 
and then to discharge those who can't, won't, or don't shape up.  The 
problem we now face with this program is proving to the Congress that it 
is cost effective, something they believe should be relatively easy to 
do since it has been running for fourteen months. As you can probably 
see, the only dollar savings that we would have to offset the initial and 
increased costs would accrue if the loss rate from the units for the 
first term soldiers were to turn out to be lower than those in the units 
prior to the time we initiated the program.  Unfortunately, we won't have 
enough data to do that until we have tracked cohort groups that started 
last September for at least two years. The first of these cohort groups 
won't finish two years until next September.  So we have the reproblem 
of convincing a skeptical and saving conscious OSD, 0MB and Congress 
and we have perhaps too little data with which to do it.  How shall we 
do it? 

The final policy change I will cover is the two-year enlistment option. 
There is a law that requires any service which uses draftees also to 
offer a two-year enlistment, so we have had a lot of experience in the 
Army with two-year enlistments. We were fairly certain that we had to 
continue them if we were going to get the number of soldiers we needed 
during the first year of the all-volunteer Army.  A year ago this month 
we were having trouble making our enlistment goals.  Our quality wasn't 
as high as we would like it to be, and we were having trouble filling 
Europe.  So we sweetened this two-year enlistment by offering a couple 
of either/or options. We offered to the upper mental categories either 
training or skill of the man's choice, or we guaranteed assignment in 
Europe. Now nobody likes two-year enlistments.  They do not provide a 
very good return on the investment of the training dollar, unless their 
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reenlistment rates are considerably higher than three or four year en- 
listees, and we don't know that yet.  Typically though they create the 
kinds of problems we try to avoid:  large annual requirements for accessions 
which move into the Army and out of the Army very quickly, they require 
a relatively large training base and a relatively large recruiting force, 
they are responsible for a lot of personnel turbulence, and a large piece 
of the transient account.  However, we have found that there are a lot 
of men and women who, when they get out of high school, are not certain 
of exactly what it is they want to do.  Some of them don't have enough 
money to go on to college, some of them are not even certain that they 
want to go to college.  But they know about the VA educational benefits 
and in-service educational opportunities, so a great many of them are 
willing to sign up for two years.  Clearly the key question is how many 
of these same people would sign up for three years if the two year option 
were not available? And that is a question we cannot answer. We are 
under great pressure to terminate the two-year enlistment for the reasons 
I've outlined.  Shall we do so on our own?  Shall we try to'defend three- 
year enlistments on a cost-effectiveness basis?  This means eventually 
having to assign some benefit to having an authorized space filled as 
opposed to not having it filled.  Or shall we simply wait and be ordered 
to drop two-year enlistments? 

I might summarize these four policies, and I could talk about four or five 
others equally as interesting, by estimating for you that the issue we now 
face with the budget and inflation in managing this all-volunteer Army is 
simply this:  Shall we continue to spend essentially what we have been 
spending on the personnel of the Army and raise quality, which we can do 
because next year our accession requirements go down or shall we be satis- 
fied with the same quality we got in fiscal 74 and which we bragged a 
good deal about and turn the savings back to the Treasury or into some 
other Army program?  Secretary Callaway has come down very hard on quality. 
That is, for the same resources, get fewer of the lower mental categories 
and get more of the high school graduates.  But we do have a lot of 
opponents in this and we are going to need all the ORSA help that is 
available to defend ourselves. 

Finally, I want to talk about minority representation in the Army and 
specifically about black representation. We have two concerns:  black 
officer content is clearly too low—under 5 percent of the officer corps— 
and black enlistments are proportionately much higher than the national 
average of the military age group.  We are enlisting blacks today at about 
27 percent of all enlistees and the black enlisted content of the Army at 
the end of the last quarter was 21.9 percent.  We have taken some steps 
which we think will solve the officer problem:  New ROTC in all-black colleges 
and great recruiting efforts to get blacks into good ROTC's and to West 
Point. 
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On the enlistment side Secretary Callaway has first made clear that we 
will never deny enlistment to any qualified candidate for any vacancy 
based on race. He also feels, however, that the Congress and the 
American public of all races want to have and need to have a representative 
Army, racially, geographically, economically, and where tradition permits 
sexually. There are about three major reasons for our concern. We are 
concerned that Congress may be reluctant to support a draft free Army 
becoming more and more racially imbalanced. We are concerned that blacks 
would take a disproportionately high share of casualties in any future 
emergency or war. And we are concerned that there may be a point, and 
we don't know this, in which the predominence of a racial minority group 
will inhibit enlistment or reenlistment by a broad cross section of our 
population in certain units or in the Army as a whole.  There obviously 
cannot and will not be any ceiling or quotas by race. However, Secretary 
Callaway has directed, and we are proceeding now with a long-range plan 
to insure that everyone has the opportunity to know about the Army's op- 
portunities and to serve in it. We intend therefore to establish 
enlistment goals throughout the United States for our recruiting hiarchy 
that are proportionate to the qualified military availables in the 
geographic area and hopefully to match our resources to the problem in 
such a way that we do get a good geographic distribution rather than as 
now getting a disproportionate representation from the Southeast and 
Southwest US. At the same time we hope to draw a racial mix that is 
much closer to the national average.  I am sure you recognize that this 
is a very sticky issue and in my opinion the only one that could possibly 
jeopardize the all-volunteer Army.  So there is a final problem for you: 
Design the least cost,ly set of legally and morally defensible policies 
and actions to assure that the racial balance in the Army remains 
acceptable to the American people and to the Congress. 

in what 1 said 1 have raised many more questions than 1 have answered. 
For those of you who habitually think in terms of hardware, force 
structure, strategy and tactics, I challenge you to turn your best 
thoughts to where the really big problems and the really big money are 
and where the really big money can be saved.  That is in manpower and 
personnel management systems.  In the final analysis, the size of the 
Army force structure and the degree to which we can modernize that force 
structure will depend in large measure, critically 1 think, on our ability 
to manage more efficiently our manpower resources. We need your help. 
Thank you very much. 
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SUBJECT: Conceptual Design for the Army in the Field (CONAF) 

AUTHOR: Colonel J.R. Witherell 

AGENCY: US Army Concepts Analysis Agency 

ORIGIN 

The need for resource constrained force design became irrepressibly evident 
to the Army in the late 1960's. At that time, the gap between force require- 
ments and resource capabilities was fully exposed by the family of Army 
plans and the studies which were spawned in response to two very different 
sets of guidance. On the one hand was objectives-type guidance, on which 
the force design community based its type forces. The result was a series of 
relatively unconstrained forces which clearly were very capable while highly 
demanding of people, equipment, and support. Obversely, capabilities-type 
guidance reflected that structure, people, and materiel the Army could 
really expect to have. Studies and analyses in this area generally sought 
to reconcile requirements with reality while preserving some cognizance of 
what the Army should have if it were possible. This dichotomy was fully 
revealed when the combat development community presented its blueprint for 
the mid 70's--the Army 75 Report. That document provided for powerful 
division forces, modernized in anticipation of projected systems availability, 
and supported adequately by the fully functionalized support echelons of the 
Army in the Field. Unfortunately, not all the structure, manning, moderni- 
zation, and support was reasonably attainable. Thus, a basic decision was 
made to find another way to conduct the force design function, this time 
within projected resource availability. The result came to be called 
CONAF, and it evolved from the experience of the Army's Combat Development 
Command in the force design area. It is an amalgam of several methodologies 
and represents the integration of expertise and techniques relating to 
resource projection, strategy, doctrine, materiel development, and force 
structuring, all built around the fundamental idea of improving the 
effectiveness of the Army's forces in the field. 

METHODOLOGY 

Development of methodology has been a central  feature of CONAF since its 
inception.    The basic functions of C0NAF--resource definition, force design, 
and force analysis—require rather demanding methods and model applications 
in their own right.    Thus, the methodological  challenge in CONAF was to 
integrate the conduct of these functions in a comprehensive, consistent 
manner while achieving reasonable efficiency.    The diagram in Figure 1 
graphically portrays the CONAF general methodology. 
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Figure 1, CONAF GENERAL METHODOLOGY 

At the beginning of the CONAF cycle, guidance is developed by the Army staff 
concerning the framework within which the study is to be conducted. Scenario 
guidance sets the stage and threat, force level/composition, and constraint 
guidance establish the parameters for design. Necessary assumptions are 
then developed to further define the problem or, in some instances, to 
simplify the design and evaluation tasks. 

Resources are  prescribed in terms of manpower, production capabilities, and 
dollars. In extension of these expressions of overall resource levels, 
guidance is usually stated in terms of limits on fluctuations on a fiscal 
year basis and also among the various appropriations and proaram categories. 
The result of this is to further define the guidelines within which force 
design can occur. 

The first step in carrying out force design activities is to project the 
current approved force through the timeframe of interest. This is done to 
establish a bench mark for purposes of costing, manning and structuring 
alternative forces. Using the projected approved force as a "known," the 
designer can better visualize the effects and relative contributions which 
his conceptual and structural ideas will bring to the Armv. This is 
fundamental to all three functions identified in the general methodology, 
for it enables the coster, designer, and evaluator to work in a commonly 
understood medium. It also enables the decision maker to better understand 
CONAF results and relate them to real world problems and issues. 

A parallel approach is used by the analyst in assessing the performance of 
the approved force and in comparing that assessment with the simulated 
performance of the designed (alternative) force. In carrying out the 
evaluation process, reliance is placed primarily on the outputs of the 
Concepts Evaluation Model--a fully automated, deterministic, computerized 
model designed to simulate large-scale, nonnuclear warfare between two 
opposing forces. The force evaluator considers model inputs, model operations, 
and simulation results in analyzing force performance. Using these indicators 
in combination with strategic, threat, and scenario factors, he can then 
develop insights as to the utility of a force alternative vis-a-vis that of 
the projected approved force. 
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EVOLUTION 

The initial  CONAF report, CONAF I, was strongly oriented toward methodology- 
seeking to articulate the most useful way of integrating resource definition, 
force design, and force evaluation—and toward the development of tools to 
accomplish these functions.    In the resource area, attention focused on economic 
and cost analysis.    It required the gathering of cost data for current and 
developmental materiel, consideration of peacetime structure and equipment 
plans on an annual  basis, and the application of consumption and other 
factors which act to prescribe the resource levels available to the Army. 

For the force designer, the problem was to somehow marry type force design 
techniques with resource parameters developed by the coster.    The solution 
eventually worked out led to a linear programing approach which used high 
dollar value items as the pacing factor and attempted to maximize firepower 
within dollar constraints.    Using this technique a large number of plausible 
dollar-related performance combinations were identified for refinement and 
analysis of their potential.    This approach remains at the heart of the 
CONAF methodology. 

Concurrently, the force evaluator was faced with the need to create a tool 
for measuring the contribution of various resource combinations to force 
performance.    A model was required which would be sensitive to weapons 
mixes    and also reflect the support requirements necessary to sustain such 
a force in combat.    For this task, the Theater Combat Model developed at 
the then Research Analysis Corporation in McLean, VA, was selected, and 
efforts to modify it were started.    This model  came to be called the Concepts 
Evaluation Model, or CEM, and today rests at the center of the CONAF 
evaluation methodology. 

In retrospect, the CONAF I efforts produced the foundation for resource 
constrained force design and identified the essential  tools and individual 
methodologies.    While no immediately useful products emerged from this effort, 
the feasibility of the approach was made evident. 

For the CONAF II project, emphasis was placed on refining and improving 
methodology and models and better integrating the CONAF process.    Promising 
force employment concepts developed during the initial  project year were 
earmarked for more detailed treatment.    While progress was made in all 
phases of C0N/*F, the bulk of the work focused on force design.    In particular, 
emphasis was placed on the interaction of combat and support concepts and 
the fleshing out of weapons mix alternatives identified during CONAF I. 
This work was accomplished within a framework of resource constraints, the 
methodology for which was also being improved.    During CONAF II, development 
of the CEM was substantially completed and tests were conducted to determine 
how well  it would handle the challenging evaluation tasks planned for it. 
CONAF II was clearly the year of the conceptual  force designer. 
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The recently completed CONAF III project brought to fruition the concept of 
resource constrained force design. With the advent of the CEM as a dis- 
criminating force evaluation tool, all elements of the CONAF methodology 
could be adequately supported. The CEM enabled the evaluator to make 
quantifiable judgments as to the merits of alternative forces. For example: 

- a differing allocation of firepower between antitank and antipersonnel 

- a different structure as between combat forces and support forces 

- a greater or lesser commitment to logistic support 

As developed for CONAF, the CEM was intended to be sufficiently sensitive 
to variations in force composition and force employment concepts as to be 
useful in force design. It was constructed so that conceptual forces, even 
if designed against severe resource constraints and consequently not 
differing grossly from one another, could nonetheless be differentiated 
in their capabilities to accomplish a theater mission. The CEM, which has 
the following predominant features, quite obviously satisfied its intended 
purpose: 

- Theater-wide, campaign-long 

- Fully automated 

- Deterministic 

- Resolves to battalion level for twelve-hour periods. 

- Controlled by simulated commanders' decisions 

- Sensitive to design-important force characteristics 

Thus, CONAF III became the year of the evaluator because the increased 
capability afforded by the CEM enabled the CONAF team to address problems 
and issues of current interest to the Army. 

CONAF CONTRIBUTIONS 

At the last Army Operations Research Symposium, COL John R. Brinkerhoff 
reviewed the objectives and methodology for CONAF III. 1/ Briefly, 
CONAF III focused on a NATO First Scenario for 1986 but included, significantly, 
a task to assist the Army staff in the development of the Program Objective 
Memorandum for the period FY 76-80. CONAF III was intended to provide 
analyses for both periods. For FY 80, an assessment of the programed 
force was undertaken with a view to assessing its capabilities and limita- 
tions and addressing to the extent feasible the force issues facing the Army. 
For FY 86, alternative forces were designed and evaluated with a view to 
identifying promising force concepts for the NATO mission. 

T7 Proceedings, Twelfth Annual US Army Operations Research Symposium, 
2-5 October 1973. 
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Both tasks were    accomplished and observations backed by quantified 
analysis 2/ 3/ were submitted to the Army staff earlier this year.    These 
results are summarized in Figure 2, somewhat abbreviated due to security 
considerations. 

Resource reallocation within equal  cost constraints is a useful 
design option. 

Resource constraints govern the extent to which design changes can 
be realized—even over a 12-year period. 

The planned structure of the force does not appear consistent with 
projected personnel and weapons replacements. 

Current employment concepts will generate high losses. 

Force performance is highly dependent on planned levels of 
logistic support and replacements. 

Figure 2, CONAF III - Observations 

The collective impact of these observations has been to focus renewed 
attention on ways to: 

- maximize early combat capability in Europe 

- treat combination scenarios 

- improve the balance between deployed and reinforcing combat units 

- improve the balance between theater and CONUS stocks and post-D-day 
production. 

- develop more supportive manpower policies and plans in peacetime to meet 
wartime requirements. 

These observations imply a great many ramifications for force designers as 
well as those engaged in the daily work of managing Army resources and 
planning for the support of the Army's wartime tasks.    The utility of CONAF 
in this area is evident from the kinds of analyses it is capable of 
conducting as evidenced by the observations listed above. 

2/    USA CAA, CONAF III FY 79 Approved Force Warfighting Capability, 
"December 1973. 
3/    USA CAA, CONAF III Final  Report, August 1974. 
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Another way of assessing the contribution of CONAF, and its utility or value 
to the Army as a product of operations research, is to list the kinds of 
questions that CONAF can address.    Figure 3 is derived from an appreciation 
of the capabilities demonstrated by CONAF as it exists today.    These questions 
are posed somewhat cryptically, with the intent of eliciting responses which 
would generate a dialogue and thus create some guidance as to how CONAF should 
be oriented in the future. 

Short War - retreat or opportunity? 

Tooth-to-Tail  - sense or rhetoric? 

Are there real opportunities in novel defensive concepts for NATO? 

What kind of NATO rationalization and specialization offers advantages 
for US forces? 

Does the high-low concept result in measurable improvement in Army 
force performance? 

Can strategic deployments be improved by re-balancing forward deployed 
units, readiness, strategic lift, prepositioned material   (POMCUS), 
and stocks? 

Figure 3, CONAF QUESTIONS 

In summary, CONAF contributions can be generalized as a demonstrated ability 
to provide analytical  assistance for decision making in four areas: 

- force capability - resource requirement quantifications 

- internal  force balance within a given scenario 

- force support problem identification 

- force development process integration 

Today, the CONAF capability resides in the US Army Concepts Analysis Agency. 
It consists of accumulated CONAF experience and familiarity with the 
methodology.    The models which are employed in this methodology also belong 
to the agency, to include the CEM, which was brought in-house this year. 
A listing of the models currently used for each phase of the methodology 
is shown in Figure 4. 
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DEFINITION DESIGN EVALUATION 
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CAMP - Computer Assisted 
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Figure 4, MODELS 

Other models are being added to this list as we pursue the continuing task 
of improving CONAF methodology. In addition, improvement of the CEM is in 
progress and expansion of its capabilities in the combat support area is 
under consideration. 

It should be pointed out that while the CONAF capability resides in the 
Concepts Analysis Agency, the conduct of CONAF-type studies requires some 
interaction with other parts of the Army. In particular, this includes the 
production and materiel development communities within the Army Materiel 
Command and the combat development community, with particular emphasis on 
the exercise of that function within the Training and Doctrine Command. 

CONAF IN FY 75 

Turning now to the future, CAA has investigated opportunities for employing 
the CONAF methodology in support of high priority, as well as mission 
oriented, projects. As a consequence of describing current CONAF capa- 
bilities to a number of Army elements, the scope of the FY 75 program 
emerged as follows: 

- Wartime Active Replacement Factors (WARF) 

- Force Analysis and Capability Evaluation (FACE) 

- CONAF IV 
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The orientation of each of these projects is discussed in the following 
paragraphs. In each case, the CONAF methodology has been modified to 
support the project objective in the most appropriate manner. Central to 
all of these applications, however, is the use of the CEM as the principal 
generator of analytical data. 

WARTIME ACTIVE REPLACEMENT FACTORS (WARF), PHASE III 

The WARF III Study is being sponsored by OCRDA and was formally tasked to 
CAA on 22 April 1974 as a continuation of the Phase II effort to improve 
estimation of Wartime Active Replacement Factors. These factors are  used 
as inputs to the planning, programing, and budgeting system (PPBS) to com- 
pute combat consumption and pipeline requirements. In the past, they have 
been developed in accordance with policies specified in AR 710-60 and in . 
part based on judgment. The current WARF's are possibly outdated and lack- 
ing in credibility for various reasons. 

In this phase of the WARF study, CAA will produce computer programs and a 
user's guide required to implement the WARF II system design, test adjust- 
ment of attrition factors, and provide WARF's for P-20 materiel items. 
Further, CAA will develop attrition factors for CEM by utilization of 
higher resolution models. Other objectives are to: 

- Provide documentation and rationale for CEM attrition calculations. 

- Develop formats and related user-level instructions for system 
inputs and outputs. 

The general methodology employed in this study uses the Concepts Evaluation 
Model (CEM) to develop simulated loss rates. These were evaluated as candi- 
dates for replacement of the historic loss rates pertaining to major tactical 
items of equipment; namely: tanks, light-armor, helicopters, antitank 
weapons, and mortars, all of which are played in the CEM. The WARF's for 
these items are to be developed based on the resultant CEM outputs. 

In an effort to obtain "compatibility and consistency" among CAA study 
efforts, the WARF study emphasizes several important aspects of the CONAF 
methodology. These are: (1) the PFD-SAM model is used to develop the 
deployment schedule; (2) the simulations are based on a common scenario; 
and (3) the CEM-generated loss rates for the major tactical items of equip- 
ment are utilized in developing the WARF's. It should be noted that the 
WARF study deals exclusively with the analysis of "equipment attrition" 
in exploiting CEM capabilities. Other measures of effectiveness (e.g., 
FEBA movement, personnel casualties, etc.) addressed in the CONAF methodology 
will be reviewed to determine consistency of results and, thus, to assure 
that attrition data and these MOE are in reasonable-agreement. 
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FORCE ASSESSMENT AND CAPABILITIES EVALUATION 

During the past several years, the Army staff has attempted through the 
Total Force study efforts to provide the most suitable basis for the 
development of the Program Objective Memorandum (POM). Total Force studies 
have established force structures which are required to accomplish the US 
Army portion of national security objectives. In addition, these studies 
have attempted to develop and use analytical methodologies to provide a 
firmer basis for identifying and justifying required force structure. This 
year the Force Assessment and Capabilities Evaluation (FACE) has been 
integrated into the Total Force study effort and tasked to provide: 

- An assessment of the warfighting capability of the projected force 
and selected alternative forces in the FY 80 timeframe. 

- An assessment of the impact of war reserve availability on warfighting 
capability. 

- An assessment of the impact of personnel replacement policies on war- 
fighting capability. 

- An analysis of the capabilities of projected service support forces. 

A modified CONAF methodology will be used to accomplish these tasks, using 
a CEM simulation of the projected approved force (POM 80) in combination 
with other model results to identify any internal imbalance and establish 
a basis for examining structural changes. Of particular importance will be 
the conduct of analyses aimed at prioritizing support unit requirements for 
the NATO conflict situation. Alternative deployments and roundout schemes 
will be simulated, as well as alternative force combinations (within current 
force guidance) in order to obtain an analytical basis for influencing 
POM 81 preparation. 

CONAF IV 

The continuity of the CONAF effort under the aegis of the Deputy Chief of 
Staff for Operations and Plans (DCSOPS) is important because of its unique 
capability to assess the impact of current and projected plans and programs 
of the Army in the Field in the mid-range period - the mid-1980's. The 
prime reason for CONAF IV hinges on a need for the Army to look downstream 
from its near-range planning and programing efforts in order to determine 
what the broad characteristics of the Army in the Field should be in the 
mid-range, considering: forecast missions and tasks; the projected 
availability of manpower, dollar, and materiel resources; and the assumed 
threat. 
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The CONAF IV study objectives are as follows: 

- Within projected resource constraints, develop conceptual forces 
which recognize the current trends in US defense policy and have a 
potential to improve on the capabilities of the projected approved force 
to accomplish Army objectives and missions at end FY 87. 

- Improve CONAF methodology and models for application to the develop- 
ment and evaluation of force design alternatives. 

The methodology for CONAF IV requires that a base case force be defined 
for end FY 87, with manpower spaces and costs determined in order to 
establish resource parameters for subsequent development of conceptual 
force designs. Concepts will progress through definition, pilot design 
and full force design stages. During the pilot force evaluation phase, 
analysis will focus on the sensitivity of the design to evaluation and 
its potential for improving Army capabilities. Given positive results 
from the pilot stage, a full CONAF treatment will be applied to the con- 
cept and its associated force design. If negative indicators are 
obtained the concept will be documented and placed in an inactive status 
for reference or future consideration under different conditions. Various 
computer models, in addition to the CEM, will be used in analyzing force 
design potential. The specific models to be used will be determined by 
the design characteristics of the force to be analyzed. However, in the 
process of comparing a specific conceptual force with the base case force, 
the same set of models will be used to facilitate comparative analysis. 

SUMMARY 

Where CONAF interactions to date have focused on developing and demonstrating 
a useful methodology, the FY 75 program of CONAF-based studies will mainly 
support the resolution of current Army problems. This is appropriate and 
is indeed a long-sought goal among those who have contributed to its develop- 
ment over the years. However, CONAF IV will continue the evolution of 
this methodology and pursue the design and evaluation of conceptual forces 
within resource constraints as was visualized from the beginning of this 
remarkable project. 
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THE MEDICAL PLANNING PROJECT 

Mr. Joseph G. Stenger 
Captain James H. McEliece 

US Army Logistics Center 

INTRODUCTION 

The medical planner at various levels of the US Army is re- 
sponsible for designing medical organizations capable of providing 
responsive medical support to Army units in combat.  In performing 
this function, the planner must make two basic judgments.  First, he 
must assess how many and what types of patients are likely to result 
from anticipated tactical situations.  Second, he must determine the 
medical resources required to provide an acceptable level of support for 
those projected patient loads. A medical planning study, "Medical 
Planning Factors" (MEDPLN), is being conducted by the US Army Logistics 
Center at Fort Lee, Virginia, to improve the medical planning process 
by applying operations research/systems analysis techniques.  The study 
is being conducted for the Academy of Health Sciences at Fort Sam 
Houston, Texas, which is responsible for a variety of medical planning 
functions including the development of medical TOE (Tables of Organ- 
ization and Equipment). 

BACKGROUND . 

Initially, the idea of developing a sophisticated "tool" to plan 
for Army-in-the field medical units began in the early 1960s at the 
United States Army's medical center at Fort Sam Houston, Texas.  At that 
time, a contractor developed a complex computerized Hospital Model. 
This model was designed to accept patients as inputs and to simulate 
processing the patients through an Army field hospital. 

The organization that initiated the contract for the early work 
later became the Medical Service Agency of the US Army's Combat 
Developments Command.  This Medical Service Agency recognized the need 
to develop improved medical planning factors so that medical planning, 
to include inputs to the Hospital Model, would be realistic. This 
need for improved factors resulted mainly from advances made in warfare 
and in protective devices, from advances in medical knowledge, and from 
the emergence of guerilla and counterguerilla warfare.  As a result, the 
Medical Service Agency initiated the Medical Planning Factors study in 
1972.  The 1973 reorganization of the Army incorporated the Medical 
Service Agency into the Academy of Health Sciences, still at Fort Sam 
Houston.  The conduct of the study remained the responsibility of the 
Logistics Center and will be completed by February 1975. 

STUDY APPROACH 

For purposes of this study, medical planning factors were defined 
as multiples, constants, or factoring rates that can be related to 
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appropriate strengths and missions to provide estimates of patient 
admissions, medical workloads, and medical resource requirements in 
terms of personnel and medical units.  Purposes of the MEDPLN Study 
are to develop improved patient admission rates and to develop a 
methodology which can be used to develop the other types of medical 
planning factors. 

Patient admissions include wounded-in-actions, disease cases, and 
non-battle injuries.  These categories have been further refined by the 
Academy of Health Sciences into 75 classes of patient medical conditions. 
In each of the 75 classes the "patient rate" is expressed as the number 
of US Army personnel admitted to Army-in-the field medical facilities 
per day per 1000 troop strength. 

The approach taken for developing patient admissions was to first 
determine the variable conditions that could influence patient rates. 
These conditions were determined by Medical Service Agency and 
Logistics Center personnel and are shown in figure 1.  The selection of 
these independent variables was governed by available resources, money» 
and most important, the availability of the data. 

At this juncture, the US Army Chief of Military History was drawn 
into the process.  He selected a number of representative battle 
actions from World War II, the Korean War, and the Vietnam War for each 
combination of the independent variables. Experimental analyses were 
then conducted by Logistics Center and Academy of Health Sciences 
personnel to correlate various combinations of the independent var- 
iables with existing medical data from the three wars.  Once this 
procedure proved feasible, a contractor was engaged to perform the 
detailed data collection.  This data collection effort involved 
collecting operational data (e.g., unit strengths, type posture) for 
each combat action identified by the Chief of Military History, 
computerizing the operational and medical data, and combining the 
operational and medical data into a set of summary files.  This effort 
was completed on 30 September 1973 and an automated medical/operational 
data base, consisting of 28 separate files, now exists on the Control 
Data Corporation 6500 computer system located at Fort Leavenworth, 
Kansas. 

The hiring of a contractor to collect and automate the required 
data was necessary because of limited resources available at the time 
within the Logistics Center.  However, despite the best efforts of the 
contractor and the MEDPLN team, the resulting data base contained 
numerous errors and inaccuracies.  As a result, many man-months of 
effort have been expended by the MEDPLN team to correct the data base. 
This issue is not raised in an attempt to establish blame, but only to 
emphasize the risks inherent in divorcing the data collection 
responsibility from the data application responsibility. 

The data base was structured to permit a statistical analysis of the 
data for purposes of gaining insight into the influence that the 
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Figure 1 

selected independent variables have on the number and type of patientt. 
The statistical analysis involved the use of computerized analysis of 
variance packages for analyzing various scenario combinations of 
World War II and the Korean War.  The results of th« Korean analysis 
show that the selected independent variables explain at most 35 
per cent of the variance in patient rates.  This result only em- 
phasizes that numerous other factors are contributing significantly 
to the occurrence of combat casualties.. However, as mentioned 
earlier, data on these other factors were not obtained because of the 
limited resources available to collect the data and the limited amount 
of data recorded on the other factors. 

RESOURCE REQUIREMENT METHODOLOGY 

The methodology developed by the MEDPLN team to use in computing 
various types of medical planning factors is shown in figure 2» This 
methodology addresses the two primary requirements of medical planners 
identified in the MEDPLN Study. 

The first requirement identitied was to develop improved patient- 
rates.  The data on- the summary files were analyzed to provide hospital 
bed occupancy rates for the Office of the Surgeon General (OTSG).  These 
"rates include only that portion of patient admissions who occupied a 
hospital bed.  OTSG can use these rates* to update field manuals con- 
cerned with theater level resource requirements, as well as input the 
rates to an existing Patient Flow Model for determining Army-wide 
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medical requirements.  The analysis of the summary file data has also 
provided patient admission rates that are currently being used by the 
Academy of Health Sciences to update portions of field manuals for 
which it is responsible. 

The second requirement identified was to develop an analysis tool 
to assist in estimating resource requirements for combat zone medical 
support.  This requirement was met by providing high resolution computer 
simulation models.  The MEDPLN automated data base was used to provide 
rate distribution tables and patient disposition curves.  The existing 
Academy of Health Sciences' Hospital Model can be used to analyze 
resource requirements for combat zone hospitals.  The MEDPLN team 
developed a Patient Workload Model to interface between the data base 
and the Hospital Model and to provide an analysis of medical resource 
requirements at combat division level.  Details of this patient Work- 
load Model are discussed below. 

THE PATIENT WORKLOAD MODEL 

The general purpose of the Patient Workload Model is to fill the 
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gap in the. MEDPLN methodology for determining medical resource 
requirements between the automated data base and the existing 

-Academy of Health Sciences' Hospital Model.  Its specific purposes 
are to: 

Generate a realistic patient load impacting on the 
Army-in-Che field medical system .based on rh<? MEDPLN improved patient 
rates. 

Simulate the processing of patients within the division 
level medical system, providing reports useful to medical planners. 

Deliver patient« to the Hospital Model in a manner suitable „ 
for further processing. ,  . 

The portion of the Army medical system addressed by the Patient 
Workload Model is shown in figure -3.  The unit of interest is a combat 
division in ,a tactical posjture and its immediate support. The medical 
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units of interest are the Battalion Aid Stations (B^3) associated 
with each battalion of the committed brigades, the reserve 
Battalion Aid Stations (RESBAS) associated with the battalions of the 
reserve brigade, the Clearing Facilities (CF) located in each brigade 
area and the DISCOM, and the hospitals directly supporting each 
committed division (Consisting of some mix of combat support hospitals 
(CSH) and evacuation hospitals (EVAC)).  A typical flow of patients 
might be as shown by the arrows in the figure. 

The Patient Workload Model must perform two basic functions: 
First, it must generate a realistic patient stream; and second, it 
must process the division level patients from the front door of the 
the BAS to the front door of the hospitals.  Since these are basically 
different and distinct functions, the Patient Workload Model was 
divided into two submodels.  These submodels are the Patient Generator 
and the Division Processor and each is discussed inturn below. 

As its name implies, the Patient Generator performs the function 
of generating the stream of patients impacting on the medical system. 
The first requirement of this model is for the user to specify in 
detail a scenario in which he is interested.  The items shown in 
figure 4 specify the general nature of the scenario.  Notice that 
several periods of a variable number of days each will allow the user 
to vary the conditions under which the tactical unit operates. 

Attention is directed to the items in columns 2 through 6 which 
are cross-related to the MEDPLN data base.  The data base will provide 
patient admission rates for each of 75 classes of injuries and diseases 
for combinations of these 5 factors.  For example, rates will exist 
for leg wounds in Korea (Column 2), mountains/cold (Column 3), mid- 
intensity conflict (Column 4), an infantry division (Column 5), in the 
attack posture (Column 6).  Given these or similar sets of factors, 
the MEDPLN data base can be entered and appropriate patient rates 
randomly selected.  The patient rate is next combined with unit 
strength (Column 7) to arrive at the number of patients per patient 
class per day to be generated within the modeled scenario. 

The inputs on the center part of the figure describe the partic- 
ular combat division being modeled, further refining the scenario 
and structuring the medical system within the division. 

The corps level patients to be treated by the hospitals under their 
area support mission are calculated in a similar manner from the user 
inputs shown on the lower part of the figure. 

Once the number and type of patients to be generated are calcu- 
lated, other information must be provided to ensure each patient is 
properly processed.  The following items are computed for each patient 
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generated to facilitate this processing: 

Patient class number 
Patient processing priority 
Litter/ambulatory status 
Time of entry into the medical system 
Point of entry into the system 
Total days required to complete the medical case 
Final disposition 
Ultimate destination with.in the modeled system 
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As each patient is generated, his data record is written on a magnetic 
tape.  When all patients have been generated, the records are sorted by 
the patient's time of entry into the system and the tape is delivered 
for processing by the other models. 

At this point the division processor submodel is ready to be 
exercised.  This is the actual simulation portion of the patient 
workload model and basically respresents a multi-channel, multi-server, 
multi-level queueing system, as shown in figure 5. 

The patients are selected one at a time from the input tape when 
they are scheduled to enter the system.  They arrive at their' 
appropriate input facility and enter a queue to await treatment.  When 
the necessary treaters are available, they are given the treatment they 
require and are then disposed of.  Their, disposition may be that they „ 
'die or return to duty at which time the model is through processing them. 
If they require further treatment, they enter an evacuation queue 
until an evacuation vehicle is available to transport them to their 
next destination.  The. process is then repeated until they die, return 
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to duty or reach a hosptial, at which time they are written out on a 
tape for further processing by the Hospital Model. 

The key to the resolution achieved by this model is the fact that 
the model keeps track of each patient in the system as he is processed 
through the system.  At the time he enters the system his patient pri- 
ority is checked and he enters a treatment queue behind those patients 
of a higher priority and those of the same priority who arrived earlier, 
but ahead of all patients with a lower priority.  Then a series of 
work units that this patient requires is determined based on his patient 
class and the level of the medical system at which he is located. 
These work units are medical procedures that a panel of medical 
experts determined would be performed on each class of patient.  The 
expert panel specified the work units, the sequence in which they 
would usually be performed, the treater to perform them,and a range 
of time required for each treater to perform each work unit. 

Next, the model searches each patient in the treatment queue, 
determines the next work unit required, and determines the preferred 
treater to perform the work unit.  It then tests whether that treater 
is available at the current time; if not, it will attempt to select 
an allowable alternate treater.  If no treaters are available, this 
patient remains in the queue and the model goes on to check the next 
patient.  If a treater is available, the patient is removed from the 
queue, placed in the treatment area and the treater becomes available. 
The model then calculates a random time for the given treater to 
perform the required work unit and schedules the patient out of 
treatment at the appropriate time. 

When the patient leaves treatment the treater returns to avail- 
ability and one of 2 types of things can happen to the patient: 

If there are more work units to be performed on him at this 
facility, he goes back into the treatment queue and repeats the process 
just described. 

If his treatment is completed, the model determines his next 
destination, based on his final disposition, final destination and 
total days for completed case.  One of three things will happen to him 
at this point:  (1)  if he is due to die and his time of death has been 
reached or exceeded, his death is recorded and he leaves the system; 
(2)  if he returns to duty from this facility, he is placed on quarters 
until his total days for completed case are up at which time he also 
leaves the system; (3)  if his destination is further in the system, he 
enters an evacuation queue, based on his patient priority, to await 
evacuation. 

The evacuation system is based on the use of both ground and air 
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ambulances, and 4 evacuation options exist.  These options specify 
whether each patient priority will normally be moved by air or ground 
in this particular scenario. 

In keeping with medical doctrine, evacuation assets are normally 
located at the supporting facility and must travel to the supported 
facility to perform the evacuation.  An exception here is that ground 
ambulances from the supporting facility may be prepositioned at the 
supported facility to provide more rapid response to evacuation 
requests.  The user is able to specify how many patients of each pri- 
ority are required to justify the dispatch of each type of evacuation 
vehicle.  As soon as enough patients are ready for evacuation, and if 
there is a vehicle available for use, it is dispatched to perform the 
evacuation.  This vehicle is filled with all the patients available, or 
all it can carry, with highest priority patients loaded first.  The 
travel time to the supporting facility is then calculated based on a 
random distance between the two facilities and the average travel speed 
of the vehicle.  At the completion of the trip, each patient evacuated 
is placed in the treatment queue of the receiving facility and the 
evacuation vehicle is returned to its originating facility.  At this 
point, the process repeats itself again. 

As stated earlier, the model was required to produce reports on 
the functioning of the medical system.  The design of a model's output 
reports depends primarily on the types of questions the model users wants 
to answer.  Many conferences were held with the Academy of Health Sciences 
to determine exactly what the analysts needed to know.  Then a series of 
standard reports were designed to describe the system's operation for 
each day simulated by the model.  For example, one of these reports 
describes the utilization of the medical treaters in the system.  The 
data is listed by type of treater at each facility and presents 
information concerning: 

How many treaters of each type are assigned at each facility. 

How many hours each day the average treater spent performing 
medical work units. 

How many times each treater's services were requested when all 
the treaters of this type were busy at the time of the request. 

Antoher standard report deals with evacuation vehicle utilization 
and presents data for both ground and air ambulances.  This report 
shows, by facility: 

The number of ambulances of each type assigned. 

The number of round trips made by these vehicles. 

The average utilization of each vehicle (in KM's traveled and 
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hours in use). 

The average number of patients carried on each trip. 

And the number of times the use of a vehicle type was 
requested when none were available. 

These are only two examples of the eight standard reports 
printed for each simulated day.  There are also reports for the 
operation of the entire system, the patients generated and disposed of 
at each facility and the treatment and evacuation processes at each 
facility. 

However, the standard reports are by no means all the information 
the model can provide.  The fact that the model keeps track of what's 
happening to every single patient at all times provides the capability 
of extracting a wealth of highly specific information.  For instance, 
the exact time the surgeon at the division rear clearing facility spent 
performing tracheotomies on severe thorax wound patients could be 
reported.  The only requirement is for the model user to specify 
exactly what information he needs so the programmer can enter the model 
and extract the desired data. 

The kinds of information this model is capable of providing 
indicate a wide range of potential uses.  Obviously no one would think 
of saying that under the conditions of a given scenario any specific 
patient workload produced by the Patient Generator would occur exactly. 
However, the workloads are typical of those that might occur and can be 
used to examine the adequacy of the supporting medical system.  The 
following kinds of analyses are relevent: 

The effect of peak loads on the system can be assessed.  If 
the system is normally processing in the neighborhood of five hundred 
patients a day and suddenly receives a one day load of a thousand 
patients is the system flexible enough to respond?  Would additional 
resources be required?  How many days could a peak patient load be 
sustained before augmentation would be required? 

The existence of bottlenecks in the system can be examined. 
How many battalion aid stations can be supported by a clearing facility 
before the clearing facility becomes overloaded and begins to disrupt 
the timely flow of patients? . What resource augmentation would be 
required to eliminate a given bottleneck? 

The adequacy of treater resources can be 'assessed.  How does 
the assignment of one more surgeon to a clearing facility affect treater 
utilization and the times patients spend waiting for treatment?  Should 
some work units be shifted from one treater type to another considering 
the numbers of each type available and differences in the times 
required for work unit performance? 
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The adequacy of evacuation assets can be examined.  Should 
ambulances be prepositioned and if so, how many?  Should air or ground 
ambulances be used predominately and under what circumstances.  What 
effects do larger or smaller patient loads required for vehicle dispatch 
have on vehicle utilization and the times patients wait for evacuation? 
Is there an optimum mix of these factors and if so, what is it? 

The effects of patient holding policies at each level of the 
system can be determined.  If the clearing facility can hold patients 
for five days rather than three, what increase in treatment resources 
is required and what reduction in evacuation assets accrues? 

The types of questions indicated above can be answered by the 
Patient Workload Model through extensive sensitivity analysis.  The 
resulting answers should significantly assist medical planners within 
the US Army medical community, in the development of medical TOE's and 
doctrine for the employment of medical units. 

CONCLUSION 

The Medical Planning Factors project has developed new patient 
admission rates for various scenarios of combat conditions of World War 
II, the Korean War, and the Vietnam War.  These rates now exist along 
with medical statistics from the Korean and Vietnam Wars, on a readily 
accessible automated data base.  The project has also provided an 
automated tool, the Patient Workload Model, for evaluating and 
estimating medical resource requirements for Army-in-the field medical 
units.  Finally, the MEDPLN project is currently analyzing the effects 
various combinations of selected combat conditions have on the number 
and type of patients. 
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THE SURVIVABILITY OF PERSONNEL AND 
MATERIEL IN A COMBAT ENVIRONMENT 

Mr. Keith A. Myers 

US ARMY MATERIEL SYSTEMS ANALYSIS ACTIVITY 

Many of the weapon and materiel oriented papers presented here, as well 
as at similar symposia elsewhere, deal with the capability of weapons to 
inflict casualties or damage materiel or with the capability to perform 
some specified function or mission.  As we progressed in the sophistica- 
tion of our analyses, it became more fashionable to consider reliability 
and eventually the full scope of RAM Reliability, Availability and 
Maintainability.  However, there is an aspect of system performance 
closely related to RAM (in fact, one might define it as combat induced 
RAM) which I believe has had much less attention than it deserves; and 
indeed than it requires in these days when we must extract every ounce 
of combat capability from our defense dollars.  What I am talking about 
is placing more emphasis on, and devoting more of our energies toward, 
the improvement of svstem survivability. We have, to be sure, not com- 
pletely ignored system survivability.  In combat simulations and wargames 
we do generally consider attrition on both sides, and for a number of 
years BRL and AMSAA collected combat damage data on airdraft for the pur- 
pose of developing the data necessary to identify potential payoff areas 
for increasing survivability.  However, what I would like to discuss with 
you today is a more subtle, and quite possibly, a more important aspect. 
I am concerned with the survivability of the system itself as the princi- 
pal topic of analysis; not Just as an input incidential to an effective- 
ness analysis or Just the identification of vulnerable components. 
Questions to be addressed in such analyses include evaluation of alterna- 
tive design features affecting survivability, field expedients and tactics 
of employment to increase survivability, etc.  A further area, almost to- 
tally neglected as far as I am aware, is the use of survivability analysis 
as a basis for influencing procurement and stockage of repair parts, 
maintenance, training and planning, etc.  It appears that in many cases 
we may estimate our replacement parts stock more on the basis of our 
expected wear associated attrition than on combat attrition. This can 
be quite significant since repair of combat damage may require replacement 
of a major subsystem rather than Just components comprising the subsystem. 
This not only leads to inefficiencies such as having to assemble sub- 
systems from their component parts in the field but may create further 
difficulties where an imbalance in component availability limits the 
ability to construct the subsystem.  The irony of the situation is that 
the modeling necessary for the analysis is not all that difficult.  In 
fact, several years ago when comparing attack helicopters of-differing 
complexity we modified our combat simulations to estimate not Just the 
probability of the total system being "killed" but to also estimate what 
non-attritional damage was done so that we could examine comparative times 
to repair the returning aircraft. 
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A further area of concern is that at the present time we appear to be 
concentrating; our limited efforts to study survivability mainly on wea- 
pon systems and not too much on our logistics system.  We hear stories 
from the mid-east of the inability to resupply artillery units because 
of successful interdiction by the enemy.  What difference does it make 
in the final analysis if the gun can't fire, whether it is damage to 
the gun or a lack of ammunition or repair parts which temporarily puts 
the weapon out of action? What I would like to do in the remainder of 
the time available is to discuss some of the things we have done or are 
doing, not by way of bragging (for we reallv have't done enough) or not 
so you can sit back and say "Hey, that's nice that AMSAA is taking care 
of that," but rather in hopes of stimulating your imagination and acti- 
vity to undertake similar efforts in your own areas of concern. 

One of our earliest efforts in the area of survivability stretching 
back almost two decades is our concern with helmets and body armor as 
a means of increasing the survivability of the fighting man.  The ques- 
tions of greatest interest in these analyses have been whether new 
materials recently developed really offer significantly greater protec- 
tion when incorporated into the personnel armor system.  Typically, one 
is interested in either the extent to which casualties are reduced (or 
the severity of the wound lessened) or the extent to which the weight of 
an item of personnel armor can be reduced while maintaining the same level 
of protection.  Variations of the standard lethal area programs are used 
in these analyses.  These programs have been modified so as to allow a 
consideration of the effect of the helmet or body armor on fragments im- 
pacting on that part of the body covered by the helmet or body armor and 
to consider the severity of the resultant wound. 

This effect is reflected in the model through the use of input data which 
allow one to estimate the extent to which penetrator velocity is reduced 
when it strikes the body armor or helmet. 

Alternative casualty criteria are available to allow one to examine either 
the reduction of battlefield deaths or to examine the reduction in severity 
of the wound.  It is possible, with minor extensions of the methodology 
to examine tradeoffs between areal density of the armor and body area 
covered for a fixed weight limit to obtain maximum protection, although 
not too much work has been done on this aspect so far. Results of these 
analyses, as stated above, are generally expressed in terms of percent 
reduction in deaths or severly wounded and are reported in various class- 
ified documents. 

Another area with which AMSAA has been concerned for quite a period of 
time is survivability of surface to air missile systems. 

In these analyses we must consider the SAM site as a complex target con- 
sisting of many interrelated components.  In assessing damage to the 
targets one must be concerned with these functional relationships between 
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components and their importance to the efficient functioning of the fire 
unit. For example, there may he three generators in the site but if any 
two are reauired for the site to function, then at least two must be 
killed to degrade the performance of the unit.  Similarly, if there are 
multiple launchers at the site, one might completely disable the site by 
either disabling all missiles on their launchers, "knocking out" all 
launchers, some combination of the above which leaves no operable mis- 
siles on operable launchers, perhaps by knocking out the Battery Control 
Center (BCC) (if it is not possible to operate from an alternate BCC or 
in another mode) or by whatever other damage will leave the unit unable 
to successfully engage for the specified time period.  It is beyond the 
scope of this paper to detail the programs used to conduct these analyses 
but basically they consider the munition delivery pattern on the target 
SAM site and the fragmentation or blast pattern thus created to predict 
hits on components and cables in the site. Appropriate vulnerability 
data then allow a prediction of component and cable kill probability.  By 
considering the functional relationships of these elements one can deter- 
mine the probability that the site is unable to fire or the extent to 
which its capability to fire is degraded.  These programs are useful for 
examing susceptibility of the site to damage by various weapons under a 
variety of attack tactics, the effect of site component dispersal or 
component location, the value of redundancy or the value of field exped- 
iencies such as revetments or burial of cables. One may also examine 
the effect on site survivability as selected components are hardened. 
Several studies of this type have been made in the past and are described 
in various reports. 

A more recent expansion of this work, which has been described in some 
detail in a paper presented in the Weapon Effectiveness Working Group by 
Mr. Halahan of AMSAA, extends the analysis to consider a two sided en- 
gagement involving attack tactics and relative detection capabilities. 
In this expanded analysis, a formation consisting of several groups of 
aircraft are assumed to fly toward the general location of the site. 
They know the general location of the site but must detect the site it- 
self visually in order to convert to an attack.  If one of the groups of 
aircraft detects the site and converts to an attack, it is assumed that 
all following groups will also be able to attack the target. The missile 
site may engage the attacking aircraft to the extent of its capability 
as limited by terrain, rate of fire, missile supply and other tactical 
considerations. The model is designed to compute the probability of the 
site being killed by the aircraft that convert to attack the site and 
survive long enough to deliver their ordnance and the probability of the 
SAM site surviving such an attack. This type model allows one to consider 
the effect of such factors as the probability of site detection (possibly 
useful for weighing the value of camouflage), site configurations, rate 
of fire, single shot kill probability, etc. 

Viewgraph 1 

One can also consider the effect on total site survivability when harden- 
ing various elements of the site. 
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Viewgraph 2 

One might also wish to look at how the reaction time of the site affects 
its survivability as shown in the next viewgraph. 

Viewgraph 3 

In the last year, AMSAA has made a first crude attempt to look at improv- 
ing survivability in the electronics and communications area (from a 
ballistics threat standpoint). 

Because of the lack of detailed vulnerability data at this time, it was 
not possible to model the electronic package in detail or to examine the 
effect of component locations or mutual shielding components in the analy- 
sis. Rather, we have simply treated the equipment as a vulnerable body 
and assessed the protection achieved by applying varying amounts of pro- 
tective material around the equipment. For equipment which might be 
located anywhere within potential target areas we have used such measures 
as percent reductions in lethal area (equivalent to an estimate of the 
percent reduction in equipment damaged) as a result of the bursting shell. 

Viewgraph h 
Viewgraph 5 

Where the piece of equipment is such that it might be the aimpoint for 
the attack, one can consider the delivery accuracy of the attacking wea- 
pon and compute the probability of the piece of equipment being "killed" 
in the attack. 

Viewgraph 6 

More recently we have looked at the vulnerability of an artillery position. 
In this analysis we address such questions the relative survivability of 
towed and self propelled Howitzers and their crews and the survivability 
of the unit's ammunition.  The value of revetments and selective armoring 
are also examined.  The hazard considered consisted of enemy counterbattery 
fire in varying amounts.  Delivery accuracy of the counterbattery fire 
and fragmentation pattern of the multiple rounds were then analyzed to 
predict fragment impacts on personnel, ammunition and equipment.  The 
effect of the various possible reactions of personnel when they came under 
attack was also considered. The anlaysis was repeated a number of times 
to vary such things as size of revetments at the gun positions, protection 
for the personnel and ammunitions, etc.  Typical results are displayed 
in vi ewgraphs 7, 8. 

Viewgraph 7 
Viewgraph 8 

A final area I would like to discuss is a study we are conducting to examine 
the survivability of infantry anti-tank missiles and their crews. 
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The emphasis here is to look at both the value of field expedients such 
as revetments, flak blankets, selective deployment, etc., as well as to 
consider equipment modifications such as attempts to put TOW under armor. 
In one of the initial phases of our study we deployed TOW and Dragon in 
a defensive unit deployment as part of a closed wargame. The Red commander 
was then allowed to develop a preparatory fire plan against the defending 
unit position based upon limited intelligence data assumed to be available 
to him. An assessment was then made to estimate how many of the TOW and 
Dragon positions would have been "killed" in the preparatory fire.  In 
addition, lethal areas were calculated for various enemy weapons employed 
against the TOW and Dragon systems.  These computations were repeated to• 
guage the impact of some of the alternative means of providing protection 
to the crew or weapon.  Finally, we plan to conduct as a part of this 
study a two sided combat simulation in which we will attempt to measure 
the benefit of various protective measures through an examination of the 
effect they have on the outcome of the combat simulation. 

While almost all of that which I have discussed in the preceding presen- 
tation is the work of AMSAA, I would not like to leave the impression that 
we are the only ones contributing in this important area. The Ballistic 
Research Laboratories has an extensive vulnerability program which provides 
much of the input data needed for these studies.  The also have a portion 
of their effort directed toward the reduction of equipment vulnerability 
there are small Vulnerability Analysis Teams (VATS) at each of the AMC 
Commodity Commands.  But there is still much to be done.  Too little effort 
is being directed to the improvement of operational survivability, and 
we neglect our duty to the user — the soldier in the field — to provide 
him with advice and insight we gain on ways we can improve his chances 
of survival.  Finally, what work we are doing is focused on too small a 
portion of the whole spectrum of systems. We must "think survivability" 
across the board for logistics as well as combat systems. 
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OPERATIONS RESEARCH IN THE WARSAW PACT ARMED FORCES 

Mr. John R. Aker and Mr. John W. Anderson 

US Army Foreign Science and Technology Center 

Phone: 296-5171, X428; AUTOVON: 274-7428 

Good afternoon. John Anderson and I, the coauthors of this paper, are from 
the US Army Foreign Science and Technology Center in Charlottesville, VA. 
The mission of the Center is to provide worldwide scientific and technical 
intelligence to the US Army. The primary users of this intelligence are 
the Army R&D laboratories and the systems analysis community.  Although 
directly subordinate in the chain of command to the Array Material Command, 
the center receives the bulk of its tasking through the Defense Intelli- 
gence Agency.  I think at this time it would be appropriate to point out 
that any Army agency desiring a product from the Center should direct its 
request through the Army Assistant Chief of Staff, Intelligence. 

John Anderson is primarily interested in foreign applications of operations 
research, while I am engaged in applying OR and systems analysis to foreign, 
particularly Warsaw Pact, weapon systems. 

Since last year when we presented a status report on the same subject, the 
Warsaw Pact countries, especially the Soviet Union, have been heavily en- 
gaged in the development of large scale automated systems to control aspects 
of the military and industry. Hand-in-hand with this development is an 
acceleration in the use of OR techniques in these same areas.  The goal 
of this automation appears to be to streamline large scale operations such 
as production and logistics. High level reorganization activity and the 
development of large system technologies give evidence of this effort. 
Furthermore, the aggressive push to acquire the latest and largest computer 
systems and sophisticated software of Western design indicates a major 
thrust in the direction of large scale automation. 

First, let me review briefly the development of OR and systems analysis 
within the Warsaw Fact.  From this base of understanding, I will then 
describe the current efforts and attempt to extrapolate the future trend. 

The Warsaw Pact is a mutual defense pact between the Soviet Union and six 
countries. A seventh country—Albania—withdrew from the Pact in 1968. 
The Pact provides not only for mutual defense, but also allows Soviet Army 
units to be in the territory of the other countries. 

The Warsaw Pact countries are shown here. 

Since its inception in 1955, the Pact has been used to improve the military 
position and the diplomatic bargaining power of the Soviet Union in European 
and worldwide relations. Today the Warsaw Pact Armed Forces are a formid- 
able array of men and weaponry—still strongly dominated by the Soviet Union. 

The use of operations research in these Forces is varied—and it is growing. 
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Within the Pact it had a slow beginning. Not until the early 1960's was 
evidence of its use uncovered.  From that time until 1968, operations re- 
search activity spread and became more generally accepted in at least four 
countries of the Pact.* From 1968 to present, such activity can best be 
characterized as experimentation with a growing variety of techniques, in 
both strategic and tactical applications. These activities have contri- 
buted to and continue to influence the technical revolution in the structure 

i 
and operation of the Pact Forces. 

•   * 

This growing acceptance of OR techniques may be better understood in the 
context of several larger trends or factors, as follows: 

(1) The new Soviet leaders who replaced Khrushchev in"1964 were proponents 
of scientific management.  (2)  Soviet military leaders also reacted to 
Khrushchev's policies and other complicating factors with increased stress 
on improved decision making. The new political leaders also exerted pressure 
for greater efficiency in defense resource allocation.  (3)  System Science 
became widely accepted as the unifying theory for techniques for the control 
of complex organizations; and (4) The Soviet reliance on central planning 
of its political-economic system creates special demands for analytical 
and reporting systems. 

Khrushchev was ousted in 1964 by proponents of scientific management. 
Their description of his management style, shown here, display the frus- 
tration they felt with his "seat of the pants" approach to decision making. 

In 1965, the Chief of the General Staff, Marshal M. V. ZakhaVov presented 
the military's argument for improved decision .making in an article titled, 
"An Urgent Demand of the Time:  On Further Raising the Scientific Level 
of Leadership." He also stated that all officers need not be engineers 
but that every commander should have a deep knowledge of physics, mathe- 
matics, chemistry, electronics, and cybernetics.  As shown here, he recog- 
nized the value of computers in making rapid arching in the well-founded 
decisions. 

During the 1950*s and 60's, the percentage of technically trained officers 
was also increasing significantly as well as the complexity of military 
operations.  Such factors combined to generate a new science of military 
management in the Soviet Union. Additional inspiration came from the 
innovations in defense management in the United States and the Soviet 
interest in management science. 

Some Soviet planners consider modern military advancement to be divided 
into three stages: 

(1) The Atomic Stage 
(2) The Missile-Nuclear Stage 
(3) The Cybernetic Stage 

Here the Cybernetic Stage means the optimal use, and interaction of avail- 
able troops, arms and equipment. The Soviets recognize that in modern 
warfare both sides possess sufficient armament to overkill the opponent 

69 



t 
and that advances in armament alone are not sufficient to insure victory. 
The onset of unlimited hostilities will be devastating to both sides and 
victory may well be determined by the swift and effective use of the man 
and machine force.  In the cybernetic stage of warfare, emphasis is placed 
on the development of improved automated systems to aid in troop and 
weapons control and on the development of advanced managerial techniques. 

Such thinking has not been confined to the Soviet Union alone but has 
spread throughout the Warsaw Pact countries. At present, there is some 
resistance by officers to Che changes in operations entailed by increases 
in automation. These officers apparently fear that automation will pre- 
empt their authority. This resistance can be expected to diminish as 
greater experience is gained and as the number of technically trained 
officers continues to increase. 

Consequently, the Soviet Union and other Warsaw Pact countries now have 
far-ranging interests in the military applications of OR.  The theoretical 
basis for these applications is often taken from theory developed in 
Western countries. Exceptions to this are mathematical optimization 
theory and probability theory, where the Soviets are doing some excellent 
theoretical work. 

The primary Strategic application is the development of a Pact-wide auto- 
mated system to aid in military decision-making. The primary tactical appli- 
cations area of interest is military war gaming and its associated analytical 
techniques.  There is also interest in the following areas as shown here: 
(a)  Improving search and detection methods by math modeling, (b) determin- 
ing routes for the transport of military personnel and supplies by the use 
of network theory, (c)  finding optimal or near-optinal distribution of 
weapons or personnel by the use of mathematical programming techniques, 
(d) use of computer systems to assist the- commander in decision making, 
(e) the employment of mathematical techniques to analyze individual weapon 
characteristics, and (f) the use of queueing theory to improve air defense 
and ground combat capabilities. 

In general there are not Warsaw Pact developed concepts or significant 
advances which are superior to Western techniques. The difference lies 
in the extent to which implementation of such techniques receives high 
level support, and the central role which system science is assuming in 
military activities. 

In addition, military OR should receive significant spinoff from equipment 
and techniques developed in support of the Soviet central economic planning 
system.  The chief difference between Western and Soviet-type economies 
lies in the role assigned to the market.  In the West, the principal 
decisions of the economic system are made and carried out through the market 
mechanism.  In the Soviet-type economies, the market plays a minor role 
in decision making. Thus, the Soviet-type economies must develop channels 
of communication and control which are unnecessary in the West. 

In the Soviet Union, Automated Management Systems have been in operation 
for industrial applications for about eight years. More recently, Automated 
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Management Systems have been reported in East Germany, Poland, Czechoslovakia, 
and Romania. These systems function similarly to management information 
systems in the United States, but with an important difference. Their systems 
are generally based on the dynamics of the firm, rather than on a series 
of transactions or operations. This is due to the nature of Socialist 
business enterprise, and it requires software based more on dynamic system 
modeling than is the case in the United States. The Socialistic enterprise 
system is also amenable to a hierarchy of management systems to enhance 
overall planning and control. The lightly competitive nature of Socialist 
enterprise also allows developed software to be shared more freely between 
individual organizations.  There is, in fact, an ambitious plan to simulate 
and control the economy of the entire Soviet Union. This system is known 
as the All Union Management System.  It Is to be a real-time system, en- 
compassing all aspects of Soviet economic life.  In its most modest form, 
it represents a nationwide management information system.  The other Pact 
countries, particularly Poland, Hungary, and Czechoslovakia are planning 
similar projects.  To help provide the computers for this and other computer 
needs, the RYAD program was implemented.  The Warsaw Pact countries are 
building for common use a series of six different third generation computers. 
The program assemblers are designed to accept IBM-360 programs, which will 
result in a tremendous saving in software development costs. 

The point of all this is to show the scope of intended computer usage to 
plan and control. The capability is thus present to develop a stragetic 
military command and control system.  Such a system would be based on a 
hierarchy of computers with an interconnecting data transmission system. 
Hierarchy here means a multi-level system with the higher level device 
controlling more than one lower level device.  Initially, the lowest level 
devices are place into operation. Higher level devices with the ability 
to monitor and control are then added.  The operation is repeated until 
all devices are under one central control. The primary aim of such a 
system would be to increase the decision maker's capability by providing 
more inforuation and by providing this information more quickly.  The 
decision maker can then hopefully make, implement, and verify the imple- 
mentation of decisions in a shorter span of time.  Other benefits could 
be improved control of the movement of men and weapons, improved logistics 
flow, and improved integration of operating and service functions. 

So we have seen that OR was slow to gain acceptance in the Warsaw Pact 
until the 1960's at which time a number of factors operated to increase 
their acceptability and, indeed to precipitate a headlong rush towards 
implementation on a large scale.  The four predominant factors are shewn 
here.  The OR techniques utilized in the Pact have generally been drawn 
from the West. The most significant difference lies in the extent to which 
cybernetic theory (to include OR techniques) has been accepted as a unifying 
theory for the management of the Soviet politico-economic system and for 
the improvement of the defense forces. Also, system science or cybernetics 
may be considered by the Pact to be a_stage of military development.  We 
can expect significant effort in the development of equipment along with 
the necessary theory and software for military operations research with 
emphasis on techniques for the direction or control of large military systems. 

71 



In the future we will see In the Pact Armed Forces: 

• Advances in central planning methods, which will utilize large 
scale simulation and computer networks. 

♦ Simulation and other OR techniques will be used specifically 
to aid in the decision to develop weapons systems. 

«On-line operating systems of interconnected computers for command 
and control. 

»A widening of OR experience in the satellite countries of the 
Pact as more high-speed computers become available. 

•A greater acceptance of OR techniques to aid in tactical opera- 
tions as more officers become trained in the use of such methods.  Operations 
Research has found its place in the Warsaw Pact Armed Forces, and its impact 
is already beginning to be felt. 

All this has a great impact on US Army doctrine and plans, as these Pact 
advances represent at least an improvement in operational capability and 
may represent a full stage of advancement. 

The floor is now open for questions and discussion. 
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AN OVERVIEW OF LAND BATTLE MODELING IN THE US1 

Seth Bonder 
Vector Research Incorporated 

During the last 15 -20 years, a significant amount of methodology 
has heen developed in the United States to assist in analyzing land hattle 
systems for military planning.  I have prepared some summary and very sub- 
jective remarks regarding the history and current state of modeling in the 
US! Specifically, I will 

(1) comment on the three types of models that have been 
developed over the years, 

(2) discuss considerations which have influenced the 
types of models that have been developed. 

(3) describe briefly the history of model developments, 
{k)    present a brief review of existing models in the 

US to highlight some major problem areas, and 
(5) note some modeling trends that I see occurring in 

the US. 

Much of my review on the state of modeling (part U.0) was presented at a 
seminar in the US about a year ago.  I have not updated that review to 
include developments over the past two to three years, since it is my ex- 
pectation that you will hear of them in formal papers from US participants 
and more so in the informal discussions of their current research. 

1.0 Model Types 

War Game: A war game is a model which is, in a sense, a step removed 
from the reality of a field experiment or a field exercise wherein only 
teams of players representing the commanding officers and their staffs are 
included. Assessments regarding the effects of combat and other decisions, 
in earlier war games, were made subjectively by a control team of experi- 
enced military officers and, in more recent computer assisted war games, 
have been made by some programmed assessment procedures. This type of 
model is very expensive in time and dollars to develop and use. Many ex- 
isting war games have taken four to eight years to develop and, as recently 
as 1971, I know of a war game which took six months to obtain one realiza- 
tion of ten hours of battle. Since decisions are made by humans, it is 
not unreasonable to expect a high output variance if different decision 
makers were used; however, the long operation time usually precludes more 
than one" realization of the process. It is my personal view that this 
type of model is not a feasible mechanism for analyzing a broad spectrum 
of system alternatives in a responsive manner to meet planning cycle re- 
quirements. Experience has shown, however, that they are diagnostic in 

Many of the ideas presented in this paper were originally prepared for 
the Seminar, "Analytic Modeling for Tank/Antitank and Ground Engagements,' 
US Army Concepts Analysis Agency, Bethesda, Maryland, 28-29 June 1973, 
and also presented at the NAT0/SPP0SS Conference on "Modeling Land Battle 
Systems for Military Planning," Ottobrunn-Munich, Germany, 26 August 197U. 
They are repeated here at the request of the organizers of the symposium. 
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the sense that they reveal problems that need to be resolved with future 
systems, and are viable mechanisms for training decision makers. 

Simulation:  Perhaps the most widely used technique employed in mili- 
tary systems analysis is that of pure simulation, which runs completely 
without human intervention. In the development of this type of model, 
the military process is studied and microscopically decomposed into its 
basic events and activities, which are then ordered in a sequence as in a 
network.  In solving this type of model to obtain predictions of outputs 
such as casualties, resources expended, etc., the events and activities 
of the different combat processes are essentially followed in a specified 
sequence, and decisions are based on predetermined rules which are pro- 
grammed into the automated evaluation procedure.  In essence, the process 
is "acted out." 

Most simulations used in military planning contain a significant 
number of stochastic or probabilistic events and activities in an attempt 
to capture the chance element associated with many combat processes. These 
models require probability distributions for many of the input variables 
and generage the probability distributions for the output variables or re- 
sults.  In such a stochastic simulation, the model is solved by Monte Carlo 
sampling of all the input distributions in the appropriate sequence to pro- 
duce a single output or result; thus they are called Monte Carlo simula- 
tions.  In order to generate the full probability distribution of combat 
results, the sampling process is repeated or replicated a number of times 
for a fixed set of input parameter values. The replication process is 
required to determine the frequency with which different model outputs can 
occur and is continued until the output results appear to converge to a 
stable output probability distribution. 

Although Monte Carlo simulations are perhaps the most heavily employed 
model in military planning studies, there exist a number of meaningful 
backs to their use.  They tend to be more s/bstract than war games.  Although 
they sre appreciably less expensive and more responsive than war games, 
Monte Carlo simulation models still require a large expenditure of time and 
financial resources for their development and utilization.  It would not 
be unreasonable to expect to spend 10 - 20 man-years just developing a sim- 
ulation of tactical combat. Additionally, it would not be unreasonable to 
expect each replication of a battalion-level simulation to require 10, 20, 
or more minutes of computer time on a third generation computer and any- 
where from 10 - 30 replications for statistical stability of the results. 
The large number of variables usually included in simulations makes it ex- 
tremely difficult to run parametric studies with the model to perform sen- 
sitivity analyses over the simulation assumptions and input data.  Finally, 
the large amount of detail contained in most Monte Carlo simulations makes 
it difficult to use by itself as a vehicle to single out those systems ca- 
pabilities, tactics, and environmental conditions which significantly con- 
tribute to or delimit the system's effectiveness. 

Analytic Models: Analytic models are like simulations in the sense 
that they also have no player involvement; however, they tend to be much 
more abstract. As in the develoDmeht of simulations, the process is studied 
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and decomposed into its basic events and activities. In analytic node's, 
however, mathematical descriptions of all the basic events and activities 
are developed, and these events and activity descriptions are integrated 
into an overall assumed mathematical structure of the process. Where ap- 
propriate techniques exist, solutions are obtained by consistent mathemati- 
cal operations giving rise to explicit relationships between independent 
variables and dependent ones of combat effectiveness. When such explicit 
relationships can be developed, they obviously simplify the conduct of 
sensitivity analyses and provide an increased ease in interpreting the re- 
sults since the dynamics of the combat process are contained in readily 
examined equations. Most often analytic models of any degree of complexity 
require numerical solution techniques. However,- even these provide marked 
reductions in dollars and time for the conduct of analyses and offer sig- 
nificant improvements in interpretability since the basic events and ac- 
tivities are described by visible mathematical equations. 

Although it is well-recognized by this audience that analytic models 
can be either deterministic or stochastic, no such understanding exists 
among much of the practicing OR community or OR planners.  Obviously, in 
the deterministic case a single set of input values always produces the 
same set of output results, while in the probabilistic case a set of in- 
put probability distributions produces a probability distribution over the 
output variables.  In either case, no replications are required since the 
solution is obtained by either direct mathematical operations or by nu- 
merical solution techniques. There is a widespread, but incorrect, belief 
that models which contain chance elements or activities must be Monte Carlo 
simulations. 

2.0 Conflicting Considerations and Implications in Development of 
Models for Military Planning 

Because cf the heavy emphasis on long-range planning, the DoD in the 
US has devoted a significant amount of effort to zhe  development of pre- 
dictive models of combat proer-öses to ccsist ir. their force structure, 
weapon system, and doctrinal studies.  A number of conflicting considera- 
tions exist which, I believe, have influenced the types of models that have 
been developed and which have given rise to some of the recent trends in 
development and applications. 

1 
The use of predictive models is somewhat in contrast to the operations re- 
search activities of World War II, which I like to refer to as "operational 
inference", for much of the effort was devoted to estimation of system ef- 
fectiveness and inferences regarding future operations rather than long- 
range prediction.  In World War II, the availability of systems and the on- 
going military operations facilitated the gathering of data on the systems 
capabilities and effectiveness, enemy characteristics and tactics, and en- 
vii-onmental factors for use in the studies. A major share of the questions 
addressed at the time were essentially concerned with how the next day's 
operations should be conducted. This is in sharp contrast to the long-range 
planning problems where greater emphasis is placed on prediction rather than 
inference because the future is concerned with a time frame of, at a raini- 
isxaL,  3, and usually 5, 10, and 20 years as compared to the WW II operation- 
al studies when tine was measured in days, veeks, and months. 
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2.1 Complexity of the Combat Process 

Military personnel have long argued that the land warfare process is 
a complex one. Based on my modeling and application experience, I agree 
with this observation but would state it slightly differently: predictions 
of combat results from our models are highly dependent on many process des- 
criptors and their interactions. Specifically, it is easy to show that 
predictions of combat results vary significantly with the following char- 
acteristics: 

(a) weapon system characteristics— firing rates, accuracy, lethal- 
ity, acquisition capability, maneuver capability, reliability, 
etc. 

(b) organization structure — the numbers of different types of 
weapon systems in the organization. 

(c) doctrine or tactics — the behavioral decision processes which 
drive much of the combat activities. On a broad scale these 
include the choice of battle type (attack a fixed defensive 
position, delay, chance meeting, withdrawal, etc.) and the choice 
of defensive position. On a more microscopic scale these include 
the weapon-to-target fire allocation decisions, route selection, 
assault speeds, assignments to maneuver versus overwatch roles, 
and the decisions to initiate and end the firing activity. 

(d) terrain-environmental effects — these include effects such as 
the interaction of the line-of-sight process on the acquisition 
capabilities, trafficability of the weapon platforms, and the 
effect of meteorological conditions on acquisition. 

Each of these effects individually, and their interactions, have signifi- 
cant bearing on the predictions of combat results. This complexity strongly 
implies that the combat models take the form of simulations and, because 
of the strong impact the tactical decisions have on outcome results, player 
interfaces be included in the form of war game models. 

2.2 Absence of Data to Verify Ccr.bat Models 

I am firmly convinced that there exist almost no experimentally veri- 
fied models of combat processes of interest to the military planner.  That 
is, and let me emphasize, the field is devoid of any experimentally veri- 
fied content.  The military systems analyst tust predict the operational 
effectiveness of combat systems; yet, there clearly do not exist any veri- 
fied operational models of this type of process, nor does it appear that 
sufficient historical or experimental data to test any existing or next 

generation models will become available in the near future. Experience 
suggests that combat is a process that does not readily lend itself to 
measurement. 

1 
Recent test activities at the US Army Combat Developments Experimental 
Center are directed toward possible verification of some of the battalion- 
level simulations such as the IUA, CARMQHETTE, and DIKTACS.  It must be 
recognized, however, that data generated at CDEC are not combat data. 
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Because of the absence cf data, we in the modeling community have 
been developing models somewhat as natural philosophers or Platonists in 
that the r.odel3 are developed by pure reasoning and logic alone. I strongly 
believe that models developed on this basis which are not experimentally 
verified cannot and should not be used as an evaluation mechanism to pro- 
vide accurate, point estimate predictions of combat effectiveness for use 
by decision makers. Rather, I think these intellectually developed models 
(rather than experimentally developed) should be used for analysis purposes 
to provide managers with 

(a) insights into directional trends to increase their understanding 
of the system dynamics, and 

(b) guidelines for the development of data collection plans (i.e., 
what data are important, how accurate must they be, etc.). 

This kind of information is generated by parametric variation of the model 
variables and assumptions designed to answer "what would happen if" ques- 
tions and to expose the full range of possible effects of a decision. 
This requirement for a large amount of parametric analysis strongly implies 
that many of the combat models should be analytic and perhaps simulatory 
rather than war games. 

2.3 Requirement for Evaluative Studies 

Although I do not believe we have models or methodology that can pro- 
vide accurate and reliable point estimate predictions of combat effective- 
ness, decision makers require quantitative information as input to many 
of their force structure, weapon system buy, and doctrinal decisions.  In 
the absence of any experimentally verified combat models, and with dim pros- 
pects of getting them in the future, this implies that the combat models 
that are developed should contain a high degree of logical fidelity with 
the "real world" and, where possible, be isomorphic to it.  Thus model de- 
velopers are, in a sense, driven to the development of complex, highly- 
sophisticated, detailed simulations of the combat process. 

2.U Resource Constraints on Planning Studies 

Resource constraints on planning studies also tend to drive model 
developments in different directions. On the one hand, a move toward the 
development of analytic structures is suggested by both the smaller number 
of personnel required for their development and use, and the smaller amount 
of computer time and cost associated with their use. On the other hand, 
since analytic models are significantly more abstract, development of 
analytic models which include many of the relevant combat process descrip- 
tors requires a significantly high level of analytic capability. Accord- 
ingly, many of the model developments tend to be driven in the direction 
of simulations and war games which, although requiring logical structuring, 
require less use of highly abstract mathematics. 

2.5 Higher Level Unit Evaluation Requirements 

A significant amount of the modeling for weapon system planning 
(requirements, weapon mixes, etc.) has been done at the small unit (roughly 
battalion) level. Although, I believe, there is a recognized need to 
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perform these analyses at higher levels (division, corps, etc.) of combat 
activity, the battalion level focus has been retained because that appears 
to be the highest feasible level in which detailed isomorphic descriptions 
of the combat process can be included. Additionally, broader-level force 
structure, net assessment, MBFR, etc. problems are generating the need 
for more credible and structural theater-level models than have existed 
in the past. These needs are giving rise to some new activities and trends 
in model developments. 

2.6 User Understanding 

All models are abstract representations of reality; however, some are 
more abstract than others. War games, because of the use of military 
officers as gamers, tend to be less abstract than simulations, while 
analytic models are usually more abstract since the battle is described 
by aggregate equations.  Clearly, it is easier for most users to under- 
stand less abstract models (i.e., easier to visualize their horses on the 
battlefield), and it is not unreasonable to expect a high positive corre- 
lation between user understanding, acceptability, and use of a model. 
This idea, I believe, suggests the development of war game and simulation 
type combat models. 

3.0 History 

This section presents, in outline form, a brief history of modeling 
activities in the land warfare area through approximately 1972. 

A. Pre-1936 
(1) Field exercises or games (contests) 
(2) Hap or CPX exercises (to examine doctrine) 
(3) Simple analytic models; e.g., Koopman's work on simple Lanchester 

models in the 19*+0s. 

B. 1956  - 1962 
(1) One-on-one duel models 

Monte Carlo simulations 
Simple analytic fundamental duel 

(2) Simple simulations of small unit actions 
CDEC-SRI global model 
ORO-initial version of CARMOIIETTE 

These were attempts to supplement some of the map and field exercises 
and, at least by today's standards, contained insufficient fidelity to the 
process. 

(3) Simple war games 
Manual games with subjective assessments which took an exces- 
sively long period of time to run. 

c. 1962 - 1967 
(l)  Development of more complicated and sophisticated simulations to 

increase their fidelity. This included enrichments to CARMOITETTE, 
the development of the IUA, and the development of DYNTACS, all 
batcalion-level Monte Carlo simulations. 
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(2) Development of computer-assisted war gar.es such as DIVTAG I, 
ADVICE, TACSPIEL, LEGION, THEATERSPIEL, and TARTARUS. 

(3) Mathematical enrichments in the theories of stochastic duels. 
(U) Development of simple, highly aggregated, firepower score, 

analytic models of large-scale campaigns. This was principally 
the ATLAS model. This model has no tie-back to the physically- 
based small unit action simulation models. 

Ü. 1967 - 1972 

(1) Continued enrichment of small unit battalion-level simulations 
such as DYi.TACS, IUA, and CARMONETTE. 

(2) Development and application of hybrid analytic-simulation models 
of battalion-level engagements such as the BONDER-IUA differential 
model. 

(3) Continued development and enrichment of war games such as DIVTAG 
II, DIWAG, and D3M. 

(U) Continued development of the mathematics of stochastic duels, al- 
though the rate of development has appreciably decreased. 

(5) Continued development of firepower score, large-scale campaign 
models such as ATLAS, OACAM, and TCM. 

U.O Model Review and Problem Areas 

In this section I shall briefly consider the state of existing models 
in the US.  Both because of my experience and the limitations in time, I 
will focus on the state of representations or models describing combat, and 
combat-related processes in conventional land warfare. Rather than dis- 
cussing any one combat model in detail, I have prepared an overview for 
three levels of combat activity - an individual firer against a passive 
target, small unit combat, and large scale warfare.  For each of these 
levels, I will try to indicate (a) where I believe models exist, (b) where 
tests have been conducted to verify the models, and (c) my subjective 
evaluation regarding the reasonableness of the model assumptions and 
structure.  Before looking at each of the levels of activity, it is impor- 
tant to preface my remarks with the following cautions: 

(1) The information provided here regarding the existence of models, 
their degree of verification, and the reasonableness of their 
assumptions is based strictly on my prior knowledge of the area 
and not on any detailed research or literature review.  Although 
I can in each instance cite a rationale for my evaluation, the 
rationale is somewhat subjective and may in some cases be in 
error. The figures I will present are intended as a mechanism 
for portraying some general impressions which I believe to be 
reasonable and instructive and are not intended as a definitive 
Btate-of-th=-art presentation of models of land combat. 

(2) Because I personally believe war ^ames are principally diagnostic 
methods and not vehicles for exploring a spectrum of alternative 
solutions to planning problems, I '.rill consider only simulation 

analytic model structuras. Additionally, my comments will 
ad'ires3 principally descriptive structures representing military 
combat processes nr.J not prescriptive models which specify sh&t 
"ought to be done" — e.g., the plethora of search theory models. 
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(3) My remarks do not consider some of the significant accomplishments 
in the US since 1972 (such as the development of the VECTOR,1 

ATHEI7A,2 IDAOAM,3 DIVOPS,1 a simulation version of DIVWAO,1* 
and air allocation models3) nor seme current research (such as 
modeling penetration phenomena, large-scale intelligence, tactical 
decision behavior, and terrain LOS modeling) which will be either 
formally presented or discussed at this conference. 

k.l    Individual Firer Models 

Figure 1 is an overview of the state In modeling the combat activity 
of an individual firer engaging a passive target, with the view from the 
firer system.  The row headings are individual firing systems such as a tank 
or anti-tank weapon (against either persor.r.=I or armed vehicle targets), 
an artillery weapon system, an air defense gua, a helicopter or a tactical 
aircraft.  The column headings are performance and decision processes which 
should be modeled in describing an individual system's combat activity 
against a passive target. Although the list of processes (both here and 
in figures 2 and 3) may not be exhaustive, they appear to be the principal 
ones one would logically include in a model of the process. 

Information regarding models for each combination of weapons svstem 
and process are shown in the cells.  Each cell will contain at aost four 
entries with the legend given en figure 1. Thus, an M indicates a model 
exists for the combination of the weapon system and process. A T indicates 
that testsjhave been conducted and, where ztiis  is the case, an I suggests that 
the tests have been inconclusive or a V -chat the tests have tended to 
Verify the model structure.  Finally, the symbol A indicates my subjective 
belief that the model assumptions are somewhat reasonable. A bar above the 
M, I, or A indicates a negation: that no r.odels :-:ist, no tests have been 
conducted, or the assumptions are not rea?:r.able, respectively.  The tilde 
above the M, T, V, or A is suggestive of partial results, indicating that 
a model exists but with incomplete structure, seme tests have been conducted, 
tift models have been partially verified, or some of the assumptions are 
reasonable, respectively.  When no model; exist (IT), I have not bothered to 
indicate any test or assumption Information, ar.e, when tests have been con- 
ducted which partially or fully verify the models, I have not indicated 
any assumption information. An asterisk denotes no knowledge on my part 
regarding the particular entry and an KÄ si,L- :ifi- - that the system-process 
co.ibir.ation is not applicable. 

Some general impressions can be drav.. frcm this figure by considering 
the pattern that occurs when one looks at the negation (overbar) and par- 
tial (tilde) indicators with respect tc e=ch of the symbols: the model 
symbol, the test symbol, or the assumptie.-. symbol (across the figure a: 

-).  Generally speaking, there appe?.r to be ?.  significant number of 
performance process models.  Some test.; ;.LVC beer, conducted on the model:,, 
and in scne cases those hove been verifie . or partially verified.  In c 
where the models have not been tested, the aesumpoions underlying the model 
'structures do not appjar to be totally       .. .hie.  In contrast to this 
overview of performance process models, there a_;ear to be very fe'/. models 

^Vector Research, Incorporated. 
2G'.'::-ral Ce; .vrch Corporation. 

:• Defence An-ilysi . 
**0o Army Combined Arms Center.     80 
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FIGURE 2:   SMALL UNIT COMBAT- 

 vz 
in 

c 
c c u <o o 

BATTALION AND 
o 

•r- 
o 

•r- 
4-> 

C i— 

cr L 10 

BELOW 
■ I > 

•r" 
i— m I o C 

C 3 OJ   3 o <u <a ex 3 ■ 01 cr. cr fJU. ai 
On c 1-  o u c^- C 
i. 10 (O <C ««— »—• •r- O 
O s: 1— K U. o 

Homogeneous Forces 

Tnf/Tnf   (flroHghl-) 

Dismounted 
(squads) NA 

M 
* 
A 

M 
TI 
Ä 

ff 
M 
T FT 

Mounted 
(companies) NA 

M 
* 
4 

M 

Ü * I M 
* 
* 

Armor/Armor 
(flrefight) NA 

M 
* 

Ä 

M 
ff 

! 

I 
N 
* 
* 

00 M M 
N Art ill cry/Artillery NA NA 

* 
M T 

A 

NA 

M M M 
A.D.A./A1r NA * 

A 
T* 
A 

ff T 
A 

NA 

M 1 M 
Hel./Grd. Units NA I* 

A 
TI 
* 

M T 
A 

NA 

N B M 
Tac. Alr/Grd. Units NA T* 

* 
T* 1 r 

A 
NA 

Decision Processes 

Combined Arms (Inf., tank, 
"■  ■  ■  1—m-i-J ■ t    ■■«■■*<  

Prepared Defense 
M 

I 
M 
T 
Ä 

K 
U 
A 

ff 
M 

I 
M 
* 
* 

Delay & Withdrawal 
M 
T 
A 

M 
T 
* 

M 
* 
* 

Ff 
M 
T 

M 
* 
* 

Meeting (then hasty 
defense) M M ff ff FT FT 

4-* 
-O   C 
C 01 
<c E c c o 
i- u 
io ••- c > 
I-  c 
0) ÜJ 

M 
TV 

JL_ 
M 
TV 
JL 

M 
TV 

JL_ 

NA 

M 
r 
M 

I 

M 
TV 

JL_ 
M 

L 
ff 

in 
•a v l/l 4i 
c «— M 4) i_ 
10 o 0) u •f— ■ 4-> ■»•• u_ , 

X)   OJ 4-> 3 o 
C   i_ C I— o JE ■ 01 
«u < 01   (0 Of □ E +-> 
0>   0) 15 ^ 4-> u. 10 c 

f—  f— o *-> u m 
+->   4J t— o 10 cr c ■ 
+J ■»-> Q. 10 a u at E 
■o  « 0) t- 4-> IO a. 0> 

00  00 o < 1- 0 1- 

Ff ff 

——— 
M 
r 

M 
r 
J 

M 
T 
I 

M 

r 
A~ 

FT ff 
M 
T 
* 

M 
T 
T 

M 
T 
A" 

H 
T 
Ä" 

ff ff 
i 
T 
* 

M 
T 
A 

M 
T 
A" 

M 
T 
A" 

ff ff ff NA 
M 
T 
k 

H 
T 

ff ff ff 
M 
T 
A- 

H 
T 
A" 

M 
r 
ä 

M ff FT 
M 
T 
A 

M 
T 
A 

M r 
A 

ff ff ff 
M 
T 
Ä" 

M 
T 
A* 

M 
T 
A" 

ff ff 

ff r 
* 

M 
T 
It 

1 
r 
A* 

M 
r 
A" 

M ff 

M 
f 
* 

M 
T 
A" 

M 
T 
A" 

ff ff ff ff ff ff 



Combat and Non Combat Processes Management Processes 
■    cr> 

' 01    ■ 
c «3   C ^™ +j o 4-» f- 

0)  i/i c c 2 4-> 
c 

*>   o 
4-» 
10 

4-> S-   1/1 0)   O o 4-» c C        >t- CQ 
o O- QJ «J i- *r~ c c ■ at   4-> ■ 4-> S i- u c 4-> 4-> o o E E    <o -a  o c c 4-» C 

f— <u o Ol   it) (0 O 1- j- 0) Si     N C i- o o c •r- 
>> r— +-> J- C7> C u 4-» ■ > o   •«- ia o •r- *rm ■ o 

4-> o C O- •f— »r- V" "O   3 2 o 1-     c JC "Or- 4-* 4J 2S CL 
n— (_> 1—< ^^ i- E c C   O o s 01 o C   O m >> 10 
0— r—   CD 3 (O   0) Q. r—   . <0   t- QJ   U f—   <J I- •<- At •»— m «3   C «U  in E x 0) ■»-> cut 4-»   <0 6 +* u o Q. O «* 5 to 
X> 4-> 4-J   O *->   1/1 E uj (. I— •.-    o +J    QJ E   C i- 1— CLr— in  E 01 
O «J C *- o o •r~ e a>    cu «3   S- O   O O i— 3 i— <U  O u 
ac a Q 4-> I-. Q <_> o U. =3 a:   a: eo < <-J o U. eC i/i «a: o: O CO 

D1v1s'1on-Corps Level 
L -            ' 

M 
- 

M M M M M M N M 
Attack/Defend TI M H r T M T* f* T M M M T * TV 

A A A A   • A A A * A 

Delay M M M R R R M R M M M M M M M 

Penetration M M M R M M M M M M M M M M M 

00 

Exploitation M M M M M M R M M R M M M M R 

Siege M M R M M M FT M~ M M M M M M M 

Theater Level • 

M M ä 
T 
A 

M M M M M 

Single Front TI 
I 

M R I 
A 

M 
A 

T* 
A" 

T 
A 

M M Ff T 
A 

* 
* 

M 

Multiple Front K M M M M M FT M M M M M M M M 

FIGURE 3: LARGE SCALE WARFARE 



of decision processes related to individual combat activity (a significant 
number of FT's in the figure). Where models do exist no tests have been 
conducted and, in my opinion, the models are based on highlv unrealistic 
assumptions (lots of T1 s and X's on the right side of figure l). 

k.2    Small Unit Action Models 

Figure 2 is an attempt to provide an overview of the state of modeling 
small unit combat (battalion size and below).  In this activity the units 
are in direct contact with each other and actively engaging in combat. The 
row headings reflect different types of combat engagements divided into 
two main categories: homogeneous forces and combined arms units. Under 
the homogeneous force category we can have infantry versus infantry engage- 
ments (dismounted or mounted), armor versus armor engagements, counter 
battery fire, etc. Combined arms engagements include units comprised of 
infantry, tanks, anti-tank systems, artillery, helicopters, and tactical 
aircraft engaging an enemy who is in a prepared defense, delay, withdrawal 
or hasty defense posture. The column headings are divided into three cat- 
egories of processes:  combat, terrain and environment, and decision.  The 
following main points can be obtained from the figure: 

(1) Except for the meeting type of engagement (wherein one of the 
opponents takes up a hasty defense posture) attempts have been 
made to model homogeneous and heterogeneous force battles of the 
prepared defense, delay, and withdrawal, with primary develop- 
ment and application emphasis on the prepared defense.1 Analytic 
modeling has been restricted to the prepared defense situation. 
As you can see, my knowledge of the models of delay and withdrawal 
engagements is less than satisfactory. 

(2) Micro-intelligence which consider the false alarm problems of 
acquiring already attritted targets or non-targets is included in 
only one model, and at that cannot be used because of the lack of 
appropriate input data. 

(3) The firepower descriptors (accuracy, lethality, etc.) are the 
most developed of the submodels.  Questions are continually being 
raised regarding parameter values used in studies, and there are 
questionable assumptions in the models used to estimate them (e.g.. 
no cumulative damage, dispersion that is independent of target 
size, normality and independence of impact errors, etc.). My 
questions regarding the assumptions are associated with my belief 
that the combat is occurring in highly compressed time which may 
be due to the attrition process model or data, the tactical de- 
cision model, or both. 

(U) Although I thought-the terrain and evironment characteristics 
(elevations, soil roughness, etc.) or their effects (LOS, man- 
euver capability, etc.) were reasonably well represented in the 
models, recent tests (TETAM) at the CDEC and related analyses 
indicate that the digitized LOS models used in our Monte Carlo 
simulations of battalion-level combat produced significantly 
erroneous LOS realizations. 

1 Although they are not depicted in the figure, I do not believe counter- 
attack situations have been modeled. 
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(5) Only a small number of decision process models exist; and, where 
they do, no tests of their validity have been conducted, and the 
model assumptions are deemed to he highly unrealistic. The de- 
cision to get engaged in combat, the choice of battle area, the 
deployment and tactical roles (maneuver, overwatch, etc.), and 
except for DYNTACS, choice of attack routes, are not modeled 
but rather are input created as part of the scenario generation 
process.  Engagements are assumed to happen. Target choice, open 
fire, and terminate fire decisions are programmed in the models. 
I believe these are models of doctrine (which I think we will 
agree is questionable) and not ccmbat behavior, i.e., how mili- 
tary personnel behave in combat, and I think the assumptions are 
unrealistic. 

k.3    Large-Scale Warfare 
Figure 3 portrays my impressions of the state of modeling large-scale 

warfare activities, divided into the division-to-corps level and the theater 
level.1 Within each of these categories the row headings reflect different 
types of warfare activity. The column headings depict the combat and non- 
combat processes as well as the management processes associated with large- 
scale warfare. The partial tests indicated under firepower and movement 
processes in the offense/defense engagement reflect the basic firepower 
score attrition tables and firepower score FE3A movement rate tables sup- 
posedly based on World War II data. 

Four conclusions can be drawn from figure 3 - three of them are explicit 
from the figure and the fourth is an implicit, one based on my subjective 
evaluation which I believe is consistent with those of many practitioners 
in the field. 

(1) Essentially the only modeling that has been done in the large- 
scale warfare area is the offense/defense activity on a single 
front.  I do not know of the existence of any models which consi- 
der other important combat activities such as deep penetration, 
exploitations, sieges, or multiple front warfare in which the 
FEBA loses its integrity, nor the effects that these activities 
have in determining the type and frequency of small unit actions 
that occur. The trend appears to be one of making more efficient 
models of perhaps the wrong process. 

(2) There are almost no models describing the management or decision 
processes associated vith large-scale warfare. A significant 
amount of the tactical decision making is not modeled but rather 
input based on the scenario generation process. Tactical deci- 
sions that are modeled have not been tested, and have highly ques- 
tionable assumptions. They are, I believe, supposed to be descrip- 
tions of-doctrine and are not actual tactical behavior.  In fact 

*The reader is reminded that my remarks do not consider some of the signi- 
ficant accomplishments in the US since 1972 (such as the development of the 
VECTOR, IDAGAM, DIVOPS, a simulation version of DTVWAG, Air Allocation 
Models) nor some current research (such as modeling penetration phenomena, 
large scale intelligence, tactical decision behavior, and terrain LOS model- 
ing) which will be either formally presented or discussed at this conference. 
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one would question if doctrine is being modeled since, as I 
understand it, the PACT wish to penetrate, avoiding engagements 
to do so.  Yet we devoted most of our development and study 
efforts to the engagement process. 

(3) With rare exception, the models that do exist have not been 
tested against any historical or experimental data. The exception 
is contained in the offense/defense-breakpoint cell, where his- 
torical data was compared to existing models of breakpoints and 
the null hypothesis rejected. 

(U) Essentially all the large-scale warfare models employ the "fire- 
power score" concept of attrition and FEBA movement.  I think these 
are questionable.  I will not go into many of the problems as- 
sociated with these models (which are well documented elsewhere); 
however, it is important to note that (a) these models are based 
on World War II data which is questionable for today's and future 
systems, and (b) they cannot realistically determine who is 
attritted in the war since the theory is not structural. Although 
the many problems associated with this theory are well known, it 
has been frequently employed because of the absence of other model 
structures to analyze this scale of warfare activity.  In my opin- 
ion, we will some day think of the firepower score models of large- 
scale campaigns as the phlogiston theory of warfare. 

In summary, I would like to abstract three main conclusions from the figures. 
(1) Through 1972, as the organizational level of the combat activity 

increases,, the number and quality of the models decrease. The 
amount of test data also decreases in this direction. The assump- 
tions underlying the model structures get more tenuous the further 
removed we are from the physical process; i.e., at the individual 
firer level of activity we can somewhat rely on the "natural laws 
of physics" as underlying model structures, but we have not 
evolved similar "natural laws of combat" as we move \ip the scale 
of combat activity. 

(2) The operations research community has studied and modeled only 
the classical firefight, with little attention given to other 
combat activities and noncombat processes.  In my opinion, the 
problem in developing model structures for these other activities 
is not "how" to model them but rather "what" to model. 

(3) There have been few or essentially no efforts to understand and 
model the behavioral decision and management processes associated 
vith the combat activity. 

5.0 Trends 

Some of the formal papers that will be presented by US participants 
and discussions with them will, I believe, indicate some methodolical trends 
that are starting to evolve in the US.  This section briefly notes some 
of the major trends. 

(l) Recognition that a large number of different factors (weapon 
system characteristics, weapon system mixes, tactics, terrain, 
etc.) can significantly affect the results of small unit actions 
(thus requiring extensive parametric analyses in studies) coupled 
with the long preparation and running times of Monte Carlo simu- 
lations, has led to the development of hybrid analytic-simulation 
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models of small unit combat engagements (e.g., BONDER-IUA and 
related differential models, COMAN, IHA).  In such models the 
attrition and acquisition (and sometimes allocation) processes 
are modeled in an abstract mathematical way while the movement 
process is included in a simulatory manner. Two development 
directions are being pursued to supplement, complement, and 
perhaps replace the monte Carlo simulations: 
(a) Freestanding or independent analytic model:  As the name 

implies, this type of analytic model can be run independently 
of any detailed Monte Carlo simulation model of the same 
combat process. That is, one .designs such a model so that 
it can use the same type of inputs as the Monte Carlo simu- 
lations of the same process and hopefully predict similar 
outputs in an efficient and easily interpretable manner. An 
example of this type of model is the BONDER-IUA differential 
model which was first used in the US in 1°69 and the many 
enriched versions of it since then, the latest being the 
BLDM (Battalion Level Differential Model). 

(b) Fitted parameter analytic model: This is an analytic model 
of the combat process which must be used in conjunction with 
the Monte Carlo simulation (or appropriate data from the 
actual process).  The data or outputs of the simulation 
model are used to fit one or more free parameters in the 
analytic model so that the latter predicts results compar- 
able to the simulation model.1 Examples of free parameter 
models that have been developed are COMAN and LORSUM. These 
models, in contrast to statistical regression functions, 
are structured on a physical basis with only a minimum 
number of parameters to be estimated. This permits a larger 
amount of extrapolative sensitivity analyses which are highly 
questionable if all of the parameters in the free parameter 
model are estimated. 

(2) Over the past two to three years it has become increasingly clear 
that it is not sufficient to analyze weapon system and weapon mix 
combined arms questions in battalion or lower unit combat engage- 
ments and that the higher level division and corps level war games 
are not responsive to perform the extensive parametric analyses 
needed to address such questions. This has motivated the develop- 
ment of a first-cut hybrid analytic-simulation of division oper- 
ations (the DIVOPS model in which the attrition, maneuver unit 
element and fire support sensor acquisition, and terrain line 
of sight processes are modeled analytically) and some research 
for next-generation analytic models of division-to-corps operations. 
Additionally, efforts have been devoted to reducing the player 
.participation in war games (e.g., modification to the DIVWAG war 
'game) and to get more weapon system attrition details into the 
games by using small unit action models in division level games 

1An obvious example of such a model, of course, is the classic statistical 
regression function, where essentially every parameter of the model is 
fit according to the data. These, however, are usually inadequate for 
analysis purposes and are usually based on ignorance of the process rather 

than knowledge. 
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in a hierarchical fashion (e.g., the DBM game uses the COMAMEX 
free parameter analytic model to assess battalion actions, where 
parameters of COMANEX are estimated from runs of the CARMONETTE 
Monte Carlo simulation). 

(3) More detailed force structure questions, requests for net assess- 
ments and net technical assessments, MBFR questions, and other 
force planning problems are generating the requirement for 
more disaggregated and credible theater level campaign models. 
This disaggregation is being accomplished in a number of ways: 
(a) The development of hybrid analytic-simulation models in 

which structural detail of small unit actions (e.g., 
battalion level and below) and other combat activities are 
directly played in the campaign model through the use of 
analytic submodels. 

(b) The development of campaign models in which results of 
brigade or division engagements are used in look-up tables 
and called for when assessments of such battles are needed. 

(c) Disaggregation of the "firepower score" theater level models 
so that attrition assessments and movement are performed at 
division or brigade level. 

(k)    After many years of giving lip service to the need for experimental 
data to verify land warfare models, there appears to be a slight, 
but none-the-less positive, trend to generate data for this pur- 
pose. The recent TETAM tests, which generated data to examine 
the predictive capability of our battalion level Monte Carlo 
simulations and their component terrain LOS models is the most 
prominent effort.  If the tentative negative conclusions regard- 
ing' the terrain LOS models are substantiated, I expect we will 
see increased -emphasis on this verification activity through the 
conduct of more tests directly for this purpose and the use of 
existing and future test data generated for other purpose 
(e.g., HITVAL, SEEKVAL). 

I believe you will see signs of these trends both in the formal papers pre- 
sented by US participants and in discussions with them throughout the con- 
ference. 
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CONSTRAINED FORCE DEVELOPMENT 

By Major Charles B. Fegan 

Office of the Deputy Chief of Staff for Operations and Plans 
Department of the Army 

INTRODUCTION 

Constrained force development is a generic term applicable to the 
definition of force structure related problems and applies to short, mid, 
or long range planning and programing.  The term assumes a three part 
structure associated with force structure problems:  an initial object 
state; a goal state; and rules of transformation. 

A problem's initial object state is its current environment, for 
example, the currently approved Army Force Program as exemplified by the 
Five Year Defense Program (FYDP).  A goal object state is an explicit 
statement of a transformed initial object state.  In the Planning, 
Programing, and Budgeting System (PPBS) the Program Objective Memorandum 
(POM) is developed prior to a FYDP update and can be considered a FYDP 
goal state.  The POM identifies a future force structure and the specific 
unit related actions (activations, inactivations, reorganizations, and 
changes of assignment) required to transform explicitly the initial 
object state (the old FYDP) into the new goal state.  These unit related 
actions express the rules of transformation capable of transforming the 
initial object state, via a sequence of intermediate states, into the 
goal state and are presumed to be feasible in light of known constraints. 

This paper argues that the constrained force development problem is 
well defined when there exists a systematic method of deciding that a 
candidate for the problem's solution is acceptable.  The existence of a 
well defined problem is a necessary and sufficient condition for initia- 
tion of the decision making process. 

Force structure decision making is the process of differentiating 
between alternative sets of unit actions to find the set most acceptable. 
If current conditions, desired conditions, and alternatives which can 
produce desired conditions are known, then a problem becomes one of 
choice.  The full range of operations research techniques may augment 
this choice process.  Conversely, operations research techniques are 
marginally applicable to ill-defined problems. 

Mathematical programing models require defined initial object states 
represented by objective functions and constraint equations.  Goal states 
are represented by statements such as "maximize".  Transformations which 
satisfy problem constraints in the initial object state are acceptable in 
our definition of problem solving.  If doubt exists concerning definition 
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of an initial object state, problems become stochastic.  If doubt exists 
concerning goal states, i.e., force developers do not know whether they 
want to maximize or minimize, the problem is unsolvable.  In linear pro- 
graming, the simplex algorithm obviates the necessity of explicitly 
enumerating all possible transformations.  That is, the linear program- 
ing method takes one simultaneously through the problem solving and 
decision making stages in such fashion that the solution produced by 
problem solving is the best decision making choice. 

THK FORCE STRUCTURE PROBLEM 

The consequences of failure to distinguish between the three states 
of problem definition and decision making are often serious.  Decisions 
made when the constrained force structure problem is ill-defined (e.g., 
we do not know what we want to do, what we currently have, or the rules 
for changing things) may be damaging in the short run and may produce 
catastrophic results in the future.  Today's decisions largely shape the 
constraints upon tomorrow's processes. 

The Army has difficulty defining its initial object state, let 
alone its goal state.  Frequently, the detailed description of "today's" 
Army can only be accomplished by examination of information which was 
developed in the distant past.  Extension of this information into the 
future compounds inherent inaccuracies and little success has been 
achieved in acquiring detailed information concerning planned actions. 
This problem has been studied in detail and a management information 
system, to cope with it, is being designed.  This effort is described in 
the next section. 

Complexity has caused the force development process to become dif- 
fuse. The result is that decision makers seldom receive more than "one 
and one quarter" alternatives from which to select. Not only does solu- 
tion search tend to cease with the first feasible solution, but such an 
initial solution is sometimes never found. This problem is exacerbated 
by the time constraints inherent within the PPBS cycle. 

The Army must define future force structure in a fashion which 
permits implementation of strategy subject to known constraints.  Further- 
more, the Army must be able to describe accurately such force structure 
in sufficient detail to permit asset procurement and distribution. 

As previously indicated, programing force structure decisions from 
an initial object state to a goal state is amenable to many operations 
research techniques.  However, difficulty arises when one attempts to 
define the "cost coefficients" required by these techniques.  "Cost coef- 
ficients" are the data needed to translate force goals into appropriate 
resource costs and encompass the broadest possible definition, e.g., 
people, dollars, equipment, facilities, strategic lift, etc.  Though the 
Army receives and processes force structure guidance in terms of "cost 
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coefficients" there is little capability to translate force structure 
goals into a useable format for analyses. 

Consequently, the historical impact of force structure decisions is 
unknown except at the highest levels of aggregation and the validity of 
using currently available data as "cost coefficients" is questionable. 
A major Army task is the establishment of an audit trail from original 
guidance to appropriate authorization changes at unit level.  Such 
historical data would then be available to determine authorization "cost 
coefficients" for use in operations research models. 

A purpose of constrained force development is translation of force 
requirements into appropriate resource costs, comparison of these re- 
source costs with projected resource availability and, finally, develop- 
ment of a viable program to transport the Army from any point in time to 
any selected goal state. 

THE INITIAL OBJECT STATE 

The major problems inherent in defining the initial object state 
are translation of highly aggregated force data into detailed unit 
actions and re-aggregating the effect of these detailed unit actions 
reflecting mission accomplishment.  In terms of this paper, the Army must 
identify its goal state, compare the goal state's requirements with those 
of the initial object state (the approved force program) and define rules 
of transformation (unit actions) in sufficient detail that asset procure- 
ment/distribution agencies can support them.  In practical terms, this 
means unit actions must be translatable into projected requirements for 
personnel in grade, branch, military occupational specialty (MOS), level 
detail, and equipment at line item number (LIN) detail over a five year 
period.  The rules of transformation must be disseminated as guidance to 
the Army in the field for implementation, and the detailed field response 
to this guidance must be fed back to Department of the Army (DA) in suf- 
ficient time to support asset procurement and distribution.  A two year 
projection is required to initiate asset distribution programing. 

It is tacitly impossible for the Army in the field to accomplish 
such projections and, consequently, DA makes them.  However, the quali- 
tative accuracy of these projections is directly dependent on field input 
for reasons described in the ensuing paragraphs. 

Guidance, as received by DA, is normally general in nature.  The 
rule used in issuing guidance to major commands (MACOMs) is not to con- 
strain excessively subordinates' ability to allocate resources in con- 
sonance with their concept for mission accomplishment.  The practical 
effect is that guidance remains at a high level of aggregation until it 
reaches the unit which must implement it. 

Detailed information is developed at unit level where the qualita- 
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tive decisions are made regarding how the unit will be changed.  The 
results of these changes (in grade, branch, MOS detail) are documented 
in a change to the unit's Army Authorization Documents System (TAADS) 
document.  When equipment authorizations also change, these changes are 
noted in the TAADS document in LIN level detail.  The proposed document 
changes are then forwarded, through commands, to DA for approval.  These 
documents are the basis for projecting asset requirements associated 
with units.  As previously indicated, DA projects force structure auth- 
orizations seven years into the future.  The Structure and Composition 
System (SACS) provides a capability for computing force structure equip- 
ment and/or personnel requirements and authorizations for a real or 
hypothetical force, for the current year and each of a series of future 
years.  It does this by mathematically factoring strengths in existing 
TAADS documents to match future personnel and equipment authorizations. 
The basis for this factoring is the authorization data contained in the 
Force Accounting System (FAS).  Equipment requirements are determined in 
a similar fashion, utilizing routines to account for modernization. 

It is necessary to describe how the authorization data is developed 
which provides the basis for mathematically factoring the TAADS document. 
As implied, the field normally tries to document authorizations in the 
short run (current year), while the Army Staff is making projections 
from these documents up to seven years beyond the current year.  Although 
the guidance passed to subordinates deliberately is kept as broad as 
possible, it is necessary to make detailed changes in data bases for 
planning, programing, and budgeting purposes.  A statement that a budget 
could not be presented because detailed field input was lacking would 
be unacceptable.  Consequently, data bases are changed on the basis of 
"assumptions" regarding how subordinates will implement generalized 
guidance. 

This guidance information is not normally at unit level detail and 
must be translated to that level in order to maintain a valid Army troop 
list.  Since field responses are not timely enough, DA action officers 
make "program assumptions" at unit level, describing how they think the 
field will respond.  This information establishes the programed data 
base used to factor TAADS documents mathematically and project asset 
requirements for Army procurement and distribution. 

The assumption/command plan procedure is designed to mitigate the 
effect of the relatively long lead time it takes for DA to receive an 
approved TAADS document change. 

This process mathematically adjusts current authorization documents 
to meet future projections and provides the basis for detailed acquisi- 
tion of people and equipment.  Distribution of people and equipment is 
based upon the most recently approved authorization document--which is 
different from the mathematically factored document used to create the 
"people and equipment pool" from which distribution is made.  This prob- 
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lern, which impacts upon unit readiness and morale, should be alleviated 
as system response times improve and more users can review the systems' 
data. 

An integrated management information system is being defined for 
development which will service all customers (from DA through unit) with 
an automated force development capability and centralized, edited data. 
As this system tracks guidance, maintaining an audit trail of force 
structure decisions, information concerning the detailed impact of force 
guidance will become available.  This information should prove invaluable 
in defining the cost coefficients required by constrained force develop- 
ment.  Furthermore, such a system will facilitate the timely and accurate 
flow of detailed information regarding future actions between DA and the 
field.  This will permit use of operations research techniques to program 
force structure with attendant savings of money and manpower. 

It is important to realize that the management information system 
being designed is more than a collection of computers and computer pro- 
grams.  It is an organized method of providing past, present, and pro- 
jected force structure information relating to the internal operations 
of each using headquarters and provides externally generated information 
from each headquarters' subordinate elements.  The system must support 
the planning, programing, budgeting, control, and operational functions 
of force development by furnishing uniform information in the proper time- 
frame to assist decision makers. 

TOTAL FORCE - AN ARMY GOAL STATE 

The Total Force concept has its origin in national policy statements 
which directed greater reliance on Reserve Components.  The Reserve 
Components were always considered in force planning, but previously in- 
sufficient attention was devoted to their full integration in a Total 
Force concept.  Much analysis was done on risk assessment of combat 
units but little was done of combat service support units.  Many real 
constraints on the rules of transformation were ignored due to their 
complexity and due to the inability of the process to recognize them. 

A giant step toward correcting these force planning deficiencies 
and developing a methodology to prevent their recurrence is the Army 
Total Force study effort.  The following discussion highlights the cur- 
rent study methodology and describes on-going efforts to relate Total 
Force resource requirements with resource availability. 

The process begins with definition of the combat units around which 
the study is based.  This force is specified as guidance by the Chief of 
Staff.  From this, the study develops support requirements.  Combat unit 
requirements are not addressed, other than in fine tuning the injection 
of the given combat units into a theater subject to strategic lift con- 
straints.  These combat units are initially analyzed in the Force and 
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Weapon Analysis Project (FOREWON) system.  The FOREWON system was devel- 
oped for Army use by the Research Analysis Corporation (formerly RAC, 
now General Research Corporation, GRC) and is currently operated by the 
Army's Concept Analysis Agency (CAA).  The FOREWON system consists of 
five separate but integrated models.  Four of these models are used in 
Total Force analyses. 

A lift model, the Preliminary Force Designer - Simulation Alloca- 
tion Model (PFD-SAM) deploys units to a theater of operations and gener- 
ates arrival dates.  This model provides a preliminary allocation of 
the force and the available lift, and uses linear programing and computer 
simulation techniques. 

A wargame model, A Tactical Logistical and Air Simulation (ATLAS) 
model employs combat units against an assumed enemy as the units arrive 
in the theater.  ATLAS is a computerized theater wargame designed to 
determine quickly the outcome of an extended combat period. 

The force wargamed in ATLAS consists of combat and combat support 
units.  Based on the results of the wargame a logistics or force round- 
out model,  Administrative and Logistical Support (FASTALS), is used to 
develop the combat service support required to support the combat forces. 

Finally, a force aggregation model, Objective Force Designer (OFD) 
is used to develop an aggregated troop list to support the strategy being 
examined for all theaters of interest. 

The results of this process are then subjected to more detailed 
analysis through use of the Concepts Evaluation Model (CEM) created by 
GRC and operated by CAA.  The CEM is a theater-level combat simulation 
similar to ATLAS but which includes the additional features of combat at 
the brigade level and a more sophisticated logistics sub-model.  The CEM 
permits analysis of the weapons system mix on the battlefield through a 
FEBA trace.  A process of iterating between the SMOBSMOB (a more refined 
lift model than PFD-SAM) and the CEM permits fine tuning of the deploy- 
ment schedule to improve warfighting subject to lift, combat unit and 
logistical constraints.  The deployment schedule is viewed as an explicit 
statement of the Army's prioritized need for units as determined by their 
warfighting contribution.  This prioritization is the key to applying 
constraints and developing rules of transformation.  Furthermore, through 
the CEM's logistics sub-model, the study analyzes the effects of war 
reserve availability on the Army's needs for type units. 

Described thus far has been a methodology for defining a relatively 
unconstrained force.  A first step in assessing thd resource requirements 
of this force is the translation of the force into Army budget and FYDP 
terms. 

To initiate this process, the goal state is converted into detailed 
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personnel and logistical information through use of the automated SACS. 
The SACS process has been discussed in the preceeding section.  Personnel 
and logistics agencies are asked to evaluate the programed force struc- 
ture changes postulated in the rules of transformation and assess their 
impact, on a unit by unit basis, in their areas of interest.  Prior to 
this assessment, these agencies have validated the requirements for each 
unit in the goal state.  Consequently, this analysis identifies needs for 
trade-offs and provides relative measures of cost and benefits with which 
to accomplish them.  The Force Stratification Model, developed by the 
Engineer Studies Group (ESG), is concurrently used to analyze and compare 
the goal state and initial object state in terms of internal unit struc- 
ture. 

Relevant costs associated with the force change scenario are devel- 
oped.  These costs are staffed with the appropriate Army budget and FYDP 
program directors.  Again, the result improves the quality of trade-off 
analysis and resource management. 

Total Force data developed will be used for the PPBS cycle of 1977- 
1981.  Concurrently, a methodology for synchronizing the PPBS products 
with the Total Force (goal state) is being developed.  Essentially, this 
methodology is based upon a comparison of the Target Total Force (goal 
state) with the programed force (initial object state) and the recommenda- 
tion of force structure actions required, on a unit for unit basis, (by 
FY over the POM years 77-81) to align the programed with the target force 
(rules of transformation).  These force structure actions will be activa- 
tions, inactivations, reorganizations, changes of command assignment, and/ 
or geographic location changes.  An attempt will be made to assess ex- 
plicitly the projected impact of these changes on selected criteria such 
as personnel and fiscal feasibility.  The Constrained Force Model (CONFORM) 
developed by GRC and operated by USAMSSA will be used for this purpose. 
These recommended force structure changes are essentially a scenario to 
map the Army today into the Total Force goal state at selected future 
points.  In this regard, the scenario may be considered an explicit state- 
ment of rules of transformation.  However, inherent in these rules are 
priorities which reflect the relative contribution of each unit to war- 
fighting.  These priorities provide a mechanism for applying constraints. 

CONCLUSION 

Constrained force development has become an omnibus effort interwin- 
ing previously disjointed actions in a symbiotic manner.  The desired re- 
sult is increased systems synergy and reduced process diffusion.  A corol- 
lary objective is an integrating link comprised of a meta-language for 
defining problems which transcends technocratic jargon. 

Two on-going projects have been described from the standpoint of 
constrained force development.  Their description, in terms defining 
force structure problems, is intended to make their mutual dependence 
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apparent.  Defining the initial object st'ate (the Army now) provides 
the basis for projecting future force structure requirements.  If our 
definitions of the initial object state are faulty, projections from that 
base compound the problem and impose undesirable constraints upon future 
force options. 

Providing visibility to planning factors and other unit related 
information will help purge bad data from the system and result in im- 
proved information.  Tracking force development guidance and documenting 
its implementation allows use of sophisticated force programing techni- 
ques, improves process accuracy, reduces manpower requirements, and 
makes process constraints more explicit.  By overturning the rock under 
which the force program is currently developed, process diffusion will be 
reduced and the mutual dependence of force related actions will become 
more apparent. 

Inherent in making good short run force structure decisions is a 
defined goal state.  A methodology for defining support requirements and 
relating future force structures to resource availability has been dis- 
cussed.  This methodology ignores civilian manpower and in so doing makes 
impossible detailed analysis of the general support force.  Little 
analysis is devoted to special mission forces and a method for accomp- 
lishing such analysis using existing techniques is not apparent.  No 
discussion has been devoted to defining requirements for combat units 
under constraints.  These are major shortcomings in our attempts to 
define the force development goal state. 

All of the information needed to make force development decisions 
(assuming there is a defined goal state) will not be provided by the 
management information system described earlier.  Readiness, equipment 
availability, personnel availability, and fiscal information has been 
excluded from the data base. 

Despite these shortcomings, significant improvements in constrained 
force development are being accrued. 

Acceleration of processing time through automatic data processing 
and concurrent use of operations research models will make development 
of multiple alternatives possible.  These alternatives will represent 
more accurate rules of transformation and, being explicit, will focus 
attention upon tight constraints.  These actions make possible the 
integration of functional force development activities performed by the 
Army Staff. 

The Total Force study effort operates outside of, and precedes, a 
PPBS cycle (POM-Budget-Execution) in terms of force development.  Conse- 
quently, analysis of the goal state, with respect to the Total Force, is 
not constrained by PPBS milestones and can be conducted in a more relaxed 
atmosphere. 
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Finally, and perhaps of most importance, constrained force develop- 
ment stresses the logic which should exist between troop lists generated 
by the Army Staff.  If the best military judgment determines that the 
Joint Strategic Objectives Plan (JSOP) force can satisfy the Army's 
strategic requirements, there should be a good explanation for requiring 
a unit in the Total Force (more constrained than the JSOP) which was not 
stated as a JSOP requirement.  Using the same logic, there should be a 
good explanation for requiring a unit in the POM force (more constrained 
than the Total Force) which was not stated as a Total Force requirement. 
The same analysis holds for the Budget force. 
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TITLE:  General Purpose Force Potentials 

AUTHORS: Dr. W.J. Schultis and Dr. F.G. Parsons 
Institute for Defense Analyses 

For some time we at IDA have been conducting research, the objective 
of which is to provide analytic tools for force-capability comparisons of 
NATO and Warsaw Pact forces in Central Europe. We believe the methodology 
should be sensitive to important qualitative differences in weapons and 
to differences in force composition. At the same time, the methodology 
should be mathematically defensible, yet conceptually simple enough that 
it is heuristically justifiable. While it is instructive to compare the 
opposing forces in terms of relative numbers of personnel, tanks, artil- 
lery pieces, aircraft, etc., the neglect of potentially significant dif- 
ferences in weapon quality limits the utility of such assessments. 

At the other extreme in the spectrum of methodologies are "simula- 
tions" or "war games," nearly always implemented as computer programs. 
Such methodologies vary greatly in scope and level of detail. There are 
detailed simulations of battles between small ground units, tank-vs-tank 
duels, and training-aid games for the simulation of combat commanders' 
decision environments, but these detailed models were not intended for 
use in force-balance assessments or for aggregation into a larger-scope 
model, which would be prohibitive in terms of time, cost, and the de- 
mand for data. 

» 
There are also "global" war game models which can be quite useful 

for "one-sided" analyses, such as assessing logistic requirements, air 
defense needs, capacity of communications systems, etc., but which suf- 
fer from inscrutability when used in assessing relative force capabil- 
ities. The necessity for built-in assumptions (to allow the computer 
to execute its calculations) and the mystique of the data-preparation 
process limit the ability of the user to verify the validity of pre- 
dictions by such models. 

In attempting to develop comparative measures of combat potential 
that are intuitively recognizable as useful indices, consideration was 
given to previous efforts of the military analytic community. Review 
of Index Measures of Combat Effectiveness by D.M. Lester and R.F. 
Robinson contains descriptions of much of that work, viz., Firepower 
Potential, Weapons Effectiveness Indices, Index of Combat Effective- 
ness, Weighted Unit Value, Combat Power Scores, and Quantified Judg- 
ment Method. 

This paper presents several measures of force capability that re- 
flect the quantity of major equipment items and some aspects of their 
quality. In order to provide the means for comparing NATO and Warsaw 
Pact in Central Europe, these measures, which are called "attriting 
potentials," are defined so that they represent the theater-wide capa- 
bility of each side or the total potential to do a particular job. 
Thus, as nearly as possible, these measures of potential are scenario- 
independent and do not purport to represent how a battle would progress 
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in a particular sector of the battleground. Rather, such measures give 
an impression of relative capability of one side with respect to the 
other, theater-wide. 

The worth of many types of equipment is represented herein only by 
a net potential capability to defeat typical targets presented by an 
opponent. To obtain a relative comparison of the two sides, the measures 
are based on stylized targets within effective range of the weaponry whose 
potential effectiveness is being measured. Again, these measures do not 
represent the outcome of the local battle or engagement, but rather the 
relative total capability of each side to participate in a hypothetical 
engagement, given an abundance of targets already acquired.  Clearly, in 
an actual battle, the full capability of either side would never be 
brought to bear. In short, these are measures of potential, not actual, 
capability. Measures of actual capability require a detailed under- 
standing and modeling of target acquisition capability, command and con- 
trol, and tactics, among many other factors, none of which is addressed 
by these measures. Nor do Jiese measures take account of night and ad- 
verse weather effects on operations. 

EXHIBIT 1 (U) 

POTENTIAL MEASURES AND THEIR CHARACTERISTICS 

MEASURES 

PERSONNEL ATTRITING POTENTIAL PAP 

TANK ATTRITING  POTENTIAL TAP 

BASED AIRCRAFT ATTRITING POTENTIAL BAAP 

POL ATTRITING POTENTIAL POLAP 

CHARACTERISTICS 

THEATER-WIDE 

INVOLVE PRIMARY ARMS & TARGETS OF WARFARE 

REUTE QUANTITY  & QUALITY OF MANY DISSIMILAR 
WEAPONS TO A SINGLE GOAL 

MEASURE  POTENTIAL CAPABILITY RELATIVE TO PROBLEM 

INTUITIVELY UNDERSTANDABLE 
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The stylized targets against which the capability of the forces of 
the two sides is to be expressed are personnel, tanks, based aircraft 
(i.e., aircraft in shelters, in revetments, and parked in the open), and 
POL storage. These targets were chosen (1) because they are important 
elements in modern warfare, (2) because the effectiveness of weaponry in 
attacking these targets is calculable, and (3) because the impact of at- 
triting these targets is directly recognizable. Other targets, e.g., com- 
munication nodes, might have been chosen; however, attrition of such tar- 
gets still leaves a more fundamental question to be addressed, viz., the 
impact of their loss on the relative balance. The chosen targets appear 
so fundamentally important that the ratio of their losses would appear 
to be indices of relative strengths. Unfortunately, other fundamental 
elements are not included in this analysis. Air-to-air effectiveness 
and ground defenses against aircraft, for example, have not been ad- 
dressed. They are very important interactions in an assessment of rela- 
tive strength of opponents; nevertheless, limitations of both imagina- 
tion and effort prevented reduction of these interactions to simple mea- 
sures. 

I will now discuss each attriting potential separately, the equa- 
tion we use in calculating it, the types of data needed, and assumptions 
made and some comments about intermediate level calculations.  First, 
the Personnel Attriting Potential. 

EXHIBIT 2 (U) 

PERSONNEL ATTRITING POTENTIAL 

WORKING EQUATION 

GROUND-GENERATED 

• THE PERSONNEL ATTRITING POTENTIAL (PAP) FOR A SPECIFIC WEAPON TYPE IS DERIVED AS FOLLOWS: 

- FOR EACH TYPE OF AMMUNITION EXPENDED BY THIS WEAPON, 

^LETHAL AREA PER DAYW    EXPENDITURE PER DAY OF    W LETHAL \ 
\    PER AMMO TYPE    /"VHIS AMMO TYPE PER WEAPON^AREA PER ROUND^/ 

- ADD THESE QUANTITIES TO GET LETHAL AREA PER WEAPON PER DAY THEN, 

/ LETHAL AREA FOR THIS \ .  /NUMBER OF THIS \      / LETHAL AREA       \ 
(WEAPON TYPE PER DAY I ~ ITYPE OF WEAPON^      ^PER WEAPON PER DAY^ 

• ADD*THESE QUANTITIES FOR ALL WEAPON TYPES TO GET TOTAL GROUND-GENERATED LETHAL AREA 

PER DAY 

/TOTAL LETHAL AREA\   /TROOP \^(Ch.CkAV »irii\ 
• PERSONNEL ATTRITING POTENTIAL =(W     PER DAY ) ^DENSITY)   ^ENEMY P,CUj 
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The potential of ground-delivered (or air-delivered) weapons to in- 
capacitate personnel in the combat area by indirect fire is the potential 
fraction of the enemy personnel in combat units (PICU) that the weapons 
of the opposite side's forces could potentially incapacitate in a day. 
The target base of personnel we assume is 1/3 standing, 1/3 prone, and 
1/3 in foxholes, at a concentration of 300 troops per km2. This troop 
density is an average density of a U.S. mechanized infantry company on 
defense and a Soviet motorized rifle company in attack. 

It should be pointed out that the equation for Personnel Attriting 
Potential involves a sum over all weapons of the product of effectiveness 
per round (or sortie) and the ammunition expenditure rate (or sortie rate) 
The effectiveness is rather straightforward to calculate and difficult to 
alter arbitrarily, whereas the rates are soft and can easily be changed. 
Thus,' the product and the attriting potential are sensitive to uncer- 
tainties and arbitrariness of these rates.  (This is a problem which, 
explicitly treated or not, all models share at least in principal.) 
Nevertheless, ammunition expenditure rates and sortie rates are impor- 
tant elements in the balance of strength (and, presumably, in the out- 
come of battles). 

EXHIBIT 3 (U) 

PERSONNEL ATTRITING POTENTIAL 

TYPES OF DATA USED 

TARGET TROOP DENSITY 
TROOP POSTURE 
NUMBER OF  PERSONNEL IN COMBAT UNITS 

WEAPONS NUMBER OF  EACH TYPE WEAPON 
MUNITION  TYPE FOR EACH WEAPON 
MUNITION RESUPPLY RATES 

NUMBER OF A/C OF  EACH  TYPE 
MUNITIONS LOADS FOR EACH A/C 
MUNITIONS STOCKPILE 
SORTIE RATES 

CALCULATIONS LETHAL AREA/DAY  FOR EACH WEAPON 
"STYLIZED"  LOAD FOR EACH A/C 
LETHAL AREA/DAY  FOR EACH  A/C 

TOTAL LETHAL AREA/DAY 
TOTAL PERSONNEL POTENTIALLY KILLED/DAY 

FINALLY, 

PAP 
PERSONNEL POTENTIALLY KILLED  PER DAY 

PERSONNEL IN COMBAT UNITS 
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As could be deduced from the previous equation, the types of data 
(or assumptions) needed for the calculations of the Personnel Attriting 
Potential are shown on this exhibit. 

The calculations are rather straightforward. For aircraft we have de- 
veloped a "stylized load" which is a mix of the various types of munitions 
available, the nature of the mix being adjusted such that the stockpile 
of munitions is uniformly drawn down. 

Next I will discuss the Tank Attriting Potential. 

EXHIBIT 4 (U) 

TANK ATTRITING POTENTIAL 

GROUND-GENERATED WORK ING EQUATI ON 

•   TANK  KILLS FOR A SPECIFIC WEAPON TYPE 

-    FOR A  SINGLE WEAPON  OF  EACH  TYPE 

/ POTENTIAL \ _L_ /FRACTION OF TARGET\ 
( TANK KILLS 

)L    /FRACTION OF TARGEU      /    PROBABILITY     \      / PROBABILITY OF \ 
■     Y. (     FIRST DETECTIONS     1x1    OF HIT GIVEN   )x(      KILL GIVEN      ) 

i = l  \ PER RANGE INTERVAL/     \AN AIMED SHOT/     V A SHOT AND HIT / \PER WEAPON 

WHERE 

T f TO* WKTSEH ■   10WITHIN L RANGE INTERVALS 

S \ m^olZZJ OUT TO300°METERS 

-   ADD THESE TO  OBTAIN  POTENTIAL TANK  KILLS PER WEAPON  TYPE 

/EE^Ek\   /POTENTIAL \'7SFUTH'S \ 
PER WEÄ      =   (TANK  KIUS   1   * TYPE'' pwEAPONy     ^pERWEAPONy    Vw™J 

• ADD ALL THESE QUANTITIES TO FIND TOTAL TANK  KILLS BY GROUND WEAPONS 

/TOTAL TANK\       /   TOTAL NUMBER  \ 
• TANK ATTRITING  POTENTIAL =   („,,,?       )  *   IOF  ENEMY  TANKS) 

\        K'U!'       / V        IN  THEATER      / 

The potential of ground- or air-delivered weapons to kill enemy 
tanks in the combat area is the potential fraction of the enemy's medium 
tanks standing in the open that the weapons of the opposite side's forces 
could incapacitate in a day by inflicting a mobility or firepower kill. 
It is measured in enemy tanks killed by a single aimed shot from each of 
a force's tank guns and ATWs divided by the total number of enemy tanks 
in theater. 
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It should be pointed out that the Tank Attriting Potential (unlike 
the Personnel Attriting Potential) is not defined in terms of the rate 
of expenditure of ammunition of the ground weapons involved.  Each weapon 
is allowed one aimed shot because: 

• Tank-antitank encounters are likely to be relatively short 
(a few hours) violent engagements without resupply. 

• Vulnerability of direct-fire weapons to indirect fire and 
to fire from enemy direct-fire weapons differs markedly 
among the several types of weapons (e.g., portable ATWs 
are much more vulnerable than are tanks). Thus, vulner- 
ability to enemy fire should be taken into account if 
tank attriting potential is to be based on a one-day 
period. 

• Expected high attrition of antitank weapons—many will not 
survive one day of combat--is an important factor in deci- 
sions for equipping ground combat units. While an artil- 
lery weapon would generally be expected to fire thousands 
of rounds before it is put out of action by enemy fire, the 
expected life of direct-fire systems, such as tanks and 
ATWs, would likely be on the order of tens of rounds fired 
before attrition due to enemy fire. Thus, expected daily 
attrition should be considered if tank attriting potential 
is to be based on a one-day period. 

Single sorties are used for Tank Attriting Potential generated by 
aircraft whose stylized loads include some ordnance which is not effec- 
tive against tanks. 

Thus, TAP, as defined herein, is sensitive only to quality (single- 
round or single-sortie kill probability) and quantity of weapon systems, 
not to rates of fire or sorties. 

The types of data (or assumptions) needed in the calculations are 
shown in the next Exhibit. 
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EXHIBIT 5 (10 

TANK AnRITING POTENTIAL 

TYPES OF DATA  USED 

TARGET MEDIUM  TANK  VULNERABILITY DATA 
NUMBER OF  TARGET TANKS OF ALL KINDS 

WEAPONS NUMBER OF  EACH  TYPE TANK  FIRING 
NUMBER OF  EACH  TYPE ANTI-TANK  WEAPONS 
MUNITION TYPES FOR EACH WEAPON 
WEAPON KILL PROBABILITY  VS. RANGE 
ENGAGEMEN1  PROBABILITY VS. RANGE 
(FIRST SITING PROBABILITY USED AS SURROGATE) 

NUMBER OF A/C  OF  EACH   TYPE 
MUNITION  LOADS FOR EACH A/C 
MUNITIONS STOCKPILE 

CALCULATIONS POTENTIAL TANK  KILLS PER SHOT FOR EACH WEAPON 
•STYLIZED" LOAD FOR EACH   A/C 
POTENTIAL TANK KILLS PER SORTIE 

TOTAL POTENTIAL TANK  KILLS 

FINALLY, 

TOTAL  POTENTIAL TANK  KILLS 
TAP " NUMBER OF  TARGET  TANKS IN  THEATER 

The Based Aircraft Attriting Potential is calculated in a way simi- 
liar to the two,already mentioned, as is shown in the next Exhibit. 
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EXHIBIT 6 (U) 
BASED AIRCRAFT ATTRITING POTENTIAL 

WORKING EQUATION 

THE BASED AIRCRAFT ATTRITING  POTENTIAL IS DEFINED AS: 

/TOTAL NUMBER OF TARGETN       /TOTAL NUMBER OF TARGEA 
\ AIRCRAFT KILLED PER DAY /  T   \     AIRCRAFT IN THEATER      ) 

THE TOTAL NUMBER OF TARGET AIRCRAFT KILLED PER DAY IS CALCULATED BY SUMMING, OVER ALL 
THE ATTACKING AIRCRAFT, THE PRODUCT: 

/NUMBER OF TARGET   v / SURGE SORTIE   v /N,,MBFR OF ATTArif \ 
/     AIRCRAFT KILLED       \ /RATE FOR EACH \ /NUMBER °f ATTACK-X 
I       PER SORTIE FOR        ) " I ATTACKING AIR-j x I     'NG

CA
A'*C^I °F    ] 

V EACH AIRCRAFT TYPE/ \    CRAFT TYPE    / \          EACH TYPE         J 

CALCULATE THE NUMBER OF TARGET AIRCRAFT KILLED PER SORTIE BY AN ATTACKING AIRCRAFT OF 
EACH TYPE, BY MAKING THE SUM, OVER ALL THE MUNITION TYPES CARRIED BY EACH AIRCRAFT 
OF THE PRODUCT: 

(NUMBER Of UNITS OF EACH\ /EXPECTED NUMBER OF TARGET\ 
MUNITION TYPE CARRIED     I   x   (     AIRCRAFT KILLED PER UNIT     ) 

ON A SORTIE / V OF MUNITION / 

/   EXPECTED NUMBER OF   \      (FRACTION OF  TARGET)    I     PROBABILITY  OF 
AIRCRAFT IN >* ) KILLING AIRCRAFT 

(EXPECTED NUMBER OF   \      (F 
TARGET AIRCRAFT KILLED I =< 
PER UNIT OF MUNITION/       ' SHELTERS )    S   IN SHELTER WITH 

[UNIT OF MUNITION1 

(FRACTION OF TARGET)    I     PROBABILITY OF 
+ \ AIRCRAFT IN \x) KILLING AIRCRAFT 

( REVETMENTS )    )lN  REVETMENT WITH | 
(UNIT OF MUNITION 

(FRACTION OF TARGET)     (   PROBABILITY OF 
+ < AIRCRAFT PARKED IN U ) KILLING AIRCRAFT 

I OPEN )   JIN THE OPEN WITH 
(UNIT OF MUNITION 

The Based Aircraft Attriting Potential is defined as the potential 
of an air force to destroy an opposing force's aircraft, assuming that 
they are on the ground. 

It is the fraction of the opposition's aircraft on the ground that 
can potentially be destroyed beyond repair (K-kill) in one day when one 
air force, unopposed by air defense, strikes the opposition's airfields. 
It is measured in aircraft killed per day divided by the total number 
of the opposition's aircraft in theater. 

As can be seen in the exhibit, based aircraft are accounted for in 
three postures--in shelters, in revetments, and parked in the open—be- 
cause their vulnerability to various types of munition are so vastly dif- 
ferent in these postures. 
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Again, the data required for such a calculation are shown in Ex- 
hibit 7. 

EXHIBIT 7 (U) 

BASED AIRCRAFT ATTRITING POTENTIAL 

TYPES OF DATA USED 

TARGET VULNERABILITY OF SHELTERS & REVETMENTS 
SPACING OF SHELTERS & REVETMENTS 
NUMBER OF SHELTERS & REVETMENTS 
NUMBER OF TARGET A/C 

WEAPONS NUMBER OF A/C OF  EACH TYPE 
MUNITION  LOADS FOR EACH A/C 
MUNITIONS STOCKPILE 
SORTIE RATES 

CALCULATIONS FRACTION OF TARGET A/C IN  EACH  BASING  OPTION 
  NUMBER OF POTENTIAL A/C KILLS PER SORTIE FOR EACH 

BASING OPTION 

TOTAL NUMBER OF POTENTIAL A/C KILLS PER DAY 

FINALLY, 

TOTAL NUMBER OF POTENTIAL A/C KILLS PER DAY 
BAAP TOTAL NUMBER OF TARGET A/C IN THEATER 

Finally, I will discuss the POL Attriting Potential. 

Again note that POL storage is accounted for in three postures--in 
surface tanks, horizontal subsurface tanks, and in vertical subsurface 
tanks--because their vulnerability is quite different. 

The POL Attriting Potential is defined as the potential of an air 
force to destroy the opposition's POL storage capacity at fixed instal- 
lations. 

It is the fraction of the opposition's military and civilian POL 
which can potentially be destroyed in one day when one air force, un- 
opposed by air defense, strikes the opposition's POL storage areas. 
It is measured in barrels of POL storage capacity destroyed per day 
divided by the total barrels of POL storage capacity in theater. 
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EXHIBIT 8 (U) 

POL ATTRITING POTENTIAL 

WORKING EQUATION 

•    THE POL ATTRITING POTENTIAL IS DEFINED AS: 

/TOTAL POL STORAGE \        /TOTAL POL STORAGE \ 
(CAPACITY DESTROYED)   *   I CAPACITY IN I 
V PFR   DAY / \ THEATER 

THE TOTAL POL STORAGE CAPACITY DESTROYED PER DAY IS CALCULATED BY  SUMMING OVER 
ALL THE ATTACKING AIRCRAFT, THE PRODUCT; 

fPOl STORAGE CAPACITY 
DESTROYED PER SORTIE 
BY  EACH ATTACKING 

» AIRCRAFT  TYPE M 
SUSTAINED SORTIE > 

RATE FOR EACH AT- 
TACKING AIRCRAFT 

TYPE i 

(NUMBER OF AT 
TACKING AIR' 

CRAFT OF EAC 
AIRCRAFT TYPE •) 

CALCULATE THE POL STORAGE CAPACITY DESTROYED PER SORTIE BY EACH ATTACKING 
AIRCRAFT TYPE, BY MAKING  THE SUM, OVER ALL THE MUNITIONS TYPES CARRIED BY 
EACH ATTACKING AIRCRAFT,  OF THE PRODUCT. 

/EXPECTED POL STORAGE (NUMBER OF  UNITS OF    \ / EXPtCTED  POL SIOKAGE  \ 
EACH MUNITION CARRIED)   x   [CAPACITY DESTROYED PER) 

BY A SORTIE / V     UNIT OF MUNITION      / 

•    AND 

( 

EXPECTED POL 
STORAGE CAPACITY 

DESTROYED PER 
UNIT OF MUNITION ) 

(FRACTION OF) 
' ' SURFACE POL ( 

)        TANKS       ( 

* 
FRACTION OF) 
HORIZONTALI 

)   SUBSURFACE ( 
f    POL TANKS  ) 

i FRACTION OF 
)     VERTICAL     ( 
)   SUBSURFACE  ( 
f    POL TANKS 

PROBABILITY 
OF DESTROYING 
A SURFACE POL 

TANK WITH ONE 
UNIT OF MUNI- 

TION 

PROBABILITY 
OF DESTROYING 
A HORIZONTAL 

SUBSURFACE 
POL TANK WITH 

ONE UNIT OF 
MUNITION 

PROBABILITY 
OF DESTROYING 

A VERTICAL 
SUBSURFACE 

POL TANK WITH 
ONE UNIT OF 

MUNITION 

I AVERAGE 
CAPACITY 
OF A SUR- 
FACE POL 

TANK 

AVERAGE 
CAPACITY 

OF A 
| HORIZONTAL 

SUBSURFACE 
POL TANK 

AVERAGE 
CAPACITY 

OF A 
VERTICAL 

'SUBSURFACE 
POL TANK 

The data needed for such a calculation is shown in the next exhibit, 
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EXHIBIT 9 (U) 

Pa ATTRITING POTENTIAL 

TYPES OF DATA USED 

TARGET VULNERABILITY OF ABOVE & BELOW GROUND STORAGE TANKS 
SPACING OF STORAGE TANKS 
NUMBER OF EACH TYPE STORAGE TANK 
AVERAGE CAPACITY OF TANKS 
TOTAL STORAGE CAPACITY 

WEAPONS NUMBER OF A/C OF EACH TYPE 
MUNITIONS LOADS FOR EACH A/C 
MUNITIONS STOCKPILE 
SORTIE RATES 

CALCULATIONS FRACTION Of STORAGE CAPACITY  IN  EACH TYPE STORAGE 
AMOUNT OF STORAGE DESTROYED OF EACH TYPE STORAGE PER DAY 

TOTAL AMOUNT OF STORAGE POTENTIALLY DESTROYED PER DAY 

FINALLY, 

TOTAL AMOUNT OF STORAGE POTENTIALLY DESTROYED PER DAY 
POLAP 

TOTAL TARGET STORAGE CAPACITY 

Using these four measures of the relative balance, illustrative cal- 
culations have been made for the Central Front in Europe. These calcula- 
tions are presented in a classified report, "Comparison of Military Poten- 
tial: NATO and the Warsaw Pact," (IDA S-435). One should note that the 
calculations presented in the report only illustrate the methodology. The 
data base upon which the calculations were based was not "official," but 
one which personnel at IDA have put together for this purpose. We tried 
to obtain realistic estimates of all the many kinds of data used; however, 
these may or may not be the same in detail as those used by our negotiating 
team in MBFR. We did not attempt to reconcile the data bases, which would 
be no small task. 

In summary, we have developed four potential measures of effective- 
ness which might be used as analytic tools for force capability compari- 
sons. They include both measures of weapon quality and force composition. 
They are neither as simple as a comparison of numbers of personnel, tanks, 
etc., nor as complex as "war games" or "simulations." 
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SUBJECT:  The Heavy Lift Helicopter Cost and Operational 
Effectiveness Analysis 

AUTHOR:   Major Daniel M. Eggleston, Jr. 

AGENCY:   USA Concepts Analysis Agency 

I. INTRODUCTION 

Background. - The Heavy Lift Helicopter Cost and Operational Effec- 
tiveness Analysis was performed by USA Concepts Analysis Agency to 
fulfill the requirements for a Concept Formulation Package contained 
in Army Regulation 1000-1, "Basic Policies for System Acquisition by 
Department of the Army." The objectives of the analysis were to: 

Create mission profiles hinged to a set of three scenarios which 
highlight logically occurring transportation networks in order to de- 
termine the value added to the force by the heavy lift helicopter. 

Describe the force structure, possible trade-offs, and implications 
of introducing several reasonable and effective levels of heavy lift 
helicopters into the Army. 

Determine the net marginal cost over time of adding heavy lift 
helicopters to the force for comparison with the approved budget plan. 

Missions. - The missions analyzed are depicted in Figure 1. These 
missions allowed the assessment of the complementary and competitive 
aspects of all modes of transportation in both logistical and combat 
support roles. 

a. Logistics-Over-The-Shore. - The logisties-over-the-shore 
mission deals with the offloading of cargo ships using lighterage or 
helicopters. The cargo, which is either break-bulk or containerized, 
is moved over the beach to an inland marshaling area. In the three 
geographic areas specified by the scenarios, there are sufficient deep- 
water ports to support the movement requirement. A logistics-over-the- 
shore operation is necessary only if use of the ports is denied. 

b. Port and Airfield Clearance. - The port and airfield clearance 
mission deals with the movement of containers and break-bulk cargo from 
a port or airfield to either a forward depot or a corps general support 
service area. The alternative transportation systems for this movement 
requirement are trucks and helicopters. If rail or pipeline assets are 
available to perform a portion (or all) of the movement, then analysis 
is limited to the portion which is not delivered by rail or pipeline. 
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c. Retail Delivery. - The retail deliyery mission deals with the 
movement of containers and break-bulk cargo from the forward depots and 
corps general support service areas to the division rear areas. This 
mission occurs concurrently with the port and airfield clearance mission. 
The alternative transportation systems for this mission are trucks and 
helicopters. The retail delivery of bulk petroleum products is not 
examined. 

d. Tactical Support. The tactical support missions are other 
possible combat support and combat service support missions for the 
heavy lift helicopter which are distinct from the logistical missions 
discussed previously. A distinguishing characteristic of these missions 
is that time is an important consideration in determining how the move- 
ment will be performed. An example of this type of mission is the 
necessity to rapidly displace artillery. 

MISSIONS/SCENARIOS 

ARTILLERY 

BRUGES 

TACTICAL SUPPORT 

BARRIERS 

EUROPE 
AID TO  ALLIES 

MINOR CONTINGENCY 

FIGURE 1, Missions and Scenarios 
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Scenarios. - The study directiye required that three scenarios provide 
the environment for the mission analyses. The scenarios were generally 
stated as: 

a. A major operation in either Europe or Northeast Asia. 

b. A situation where assistance to allies is being provided. 

c. Conduct of a minor contingency. 

An analysis was first made to determine where each required scenario 
might realistically occur in the 1980-91 time frame. This was done in 
coordination with elements of the Army Staff and the combat developments 
community. Based upon Army plans and projected possible political devel- 
opments, we selected Europe as the site for a major operation, the Middle 
East for an assistance to allied situation, and Latin America for a minor 
contingency. The force bases for the three scenarios were the planned 
forces for a conventional war in Europe during the 1980-91 time frame, 
a three-division force in the Middle East, and a one-division force in 
Latin America. 

II. THE STUDY APPROACH 

Evaluation Criteria. - We conducted a literature search and reviewed 
existing models to determine what evaluation criteria already existed 
for transportation systems. With this background, we formulated the 
following evaluation criteria: 

a. The cost of transporting required amounts of cargo from given 
sources to desired destinations during a specified time period. The 
outcome is expressed as the family of transportation systems which 
minimizes the cost of accomplishing the movement requirement. 

b. The time required to move a specified amount of cargo from given 
sources to desired destinations. The outcome is expressed as the family 
of transportation systems which minimizes the time required to accomplish 
the movement requirements. 

c. The impact of adding heavy lift helicopters to families of trans- 
portation systems performing each of four missions under normal (steady- 
state) conditions. 

d. The impact of adding heavy lift helicopters to families of trans- 
portation systems performing each of four missions under changing (trans- 
ient) conditions. 

e. The relative productivities and costs of competing helicopters. 
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f. Mission flexibilities proyided by heayy lift helicopters which 
are not provided by other systems. 

g. The relative vulnerabilities of the competing systems. 

h. The impact of the heavy lift helicopter on the force structure. 

i. The impact of the heavy lift helicopter on a constrained budget. 

Development of the Methodology. - At the same time that we were estab- 
lishing the missions and scenarios to be analyzed, we developed the study 
methodology. The study methodology called for 116 separate study tasks. 
These tasks ranged from defining vehicle productivity to modeling the 
system, performing sensitivity analyses, and writing the final report. 

a. PERT Analysis. - A PERT analysis of the study tasks revealed 
that the time allowed for the study (ten months) made use of an existing 
model mandatory. There was not sufficient time both to develop a model 
capable of handling all the missions and scenarios and ro perform the 
subsequent analysis. Therefore we intensified our review of existing 
models to identify the ones most applicable to our analysis. 

b. Model Selection. - Our review lead us to the European Theater 
Network Analysis Model (ETNAM). This model is essentially a linear 
programing formulation of military theater logistic problems. It was 
originally developed for the European theater to insure that the model 
would be large enough to handle any other theater, regardless of the 
size or complexity of its transportation network. We had to modify 
ETNAM slightly to expand its capability. We called the modified model 
the Theater Network Analysis Model (TNAM). 

Requirements for Additional Models. - The Theater Network Analysis 
Model provided the outputs necessary to satisfy the evaluation criteria 
relating to the minimum cost and time families of transportation systems 
operating under normal conditions. Additional models were required to 
develop inputs for Theater Network Analysis Model, to give an insight 
into the impact of HLH on families operating under non-steady-state 
conditions, and to determine the relative vulnerabilities of the competing 
helicopter systems. The actual models used are listed below; 

a. ATLAS. - A Tactical Logistical and Air Simulation Model. A 
low-resolution computerized theater combat mocTel. 

b. Battalion Slice. - A Modular Force Planning System. Determines 
theater 1ogistics/administrative workloads and units required to accomp- 
lish these workloads, based on a battalion-size theater slice. 

c. CEM. CONAF Evaluation Model. A low-resolution computerized 
theater combat model; simulates command decisions on unit employment. 
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d. FASTALS. - Force Analysis Stimulation of Theater Administration 
and Logistics Support Model. Computes time-phased logistics/administra- 
tive workloads for an active theater and rounds out the force with units 
to perform these workloads. 

e. SMOBSMOD. Strategic Mobility Simulation Model. Inter-Theater 
movement capability estimator. 

TNAM. Theater Network Analysis Model. A modified version of 
the European Theater Network Analysis Model that provides a linear pro- 
graming formulation of intra-theater logistics systems. 

g. Aggregating Model. - Provides an analysis of the impact of net- 
work degradation on the costs of fielding a particular transportation 
family. 

Interface Among the Models. The interface among the models is shown in 
Figure 2. These models were used for the European and Middle East scen- 
arios only. The Latin America scenario did not require computer-aided 
analysis. 

lOtlUKll  »I» 
UOKll 

IIIIIOIIII! , 

FIGURE 2, Interface Among the Models 
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a. Europe. - The Battalion Slice and FASTALS models were used to 
round out troop lists and provide logistical data for the European 
theater. These results were input to the CEM to obtain logistical loca- 
tions for the placement of combat service support activities. This 
information, when combined with data on systems capabilities, costs and 
missions to be performed, formed the input to the Theater Network 
Analysis Model. 

b. Middle East. - We used the SMOBSMOD for the Middle East 
analysis. It provided the times when the force elements closed and be- 
gan requiring supplies, and the time-phased arrival of supplies into 
the theater by location. This data was input to the ATLAS wargame to 
determine the location of friendly and enemy forces, the combat activity 
each day, and the logical locations for combat service support acitivities. 
As in the European theater analysis, this information was combined with 
data on transportation systems and missions to form the input to the 
Theater Network Analysis Model. 

c. Sensitivity Analysis. - The outputs from the Theater Network 
Analysis Model were those families of transportation systems that min- 
imized either the cost or time of performing a particular movement 
requirement. The particular families selected by the model were highly 
dependent upon assumptions concerning the physical condition and avail- 
ability of the highway network. As long as good roads were available, 
trucks were more economical than helicopters. When roads were severely 
degraded, helicopters were more economical than trucks. The problem 
was the determination of the frequency and duration of network degra- 
dation. To help us with this problem, we developed the Aggregating 
Model. 

d. The Aggregating Model. - This model casts the transportation 
network as a two-state Markov chain with stationary transition proba- 
bilities. By varying the probabilities of network degradation and 
restoration, we were able to determine the circumstances that would 
cause us to be indifferent in our choice among transportation systems. 
That is, we could describe the circumstances that would make the long- 
run expected costs of the different systems equal to one another. The 
insights provided by this model formed the basis for our final report. 

e. Other Analyses. - We supplemented the analysis of logistics 
missions with vulnerability analyses (air-to-air and ground-to-air) and 
the analysis of the capability of the heavy lift helicopter to perform 
tactical support missions. These analyses provided insights on the 
practicable uses of the heavy lift helicopter in a combat theater. 

III. FORCE STRUCTURE IMPLICATIONS 

Possible Quantities of Heavy Lift Helicopters. - The analysis showed 

114 



that a decision to procure heayy lift helicopters could not be linked 
to a foundation of routine utility. Instead, these helicopters proyided 
a hedge to extend the range of the transportation system to meet surge 
requirements. With this in mind, we identified reasonable quantities 
of heavy lift helicopters capable of supporting the forces in the three 
scenarios. When considering the possible missions for the heavy lift 
helicopter, the maintenance manpower and other support requirements, 
the aging of the current fleet, and the quantities that we had identified, 
we found that the heavy lift helicopter could be integrated into the 
force structure with virtually no increase in personnel spaces. 

Force Capabilities. - Recall that one of our evaluation criteria was 
the value added to the force by the heavy lift helicopter. We were 
interested principally in how the heavy lift helicopter contributed to 
winning the war. We found that the contribution could be measured in 
only the Middle Last scenario. There was no visible impact in the other 
two scenarios. The following paragraphs discuss our analysis of the 
Middle East scenario. 

a. Base Case Analysis. - The Middle East scenario demanded 
early deployment of combat power, properly supported by logistics, 
against an enemy force advancing with some momentum. Crucial to the 
operation was the need to hold the forward destination airfield. The 
results of the ATLAS wargame showed that the necessity to deploy both 
combat and support units to the theater caused the combat power of the 
force to be marginal during the early days of the war. The enemy force 
was able to advance almost to within artillery range of the forward 
destination airfield before he was stopped. The depth of the enemy 
advance indicated that the planned deployment carried a high degree of 
risk. Therefore we examined two alternative ways to increase the combat 
power of the force earlier in the deployment schedule. The first alter- 
native involved using heavy lift helicopters wherever feasible in lieu 
of other transportation systems. The second alternative was to increase 
the size of the strategic lift force with the quantity of C-5 aircraft 
equal in cost to the number of heavy lift helicopters used in the first 
alternative. 

b. Use of Heavy Lift Helicopters. - The heavy lift helicopter 
has sufficient range to self-deploy to the Middle East from the United 
States. It does not require strategic lift support. Its use in the 
Middle East scenario eleminated the need for 22 support organizations 
and allowed the arrival of 7 additional support units to be deferred. 
The strategic lift capability freed by removing these units from the 
deployment list or deferring their deployment enabled combat units to 
be deployed at a faster rate. To assess the magnitude of the increase 
in combat power gained by use of the heavy lift helicopter, firepower 
scores for the combat elements of the force were computed for both the 
base case and the heavy lift helicopter case. The scores were then 
multiplied by the number of days that each combat element was in the 
theater until all combat forces had arrived. Measured in this fashion, 
the heavy lift helicopters case force had 15 percent more firepower then 
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the base case force. Results from the ATLAS wargame, using the acceU 
erated deployment schedule, indicated that the enemy advance would be 
stopped far enough from the forward airfield to prevent its interdiction 
by enemy artillery fire. 

c. The Equal-Cost Alternative. - In this alternative, the strategic 
lift forces were increased by the quantity of C-5 aircraft equal in cost 
to the number of heavy lift helicopters used in the case just discussed. 
The increased lift capability did not provide as much increase in combat 
power as did use of the heavy lift helicopters because of sortie con- 
straints at the destination airfields. That is, we had more strategic 
lift than could be accomodated. We did note, however, that if the sortie 
constraints were removed by either upgrading the airfields used or finding 
additional ones to use, the equal-cost quantity of C-5 aircraft provided 
the same increase in combat power as did use of the heavy lift helicopter. 

d. Additional Considerations. - There are several points that a 
decision-maker must consider before choosing among the alternatives 
just discussed: 

(1) The trade-off made between trucks and heavy lift helicopters 
was not a force trade-off. That is, the support units were not eliminated 
from the total force; they were eliminated from the deployment schedule. 
Should the war last longer than 45 or 60 days, it may be desirable to 
bring some of the original support units to the theater to avoid con- 
centrating the logistical transport capability in a relatively small 
number of helicopters. 

(2) Use of the heavy lift helicopters during the first 45 days 
of the war increased the theater requirements for petroleum products 
and maintenance manpower. The theater requirements for petroleum pro- 
ducts were increased by 25%. The maintenance manpower requirements 
increased by 5500 man-hours per day. This latter requirement was within 
the organic capabilities of the heavy lift helicopter companies and did 
not necessitate provision of additional maintenance units. 

IV. SUMMARY 

Force Structure Implications. - The study showed that the heavy lift 
helicopter could be integrated into the force with little or no increase 
in required personnel spaces. It also showed that the capabilities 
offered by the heavy lift helicopter represented a hedge against a surge 
in requirements. These capabilities could not be considered as replacing 
any of the capabilities of the currently planned transportation systems. 

The Value of Operations Research. - Operations research techniques were 
used extensively throughout the Heavy Lift Helicopter Cost and Operational 
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Effectiveness Analysis. Initial!/ they were used to establish the study 
methodology and select the models to be used in the analysis. The PERT 
analysis of the study tasks showed that use of existing models was 
mandatory because of time constraints. Subsequently, within the study 
analysis itself, each model used and the integration of model outputs 
represented the application of operations research techniques. The use 
of these techniques allowed the value of the heavy lift helicopter to be 
measured for each of the evaluation criteria and provided a basis 
for presenting the results to the decision-makers in clear-cut management 
terms. 
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STUDY OF STANDARD ARMY MANAGEMENT LANGUAGE (SAML) 

•Mr. Edward W. McGregor 

(Assisted by Mr. J. W. Gunn, Mr. A. E. Hunter, 
Mr. L. E. Lowrey, Jr., and Mr. A. D. Stament) 

General Research Corporation 
McLean, Virginia 22101 

BACKGROUND 

The US Army uses several classification systems or management 
structures in the planning, programming, and budgeting of Army force 
structure, manpower, materiel and operating funds. These systems or 
structures, which may be characterized as management languages, com- 
prise primarily those prescribed by the Office of the Secretary of De- 
fense (OSD), i.e., the Five Year Defense Program (FYDP), Land Forces 
Classification System (LFCS), and the Defense Planning and Programming 
Categories (DPPC), as well as the Congressional budget appropriation 
structure (portrayed in the Army Management Structure (AMS)). These 
systems/structures all have different formats and purposes, resulting 
in a multiplicity and attendant incompatibility of languages in the 
management of Army forces and supporting resources. 

Table 1 illustrates the four management languages.  The FYDP is the 
basic OSD language for recording and controlling all approved forces, 
related resources, and budgetary data. The DPPC reflect an aggregation 
and different array of the same program elements (PEs) contained in the 
FYDP. The LFCS is a non-financial method for classifying Army force 
structure, manpower and materiel programs. The AMS, which includes a 
direct correlation in its coding logic between operations and mainte- 
nance budget appropriations and the FYDP, is the Army's internal re- 
source management structure for programming, budgeting, accounting, and 
financial reporting. 

The basic problem addressed in this paper derives from the fact that 
the Army is using three OSD languages for describing missions and func- 
tions of forces and activities.  The FYDP and DPPC are closely related, 
but there is a lack of compatibility between the FYDP and LFCS. While 
the FYDP is the official program which summarizes approved plans and 
programs for the Department of Defense (DOD), Army forces have not been 
managed in their typical FYDP PEs but in force packages oriented to a 
functional or mission concept, such as is embodied in the LFCS. Although 
the LFCS is useful in planning and programming, it does not provide a 
meaningful bridge between programming and budgeting because it is a non- 
financial management language.  The end result is a lack of standardiza- 
tion for management purposes within the Army, which complicates communi- 
cation with OSD in various phases of the planning, programming and bud- 
geting system (PPBS).  There is a recognized need, therefore, for a man- 
agement language to reflect Army roles, missions, organization and func- 
tions so that the working language employed by Army planners and program- 
mers coincides with the financial management language to control resource 
application. 
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Table 1 

PRINCIPAL MANAGEMENT LANGUAGES 

rm YEAR DEFENSE FRC:RAH 
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PURPOSE AMD OBJECTIVE 

This paper presents a concept for a Standard Army Management 
Language (SAML) to be used for the planning, programming, budgeting 
and overall management of Army force structure, manpower, materiel, 
and operating funds. The objective is to improve peacetime manage- 
ment of Army forces and supporting resources in the light of the Army's 
wartime roles and missions and to standardize and simplify communica- 
tions within the Department of the Army (DA) and between Headquarters, 
Department of the Army (HQ DA) and OSD. 

SAML CONCEPT 

The SAML concept is based essentially on absorption of the LFCS 
into the FYDP. The concept encompasses significant changes in the cur- 
rent PE structures and definitions of the FYDP (except those pertain- 
ing to Research and Development). These include establishment of a 
SAML PE coding logic which provides identification for geographic area 
location for Active Army forces, Reserve component identification for 
Army National Guard (ARNG) and US Army Reserve (USAR) forces, major 
force packages, and unit and functional support.  Current FYDP PE de- 
finitions are expanded to portray the types of units in the force struc- 
ture associated with each PE. PE definitions are categorized in ac- 
cordance with the DPPC rather than current FYDP categories.  Units are re- 
aligned at PE level within and between FYDP programs to provide a more 
meaningful distinction between combat and support forces.  An audit 
trail is established from existing management languages to SAML at PE 
level for each Unit Identification Code (UIC) in the force, structure. 

The SAML PE structure for Active Army forces and related resources 
is illustrated in Table 2.  It is based on the five numeric positions 
of the existing FYDP PE code and a sixth position "A", designated by 
DOD for all Army PEs. The first position provides major program identi- 
fication at the highest level of information aggregation. The second 
position provides major subprogram aggregation by related groups of 
forces, activities, or functional programs. The third position provides 
for force aggregations coded by geographic area locations. The fourth 
position incorporates and codes LFCS force categories and, in the case 
of FYDP Programs 2 and 5, Force Plan (FPLAN) codes for the Division 
Forces category of the LFCS. The fifth position identifies the lowest 
level of FYDP aggregation, i.e., the specific types of units and func- 
tional support elements composing the force categories and force pack- 
ages associated with the fourth position. The "A" in the sixth position 
indicates a DOD component identifier for the Army.  In effect, the SAML 
concept provides a PE structure which utilizes the FYDP PE code to con- 
vey meaningful and standardized information at all levels of PE aggre- 
gation for use by Army force, manpower, and materiel planners as well as 
financial managers. 

One of the features of the SAML concept is to realign Program 5> 
Guard and Reserve Forces, along the lines of Program 2, General Purpose 
forces, to enable a meaningful comparison in so far as possible between 
Active Army General Purpose Forces and counterparts in Army Reserve com- 
ponent forces. The SAML PE structure for Program 5 is comparable but not 
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Table 2 

SAML PE STRUCTURE - ACTIVE ARMY 

Position 

• First 

• Second 

• Third 

• Fourth 

Fifth 

Sixth 

Purpose 

Major program identifier 

Major subprogram identifier 

Geographic area identifier 

Major force package identi- 
fier 

Unit and functional support 
identifier 

A - DOD component identifier 
for Army 
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identical to the structure shown in Table 2. While the second position 
of the PE code provides major subprogram aggregations, they are related 
to several pertinent FYDP programs for the Active Army. Also, the PE 
structure for Program 5 must be capable of differentiating between ARNG 
and USAR missions and elements, because these require separate identi- 
fication in the AMS budget appropriation structure. Since all Reserve 
component units and activities can be related to the Continental United 
States (CONUS) or its non-contiguous states and territories, the third 
position of the PE code is used to provide Reserve component identifica- 
tion rather than geographic area location. 

The SAML PE coding logic is applicable to all FYDP programs with the 
notable exception of Program 6, Research and Development, and a few sub- 
programs contained in Program 2,Ceneral Purpose Forces, and Program 3, 
Intelligence and Communications. Program 6 contains approximately 200 
PEs and would require an alphanumeric coding in the fifth position of 
the PE code for application of the SAML PE coding logic. While this does 
not pose an insurmountable problem from a data systems standpoint, it 
would represent a major deviation from overall FYDP as well as SAML PE 
coding logic. A more important consideration is the Congressional re- 
quirement to retain in the PE coding logic Research, Development, Test 
and Evaluation (RDTE) Budget Activities. These appear in the third 
position of the FYDP PE code and include:  (l) military sciences, (2) 
aircraft and related equipment, (3) missiles and related equipment, (U) 
military astronautics and related equipment, (5) ships, small craft 
and related equipment, (6) ordnance, combat vehicles and related equip- 
ment, (T) other equipment, and (8) program-wide management and support. 
The other exceptions relate to the Unified Commands, Operational Systems 
Development, and Other subprograms of Program 2 and Program 31, Intelli- 
gence and Security. PEs in these subprograms are either integral parts 
of DOD-wide subprograms or, in the case of Operational Systems Develop- 
ment, too numerous for adaptation of the SAML PE coding logic. 

APPROACH AND METHODOLOGY 

The basic operations research methodology employed in the SAML study 
included establishment of the FYDP as the basis for the SAML and subdi- 
vision of the effort into two phases. SAML I concentrated on restruc- 
ture of FYDP Programs 2 and 5» comprising the General Purpose Forces of 
the Active Army and the Reserve Components, to establish a framework for 
the SAML. SAML II concentrated on restructure of the other FYDP programs 
to complete the development of the SAML. 

In SAML I the initial effort involved collection and analysis of 
literature pertaining to the FYDP, DPPC, LFCS, AMS, and other basic 
features of the PPBS. The documentation included computerized, output 
data related to force planning and accounting and budgeting for use in 
subsequent analyses.  Concurrent effort entailed development of several 
alternative major program schemes, with selection of a scheme for fur- 
ther development into a detailed SAML PE concept based on absorption of 
the LFCS into FYDP Programs 2 and 5. 
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The next step in SAML I was to develop several alternative SAML 
PE structures in detail, with the objective of incorporating the LFCS 
into a revised structure for FYDP Programs 2 and 5. A concomitant ob- 
jective was to realign Program 5 in such a manner as to bring the Re- 
serve Components program structure into consonance with the Active Army 
structure. These actions were accomplished, in part, through the prepa- 
ration of numerous tables throughout this phase of the study reflecting 
an overall PE structure for Programs 2 and 5 and establishing a corre- 
lation between the two programs.  As problem areas were identified in 
the evolving PE structures, further fact-finding was conducted with par- 
ticular reference to the delineation of combat and support forces and 
examination of functional areas that might be affected by changes in 
the FYDP structure or which could not be managed within the context of 
the current structure. 

Basic decisions by the Army Study Advisory Group (SAG) led to devel- 
opment of proposed PE structures in detail, including preparation of PE 
codes and definitions applicable to the realigned structure for Programs 
2 and 5. The logic of the proposed changes in FYDP language structure 
and content, called SAML, was examined empirically and an audit trail 
developed to permit correlation of the current FYDP with SAML at PE 
level. The proposed SAML was defined and documented in handbook form 
comparable to the OSD FYDP Handbook. 

The principal task in the SAML II study was to develop a concept for 
restructuring FYDP programs other than 2 and 5, which would be compatible 
with the SAML I concept and absorb the LFCS in an acceptable manner to 
the Army Staff planners without adverse impact on language requirements 
of financial managers. The methodology included analysis in depth of 
each FYDP program from the standpoint of structure and content, using 
updated documentation from the Force Accounting System (FAS) and other 
sources to determine the application of Force Plan (FPLAN) codes, pro- 
gram element codes (PECODs), and AMS codes (AMSCOs) to each UIC in the 
Active Army force structure. A by-product of the analysis was identifi- 
cation of apparent data discrepancies.  A related task was to realign 
assignment of Force Plan (FPLAN) codes to UICs in order to correct 
anomalies from a management standpoint and facilitate absorption of the 
LFCS into the FYDP. The concept was portrayed in tables displaying 
several alternative PE structures for certain FYDP programs and accom- 
panying PE indexes of codes and titles. The effort involved editing and 
annotation of computer printouts prepared in accordance with General Re- 
search Corporation (GRC) specifications; preparation of analytical work 
sheets displaying rearrangement of data applicable to UICs within each 
FYDP program; and coordination with program managers, planners, manpower 
managers, and data systems staff personnel. 

As in the case of SAML I the PE structures were then developed in de- 
tail, accompanied by preparation of PE codes and definitions and an audit 
trail depicting correlation of the current FYDP with SAML at PE level. 
The proposed completion of a standard management language was defined and 
documented in handbook form comparable to the FYDP Handbook. 
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APPLICATION OF THE SAML CONCEPT TO PROGRAMS 2 and 5 

Program 2, General Purpose Forces 

Table 3 displays the realigned SAML PE structure for Program 2. 
As stated previously, the first position provides the major program 
identifier. The second position provides four major subprogram iden- 
tifiers. Although geographic areas (coded in the third position) are 
applied to the subprogram for Unified Command Headquarters, full ap- 
plication of the concept is used only in Subprogram 22XXX, Forces 
(Army). The third position provides for seven identifiers coded for 
geographic areas as shown. The fourth position provides force aggre- 
gations by major force packages (FPLAN) and codes the LFCS within the 
Program 2 structure for those force packages and PEs pertaining to 
General Purposes Forces.  It also includes an "Other Forces" package 
to provide expansion capability for categorization of possible future 
force packages.  The fourth position codes the three force categories 
of the LFCS:  (l) Category A, Division Forces, (2) Category B, 
Special Mission Forces, and (3) Category C, General Support Forces 
(with a change in terminology to Theater/CONUS Support). The fifth 
position identifies the lowest level of FYDP aggregation, i.e., the 
specific elements comprising the three force packages of the LFCS which 
are aggregated in the fourth position.  Division Forces packages are 
expanded in the fifth position to provide for explicit identification 
at PE level within each Division FPLAN not only for combat units but 
for functional type support units as well. This is done in order to 
preserve the integrity of the Division Forces concept.  Certain force 
units, such as communication, intelligence, medical, and logistical, 
are shifted from FYDP Programs 3, 7, and 8 into Program 2. These units 
are identified as clearly and definitely falling within the category of 
"Division Forces," i.e., contributing directly and primarily to the sup- 
port of Division Forces in combat. 

Program 5, Guard and Reserve Forces 

Table k  displays the proposed realigned SAML PE structure for Pro- 
gram 5>  It is possible to realign major parts of Program 5 (especially 
Division Forces) along the lines of Program 2 insofar as ARNG and USAR 
missions and elements are comparable to Active Army missions and ele- 
ments in Program 2.  However, since the ARNG and USAR have some unique 
missions, the proposed PE structure for Program 5 requires a different 
approach. First, included within Program 5 are certain missions and 
functional aggregations which for the Active Army General Purpose Forces 
in Program 2 are carried in other FYDP programs, i.e., 1, 7» 8, and 9- 
Second, the PE structure for Program 5 must be capable of differentiating 
between ARNG and USAR missions and elements, since these must be separate- 
ly identified in the AMS budget appropriation structure. Third, although 
all ARNG and USAR units are located in CONUS or noncontiguous states and 
territories in peacetime, Reserve component General Purpose forces can 
be identified with more Division Force packages than can comparable 
Active Army elements in the light of wartime missions and deployments. 
Finally, the Theater/CONUS Support Category (called General Support in 
Program 5) of the Reserve components includes missions and elements that 
are not germane to Program 2. These unique activities include such 
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Table J 

STANDAP.D ARMY MAHAGSMH.T LANGUAGE - FROGRA,'! ELE-EIT STRUCTURE,   PROGRAM 2,  GENERAL PURPOSE FORCES 

1st Position 2nd Position 3rd Position !>th Position 5th Position 6th Position 
Major Program 
Identifier Major Subprogram Identifier 

Command/Area 
Identifier 

Major Force Package 
Identifier (FPUS Code) 

Unit and Functional 
Support  Identifier 

DOD Component 
Identifier 

General Purpose 1 - Unified Command K) 
Forces 

1 - Alnsku 
2 - Atlantic 

Unified Command 110. ore identl-    3 - Europe 
fled by COHMA.TD/AREA (3d Position) U - Pacific 
Special Mission Forces (feth      5 - South 
Position) and 8 as an element    6 - CO.'.iJS 
identifier (5th Position)       7 - Vorldi/lde 

21188A - ALCOK 
21288A - LANTCOM 
21289A - CISCLAHT AB» CMD Post 
21385A - USEUCOM - COW« 
21388A - USEUCOM 
2lit8ÖA - PACOM 
21588A - USS0UTHCOM 
21085A - USREDCOM - COMMO 
21688A - USREDCOM 

USEUCOM - COMMO and USREDCOM- 
COWMO are identified by COMMAND/ 
AREA (3rd Position). 
Special Mission Forces (üth 
Position) and Base Communications, 
5, in the 5th Position 

2 - Forces (Army) 

Includes all TOS/TD Units not 
included In other major programs 

3 - Operational Systems Development 
(Aggregation 23XXX) 

Serially numbered in the Uth 
and 5th Positions and reflects 
dollars only. 

Division Forces 

1 - Europe Force (/VIE) 
2 - Europe Reserve Force (ANC) 
3 - Active Strategic Reserve 

Force (AVC) 
U - Pacific Reserve Force 

(APC/ABJ) 
5 - Korea Force (AFK) 
6 - Southeast Asia Force (APS) 
7 - Other Forces (-) 

8 - Special Mission Forces 

9 - Theater/COHUS Support 

Division Forces (Hh Position Sos.1-7) 

1 - Divisions 
2 - Separate Bdes/RGts 
3 - Houdivisional Combat Unit* 
U - Division Forces Other Support 
5 - Division Forces Communications Spt 
6 - Division Forces Intelligence 

Support 
7 - Division Forces Medical Support 
8 - Division Forces Logistics Support 
9 - Division Forces Administrative 

Support 

Special Mission Forces (Itth Position 
No. 8) 

1 - Theater Air Defense Force« 
2 - Theater Missile Forces 
3 - Special Operations Forces 
k  - Support to Other Services 
5 - Defense Forces 
6 - Special Mission Support 

Theater/CONUS Support (ki.,i Position 
No. 9) 

3 - Force Related Training 
h -  Logistic Support 
5 - Base Communications 
6 - Base Operations 
7 - Medical Support 
8 - Command 
9 - Administrative Support 



Table  3 (continued) 

STANDARD ARMY MANAGEMENT LA30IA3E -  PS   -,HA:: cmyj: ~.:-.-~-s:-:. ?-O-,HA:4 2, GENERAL PURPOSE FORCES 

lit  Position 2nd Position 3rd Position »th Position 5th Position 6th Position 

Major Program 
Identifier Major Subprogram Identifier 

Command/Area 
Identifier 

Major Force Package 
Identifier  (rTU.1 Code) 

Unit and Functional 
Support Identifier 

DOD Component 
Identifier 

cr- 

23018A - Shillelagh 
23OI9-A - Main Battle Tank 
23023A - land Combat Spt System 
2302UA - Heavy Antitank Assault 

Weapon System (TOW) 
23025A - Cheyenne - AH-56A 
23026A - Tactical Fire 

Direction System 
(TACFIRE) 

2302TA - Medium Antitank 
Assault Weapon System 
(DRAGON) 

23029A - Surveillance.Target 
Acquisition and Night 
Observation (STAHO) 
Operational Development 

23031A - SAM HAWK/HAWK Improve- 
ment Program 

23032A - CUAPARRAl/VULCAN 
2303 3A - UNCE 
2303UA -   PEK3HING 
23035A - M60 - Al Tank Product 

Improvement Program 

Other (Current FYDP Noa. ) 

26010A - Joint Tactical Coemuni- 
catlons Prot-ran (TRI-TAC) 

28OUA - JGS Directed aid 
Coordinated Exercises 

2&012A - Defense Special Project« 
Group (DSPG) 

2601UA • Combat Support 
Caramon 1cations 

28015A • Combat Developments 



Tabl* « 

STANDARD ARMY MANAGEMENT LANGUAGE -  rfiOCRAM EIÄET.T STRUCTURE,   PiiOORAM 5,  GUARD AND RESERVE FORCES 

1st Position 2nd Position 3rd Position Itth Position 5th Position 6th Position 

Major Program 
Identifier Major Subprogram Ide.-.tifler 

Reserve Conponent 
Identifier 

Major Force Package 
Identifier (FrL,VI Code) 

Unit and Functional 
Support Identifier 

DOD Conponent 
Identifier 

5 - Guard and 
Reserve Forces 

1 - Strategic Forces (Defensive) 
2 - General Purpose Forces 
7 - Central Supply and Maintenance 
8 - Training, Medical and Other 

General Personnel Activities 
9 - Administration and Associated 

Activities 

2 - US Army 
National 
Guard 

3 - US Amy 
Reserve 

(Or any two 
alternate 
numbers if 
required.) 

Aggregation 512 
Strategic Forces (Defensive) 

1 - COTIUS Air Defense Force 
Aggregation 52X Division 
Forces 

fc - 

Europe For-.*. (ANE) 
Europe Reeer*>. Force 
(A.-IC) 
Active Strategic 
Reserve Force  (AVC) 
Pacific Reserve Force 
(APC/AKl) 

5 - Korea Force (APK) 
6 - Reserve Components 

Europe Force (AVE) 
7 - Reserve Components 

Pacific Force (AV5) 
8 - Reserve Components 

Other Theater Force 
(AVX) 

Aggregation 52X 

9 • Special Mission Forces 

Aggregations 57X, 58x, 59» 

9 - General Support 

COHUS Air and Missile Defense 
(l»th Position,   No.  1,  AGO. 512) 

1 - Theater Air Defense Forces 
(ARNG ONLY) 

Division Forces (Uth Position, 
Noa.  1-8,    AGG. 52X) 

1 - Divisions 
2 - Separate Bdes/Rgts 
3 - Nondlvlsional Combat Units 
4 - Division Forces Other Spt. 
5 - Division Forces Conmo Spt. 
6 - Division Forces Intel. Spt. 
7 - Division Forces Medical Spt. 
8 - Division Forces Logistics Spt. 
9 - Division Forces Administrative Spt. 

Special Mission Forces (Uth Position, 
Ho. 9, AGG. 52X9) 

Aggregation 52X9 

3 - Special Operations Forces 
U - Support to Other Service« 
5 - Alaska Defense Force 
6 - Caribbean Defense Force 
7 - Iceland Defense Force 
8 - Panama Defense Force 

General Support (Uth Position, 
No. 9, AGG. 57X, 58X, 59X 

Aggregation 57X9 

1 - Depot Maintenance 

Aggregation 58X9 

1 - Individual Ready Reserve 
2 - Recruit Training 
3 - Force Related Training 
U - Flight Training 
5 • Professional Training 

Aggregation 59X9 

1 - Mobilization Base and Training 
Units 

3 - Intelligence Support 
5 - Base Communications 
6 - Base Operations 

Medical Support l: 



elements as Individual Ready Reserve and Mobilization Base and Train- 
ing Units. 

APPLICATION OF THE SAML CONCEPT TO OTHER FYDP PROGRAMS 

The underlying concept of the SAML II study is to extend the over- 
all PE coding logic adopted for FYDP Programs 2 and 5 in SAML I to the 
other programs to the maximum extent practicable to absorb the LFCS in 
toto and achieve standardization throughout the Army's portion of the 
FYDP. The concept also provides for additional or more explicit visi- 
bility in the FYDP structure for resources which are subject to inten- 
sive programming/budgetary review by OSD/Office of Management and Budget 
and the Congress, or which encompass management problems calling for 
structural changes in management language. 

The SAML II concept encompasses a PE coding logic in which the 
first, third and fourth positions of the PE structure, i.e., major pro- 
gram, geographic area, and major force package identifiers, respective- 
ly — are relatively fixed. Since all Division Forces should have been 
accounted for in Programs 2 and 5, it appears that only digit 8, Spec- 
ial Mission Forces, or digit 9. Theater/CONUS Support, should be used 
in the fourth position of the PE structures for all other programs. 
Accomplishment of appropriate visibility in all programs is achieved by 
expansion of major subprograms in the second position in concert with 
use of discrete unit and functional support identifiers in the fifth 
position.  Illustrations of application of the concept are shown in 
Table 5 for Program 1, Strategic Forces, and Table 6 for Program 7, Cen- 
tral Supply and Maintenance. Program 1 should comprise only Special 
Mission Forces; hence, the use of digit 8 in the fourth position. Pro- 
gram 7 should include only Theater/CONUS Support, calling for use of 
digit 9 in the fourth position. 

AUDIT TRAIL 

The audit trail from existing management languages to the proposed 
SAML at PE level is illustrated in Table 7. The table shows the current 
FYDP PE code (PECOD) and proposed SAML PECOD for each UIC in the force 
structure. All remaining data elements in Table 7, other than the In- 
terim fbrceIdentifier (INFID), are in broad use in Army ADP applications. 
The INFID was developed to code the DPPC. A letter is used in the first 
position of this three-character code to designate major category; the 
second position is the SAML geographic area identifier; the third posi- 
tion identifies subcategory within category. The INFID associated with 
the third PE listed in Table 7 is interpreted below to illustrate use 
of the code: 

U - Auxiliary Forces 
3 - Europe 
k -  Support to Other Nations (the fourth subcategory within 

Auxiliary Forces in the DPPC) 
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Table 5 

8TABDAKD ARMY MAHAGEMElrT LAJCUAG8 - PROPOSED PROGRAM ELEEIT STRUCTURE,  PROGRAM 1 - STRATEGIC FORCES 

1st Position 2nd Position 3rd Position Itth Position 5th Position 6th Position 

Major Program 
Identifier Major Subprogram Identifier 

Grcvrnphlc Ares 
Identifier 

Ma.lor Force Package 
[letalfier 

Unit and Functional 
Support  Identifier 

COD Component 
Identifier 

1 - Strategic Forces 2 - Defensive Forces 
(SAFEGUARD) 

1 - Alaska 

2 - Atlantic 

3 - Europe 

k - Pacific 

5 - South 

6 - CONUS 

7 - Worldwide 

8 - Special Mission Forces 
Speclsl Mission Forces (Uth Position, 
He. «) 
Aggregation 12X8 

U - SAFEGUARD Defense System 

5 - SAFEGUARD Communications 

6 - SAFEGUARD Base Support 

7 - SAFEGUARD Logistics Support 



Table t> 

STANDARD ARMY MANAGEMENT LANGUAGE - PROPOSED PROGRAM ELEME3T STRUCTURE, PROGRAM 7. CENTRAL SUPPLY AND MAINTENANCE 

lit Position 2nd Position 3rd Position Itth Position 5th Position 6th Position 

Major Program 
Identifier Major Subprogram Identlfle.- 

Geographic Area 
Identifier 

Major Force Package 
Identifier 

Unit and Functional 
Support Identifier 

DOD Component 
Identifier 

Central Supply 
and Maintenance 

O 

3 - Central Supply (Bon-IP) 

a - Depot Maintenance (Bon-IP) 

5 - Supply, Maintenance, and 
Serrice Activities (IP) 

6 - Other 

1 - Alaska' 

2 - Atlantic 

3 - Europe 

a - Pacific 

5 - South 

6 - coaus 
7 - Worldvlde 

9 - Theater/COSUS Support 
(Itth Position, Bo. 9) 

Theater/COBUS Support) 
(Itth Position, Bo. 9) 

Aggregations T3X9, 7"tX9. 75X9, 76X9 

Aggregation 73X9 

1 - Supply Depot Operations (loo-IP) 
2 -  Inventory Control Point Operations 
3 - Procurement Operations 
It - Second Destination Transportation 
5 - Industrial Preparedness 
6 - Base Operations 
S - Command 
9 - Logistic Support Activities 

Aggregation 7<tX9 

3 - Depot Maintenance (Bon-IP) 
It - Maintenance Support Activities 
7 - Training 

Aggregation 75X9 

1 - Supply Depots    Operations (IP) 
2 - Revenues  (Supply Depots)  (IF) 
3 - Depot Maintenance (IP) 
It - Revenues  (Depot Maintenance)  (IP) 
5 - Armament Facilities (IP) 
6 - Revenues(Armament Facilities) (IF) 
7 - Missile Facilities (IF) 
8 - Revenues (Missile Facilities) (IF) 

Aggregation 76X9 

1 - Production Base Support 



Table 7 

EXTRACT FROM AUDIT TRAIL 

FYDP PECOD  SAML PECOD  FPLAN INFID UIC BR UNTDS 

1251UA 1268UA CRC S61 W2ZAAA 

1+3112A 1+3692A CKX G69 W2DUAA 

28013A 02381A BME U3U WGNFAA 

OFC SAFEGUARD SYSTEM 

TML PAC NW OUTPORT 

FA    DET MSL WHD SPT-PERSH 



CONCLUSION 

The SAML concept provides a basis for a solution of the management 
language problem by amending and improving the PE structures and defi- 
nitions of the FYDP in such a manner that it can be used by Army plan- 
ners and financial managers for multiple purposes in various phases of 
the PPBS and accounting and financial reporting. With the elimination 
of the LFCS as a separate language, SAML is designed to standardize 
and simplify communications within DA and between HQ DA and OSD.  It 
also affords a more purposeful delineation of peacetime manpower and 
dollar resources as they relate to the Army force structure on a war- 
time mission basis. 
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A VERY HIGH LEVEL LANGUAGE (VHLL) GENERATOR 
FOR APPLICATION TO ARMY PLANNING PROBLEMS 

Mr. W. Ivan Keller 
General Research Corporation 

INTRODUCTION 

Systems analysis might be the nuclear weapon of the cold war between 
the services and OSD—it has never been used, but we couldn't survive 
without it.  There can be no doubt that a great deal of systems analysis 
has been done in the last ten years—some very good work and some not so 
good (perhaps too few recognize the difference)—and much of this work 
has not been as useful as the time, effort, and money expended on it 
would suggest.  In some cases study results have not reached those in 
authority to take the required action.  In many cases the credibility of 
analytical results has been impaired by lack of understanding or communi- 
cation between analysts and decision makers.  Some analytical systems 
have taken so long to become operational that questions they were designed 
to address have changed or have been settled by other means. 

This paper describes the use of very high level languages (VHLL) as 
one means of reducing the problems of communication, credibility and re- 
sponse time.  Language generation techniques are described which reduce 
the effort required to implement and maintain a VHLL.  Applications of 
very high level languages are discussed.  Some observations relating to 
operations research-systems analysis are given.  And recommendations re- 
lating to a unified Army planning structure are presented. 

VERY HIGH LEVEL LANGUAGES 

Very high level languages (sometimes called problem oriented 
languages) are characterized by their simplicity relative to high level 
languages such as FORTRAN or COBOL.  They allow users with little train- 
ing in the operating techniques of particular computer systems to suc- 
cessfully operate relatively large and complex modeling or data process- 
ing systems.  They are usually custom designed for specific applications 
by specific users as in the case of the AFFORD and METOFOR system lan- 
guages, discussed in this section.  Such languages may be designed to 
use words or statements already familiar to analysts in their own fields 
of specialization. 

The advantages of using very high level languages include signifi- 
cant reductions in the amount and the complexity of the programming code 
required of the user, with corresponding reductions in both the time 
required for programming and the number of errors introduced by t.ie user 
in the process of setting up a program.  A disadvantage of using VHLL in 
the past has been the time and effort required to develop the language 
initially, compared with the amount of use it is expected to have. 
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The ultimate goal of very high level languages is to give the end 
user direct contact with and access to the full analytic power of the 
computer.  By analogy, electronics engineers have succeeded very well in 
giving the average American access to the Washington Redskins or the New 
York Jets in living color in his own living room and without the (con- 
tinuous) aid of a technician.  Three or four knobs control all of the 
complex circuitry behind the screen.  Statements in a VHLL are the knobs 
which control the operations of large computerized analytical systems. 

The AFFORD Force Planning Language 

The AFFORD Force Planning Language (AFPL) was developed in 1971 by 
analysts at the Research Analysis Corporation and later implemented at 
the US Army Concepts Analysis Agency, Bethesda, Maryland, on their UNIVAC 
1108 computer.  The AFFORD system consists of three principal independent 
models which provide different phases of analysis in forming, applying 
and evaluating alternative US general purpose force structures. 

The AFPL is implemented through the AFFORD Control Program [1] which 
incorporates the three independent models in overlay form.  The user may 
execute any of the three models or he may enter, modify or report the 
input or solution data for any of the models through the relatively 
simple instructions of the AFPL. 

Figure 1 shows the instruction set of the AFFORD force planning lan- 
guage.  The action or operation initiated by each instruction is given 
in the column at the right.  The user operates the system interactively 
by entering either the full name or the abbreviation of the instruction 
he wishes to execute.  The DISPLAY and MODIFY instructions operate on 
variables or arrays which contain the input and solution data for each 
of the models.  Data variables, arrays and subscripts have names familiar 
to force planners as illustrated in Fig. 2.  The data are stored in labeled 
or NAMEed library files which may be created, loaded (LIBRARY), or SAVEed 
as desired.  The REPORT and DISPLAY instructions provide a variety of 
reporting and documenting options using input and solution data.  One 
interesting feature of the AFFORD System is that in some cases, solution 
data from one model becomes input data to another model processed auto- 
matically through the data library by the Control Program. 

Figure 3 shows an example AFPL program. 

THE MET0F0R FORCE EVALUATION LANGUAGE 

The METOFOR Force Evaluation Language (MFEL) was developed in 1974 
by General Research Corporation for use with the VGATES II force evalua- 
tion model.  This language includes an arithmetic processor and special 
input/output operations which allow the user to read, reformat and write 
standard data files. The user may also create, save, restore and/or 
modify catalogued library files.  The MFEL is an interactive interpretive 
language currently operating on the UNIVAC 1108 computer. 
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Instruction  Abbreviation Function 

Specify a name or title for a library 

Specify a library to be created or loaded 

Display data from the current library 

Print an index of the current library 

Enter, write out or modify data (Default 
instruction) 

Save (store) the current library 

Execute the Alternative Force Generator 
(AFG) 

Execute the Force Application Component 
(FORCAP) 

Execute the VGATES Combat Simulation 

Print specified AFFORD reports 

Terminate Control Program execution 

ED BY LEAVING THE FIRST COLUMN BLANK 

NAME. N. 

LIBRARY. L. 

DISPLAY. D. 

INDEX. I. 

MODIFY. M. 

SAVE. S. 

AFG. A. 

FORCAP. F. 

VGATES. V. 

REPORT. R. 

END. !■:. 

COMMENTS ARE I NSER 

Fig. 1 Instruction Set of the AFFORD Force Planning Language, AFPL 

IPRIOR (MSSN, SITU) 

IPRIOR is the priority associated with each mission situation. 

MSSN is a subscript class containing missions 1 through 10. 

SITU is a subscript class containing situations 1 through 6. 

GPFCON (GPFS, 2) 

GPFCON contains the lower and upper bounds for each general 
purpose force component. 

GPFS is a subscript class containing each general purpose 
force - e.g.: 

ADVA Army Divisions Active. 

ADVR Army Divisions Reserve, etc. 

Fig. 2 Example AFFORD Force Planning Language Data Arrays 
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LOAD  THE   LIBRARY  OF   RUN   V  FPCM   THE  HIS H   LEVEL^ 
THREAT   SCENARIO. 

LIPRAPY. RUN   V 

CHANGE   THE   LOWER   ANO  UPPER   BCUNDS   ON  ftCTIVE 
ARMY   OIVISIONS   TO   1.0   AND   U.O,   RESPECTIVELY,   ANO 
ELIMINATE   THE   RANGE   ON   ACTIVE   MARINES. 

GPFCON(   ADVA   *CVA   )    =  1,0,   <*.0,   ?»0.D 

EXECUTE   THE   AFG   (ALTERNATIVE   FCRCE   GENERATOR) 
TO  GENERÄTE   A   NEW  SET  OF   ALTERNATIVE  rORCES.  
THEN  EXECUTE   THE   FORCA»    (FORCE   APPLICATION   MODEL) 
ON   THE   FIRST   FORCE   (THE   LEAST   COST   FORCE) 
TO   DETERMINE   THE   STATIONING,   READINESS   ft ND 
MISSION   ASSIGNMENT   OF EACH   GENERAL   PURPOSE 
FORCP   CCMPONENT. 

AFG. 
FORCAP.   1 

REPORT THE RESULTS OF BOTH RUNS ANO DISPLAY 
THE LIBRPRY FOR DOCUMENTATION. 
FINALLY L SAVE THE LIBRARY AS RUN V (REVISED).  

REPOPT. AFG FCRCAP. 
DISPL AY. 
NAME.   RUN V (REVISEC) 
SAVE. 

END. 

Fig. 3—Example AFFORD Force Planning Language Program 

Figure 4 contains a summary of MFEL operations.  These operations 
are performed interactively by the user at a computer terminal with 
immediate response. 

The METOFOR force evaluation language is of particular interest in 
this paper because it was created by a language generator. 

THE LANGUAGE GENERATOR 

The language generator is a program which writes or generates the 
source code for a second program which interprets and executes state- 
ments of a very high level language.  The first program, the generator, 
is executed to create a new VHLL or to modify an existing one.  The 
second program, called the interpretor, is executed whenever the VHLL is 
used.  Figure 5 shows a diagram of the procedure used to generate the 
METOFOR force evaluation language interpretor. 
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Arithmetic Operations: 

addition + 
subtraction 
multiplication * 
division / 
exponentiation ** or !' 

Parentheses (optional) may be nested to eight levels. 

Variables and arrays created and stored as used. 
(Variable and array names up to 18 characters long) 

Arrays may have up to ten subscripts of total size <10000. 

Subscripts may be numbers or variables, or 

Subscript classes may be entered by statements such as: 

SUBSCRIPTS.  PLACES:  HOME, OFFICE, STORE, THEATER 

Read data from disk or tape files - example: 

DISTANCE (PLACE, PLACE) =:TAPE (13 5 7) 
(5X, 4F 10.2)        creates DISTANCE with sixteen values and 

reads from file labeled TAPE, four values 
from each of four records 1, 3, 5 and 7. 

Write data onto disk or tape files - example: 

:TAPE = DISTANCE writes sixteen binary values from DISTANCE to 
tape. 

Matrix arithmetic examples: 

NUMBER (6) = 1 6 creates NUMBER with six values, 1 through 6. 

TIME (PLACES, PLACES) = DISTANCE/SPEED 
creates TIME and enters sixteen computed 
values. 

SPECIAL OPERATIONS: 

REWIND. TAPE        to rewind file TAPE 
SAVE.  N to save current library on file N 
ATTACH.  N to attach or restore library on file N 
TITLE, xxxx       to enter title xxxx for current library 
DELETE.  N to delete variable, array or subscript class N 

from current library 
MOVE.  N + I       to move read pointer on file N forward or back 
HELP. to print tutorial description of language 

operations. 

Fig. 4 Summary of the METOFOR Force Evaluation Language, MFEL. 
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/ MFEL \ 

I Syntax J 
LANGUAGE 

GENERATOR 

MFEL 
INTERPRETOR 
(SOURCE CODE) 

MFEL 
INTERPRETOR 
(PROGRAM) 

OPERATING 

SUBROUTINES 

Fig. 5—Diagram of the Language Generation Procedure for 
the METOFOR Force Evaluation Language 

This diagram shows the language generator in the block at the left. 
Input to the generator includes a lexical graph, shown at the top, and 
the syntax rules for the MFEL, shown at the left.  The center block shows 
the source code (FORTRAN) for the MFEL interpretor which is output from 
the language generator.  The block on the right shows the completed in- 
terpretor program formed by combining the compiled version of the MFEL 
interpretor source code with prepared operating subroutines.  A second 
lexical graph is input to the MFEL interpretor program at execution time. 
This graph describes the lexical atoms of the MFEL language, while the 
lexical graph on the left side of Fig. 5 describes the lexical atoms of 
the MFEL syntax specification entries. 

Lexical Analysis 

Lexical analysis is performed by a table-driven lexical analyzer. 
Figure 6a shows a portion of the directed graph which describes the 
lexical atoms of the METOFOR force evaluation language. 

The nodes of the graph may represent functions or character tests. 
Solid arrows represent success paths, dotted arrows represent failure 
paths. 

Each node is given a sequence number for coding purposes.  The graph 
is shown in pencil because this is the way it is normally prepared. 
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(^cx-^r^€k--- 

 *I2 

Fig. 6a—Example Lexical Graph 

The following functions are used in Fig. 6a. 

Code   Symbol     Description 

start 
test for any alpha character a through z 
test for any numeric character 0 through 9 
test for any alpha or numeric character 
output a name of any length beginning with an 
alpha character followed by alpha or numeric 
characters 
output an integer number 
output a decimal number 

Character tests are shown with the character itself inside the node; the 
blank at node 2 and the decimal at node 8 are the only character tests 
shown in this example. 

Figure 6a shows about one fourth of the complete lexical graph for 
the MFEL which recognizes a total of 18 lexical atoms including the 
arithmetic operators (+,-,*,/,** or !), integer or decimal constants, 
variable names and other special symbols.  The first line of the example 
graph in Fig. 6a recognizes and outputs an alphanumeric name, the second 
line outputs integer numbers and the third line outputs decimal numbers 
—these are the most complicated atoms. 

The simplicity of this graph is its most important characteristic. 
As you might expect, the complete graph for the 18 lexical atoms of the 
MFEL was originally set up in less than an hour. 

Figure 6b shows how the graph of Fig. 6a is represented in tabular 
form for input to the interpretor program. 

1 s 
2 a 
3 n 
4 an 
5 <spU> 

o(2) 
o(3) 
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Node Type Fn Par Succ Fail 

1 2 L 0 2 2 

2 1 2 3 

3 2 2 0 4 6 

'. 2 4 Q 4 5 

5 2 5 1 1 1 

ft 2 3 (i 7 12 

7 2 3 0 7 8 

B 1 ■ 10 9 

9 2 5 2 I 1 

10 2 3 0 10 LI 

11 2 5 3 1 1 

12 continue 

Fig. 6b—Lexical Graph in Tabular Form for 
Input to the METOFOR Force Evalu- 
ation Language Interpretor Program 

The first column (Node) contains the number of the node.  The second 
column (Type) contains 1 for a character test or 2 for a function. 
Column three (Fn) contains the character, for a character test, or the 
function number.  Column four (Par) contains a function parameter (if 
any) or may contain a repetition limit for a character test.  Column 
five (Succ) contains the success path and column six (Fail) contains the 
failure path. 

To change the lexical atom structure, the user makes a change in 
the table corresponding to the lexical graph.  For example, the user 
could require all names to begin with a dollar sign ($) by changing node 
3 to a character test for $. 

Syntax Specification 

The syntax, shown as input to the language generator in Fig. 5, 
consists of a few lines of specifications in BNF (Backus-Naur or Backus 
Normal Form).  Figure 7 shows an example of the type of specification 
used for the MFEL. 

<EXPRESSION> 
<0PERAND> 
<C0NSTANT> 
<INTEGER> 
<DECIMAL> 
<VARIABLE> 
< SUBEXPRESSION 

= <0PERAND> [3|6|7|8|91 <0PERAND> 
= <C0NSTANT> | <VARIABLE> | <SUBEXPRESSTON> 
= <INTEGER> | <DECIMAL> 
= 2 
= 3 
= 1 
= (<EXPRESSION>) 

Fig. 7—Example Syntax Specification in BNF for 
the METOFOR Force Evaluation Language 
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The syntax specification in Fig. 7 is readily interpreted with 
some practice.  The first line defines the term EXPRESSION as a state- 
ment beginning with an OPERAND, followed by one of the lexical atoms 
5, 6, 7, 8 or 9 (the arithmetic operations +,-,*,/ or **), followed by 
another OPERAND.  The second line defines OPERAND as a CONSTANT, a 
VARIABLE, or a SUBEXPRESSION.  The fourth line defines INTEGER as atom 
number 2 (see Lexical Analysis above).  The last line defines SUBEX- 
PRESSION as EXPRESSION enclosed in parentheses.  This last entry 
illustrates the recursive capability of the BNF specification and of 
the language generator. Notice that every term on the right hand side 
of Fig. 7 is ultimately defined in terms of lexical atoms. 

The complete syntax description for the MFEL requires only 25 lines 
of BNF statements similar to those in Fig. 7.  This syntax includes the 
distinction between integer and real constants or variables, subscripted 
arrays with integer or variable subscripts, matrix arithmetic (in addi- 
tion to the arithmetic shown above), input and output functions, and 
all of the special command functions shown in Fig. A. 

Again the simplicity of the BNF syntax specification is its most 
important characteristic.  Errors, not often made, are readily cor- 
rected in these specifications.  Even more important is the flexibility 
which the system designer has in producing a language to fit the exact 
requirements of the user—almost independent of the computer operations 
to be performed.  Once the computer operations are determined, the 
language may be designed to suit the user or users involved.  Two or 
three versions of the language might even be generated for users at 
different levels of experience with the system. 

Source Code Generation 

Once a language is described by its lexical graph and the syntax 
specification, the language generator automatically produces the FORTRAN 
code required to recognize and control the execution of statements made 
in the language.  When this code is combined with the operating programs 
or subroutines of the system, the language interpretor becomes a func- 
tional system. 

The process of generating the code for the MFEL requires about 20 
seconds of CP computer time and produces about 1500 lines of FORTRAN 
code (about half of which are comments). 

APPLICATIONS 

The MET0F0R force evaluation language was selected as a test appli- 
cation for the language generator since it seemed to require a repre- 
sentative selection of language capabilities—viz arithmetic operations, 
data storage and retrieval, subscripted arrays with matrix operations, 
special purpose command operations, etc. Yet the application was on a 
small enough scale to be quite manageable for developing and testing. 
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The language generator is designed to be used in conjunction with 
almost any computerized analytical system to provide a very high level 
language operating capability.  The generator produces FORTRAN code, but 
could be modified to produce assembly code for specific computers if 
desired. 

Further and more specific applications are suggested in the next 
two sections. 

OBSERVATIONS ON OPERATIONS RESEARCH AND ARMY PLANNING 

To an observer in my position it appears that army planning 
processes (specifically, computerized modeling and systems analysis) go 
on concurrently with, but have rather little noticeable influence on, 
decision making processes. Well established political traditions and 
procedures have not yielded much to the super reasoning power of com- 
puterized analysis. 

Of course no one would suggest that we should turn decision making 
over to the machines, or even that we should rely on computerized analy- 
ses so heavily that human factors lose the advantage in the decision 
making processes.  Studies, modeling systems, etc., should never be ex- 
pected to yield ultimate or optimal solutions to complex planning prob- 
lems—unless all the relevent factors pertaining to the problems have 
been fully and accurately represented in the analyses.  This can seldom 
be the case where problems include even the lightest interface with 
human institutions. 

Not that all analysis is inadequate, but there is no systematic, 
dependable means of determining what is and what is not reliable. 
Buried in models and modeling systems (so deeply that the model builders 
themselves are often unaware of the extent of it) are built in assump- 
tions, untried logic paths, potential contradictions, etc.  How does 
the decision maker, unskilled in computer techniques and certainly un- 
familiar with all of the details relevant to a system application, 
determine how to use the products of computerized operations research- 
systems analysis? Or, in other words, what is the proper role for 
operations research-systems analysis in support of army planning opera- 
tions? This role, I submit, is and must always be, particularly at the 
highest levels, a subordinate supportive one. 

The Supportive role 

The supportive role, wonderfully matched to the potential capabil- 
ities of computerized analytical systems, becomes one"of probing al- 
ternatives—what if questions—given the assumptions and limitations 
which must be well understood by the user.  The user should not look for 
definitive solutions or ultimate answers, but rather he should look for 
insights into potential alternatives and for indicators of relative 
values to aid his own judgment and to suggest areas for further con- 
sideration. 
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To serve this function well, the products of analytical systems 
must be available during the primitive formative stages of decision 
making; they must be flexible—able to respond to questions and options 
as wide ranging as the imagination and curiosity of the planner; they 
must be capable of moving quickly with the planner down one line of 
alternatives and then just as quickly change direction to another line 
of alternatives as the situation requires.  Some forms of analytical 
support should be as accessible to the high level planner (and at least 
as reliable and useful) as the dictionary on his bookshelf or the calcu- 
lator on his desk. 

VHLL Provides the "Knobs" 

As planners and decision makers at higher levels gain more direct 
access to analytical systems through the "knobs" of very high level lan- 
guages their understanding of what these systems can produce will in- 
crease and the systems and the products of operations research and sys- 
tems analysis will take on greater significance. 

It is hoped that in this and in other ways, language generation 
techniques will make a positive contribution to the future value of 
operations research to the US Army. 

A UNIFIED ARMY PLANNING STRUCTURE 

The Problem 

The "proliferation of models" is a phrase commonly heard among army 
and defense planners.  It seems to indicate a lack of direction or at 
least a lack of coordination in the development of planning systems.  It 
suggests that new models have been developed where old ones might have 
been used, or worse, that new models were developed where none was re- 
quired.  Certainly some degree of redundancy and experimental develop- 
ment is healthy.  But perhaps we would do well to examine means of pro- 
moting the widest possible application of existing software to current 
problems—to examine techniques for adapting existing software to new 
and different applications with minimal effort—and finally to develop 
some guidelines for future software design to enhance the opportunity 
for wide applications of new software and to maintain an overall balance 
and direction to software development. 

With hundreds of models and systems doing their own thing in army 
planning applications, it is time to think about some unification of the 
structure in which these systems operate to provide an environment, some 
common ground, within which they begin to support and add credibility to 
each other and in the process enhance the image of systems analysis in 
general. 

Army Standard Models and Data Bases 

To begin some movement in this direction, I offer three recommenda- 
tions. 
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1. Make a comprehensive survey of existing models, modeling sys- 
tems and computerized data files.  Establish a management information 
system which will give army planners immediate access to descriptions at 
general levels of detail of any model, system or data file available for 
application to army problems.  NIH has developed an effective MIS which 
could provide a valuable guide for the development of such an army system. 

2. Establish Army Standards for models and modeling systems devel- 
oped with army funds for army applications.  These standards should in- 
clude access to standard army data sources.  Relative to these standards, 
create three categories of modeling systems: 

I Army Standard 
II Partially Army Standard 
III Non Standard 

Category I to include modeling systems designed to access estab- 
lished army computerized data sources directly for all required data. 
Category II to include modeling systems which access established army 
computerized data sources directly for all required input data, with the 
exception of data of a subjective or arbitrary nature not appropriately 
maintained in standard army sources.  Category III to include modeling 
systems which access little or no required data as described above. 

Such a classification system provides immediate communication of 
the general character of a model or system to a potential user.  A cate- 
gory III model is probably of such a specialized nature that it has 
little chance of application outside its immediate environment.  A 
category II model may require a significant data generating effort to be 
useful, while a category I model may be ready for immediate application 
with an existing  standardized data base.  When results are presented 
from an Army Standard system, there is immediate understanding of the 
data sources (a significant credibility factor), the basic planning 
assumptions are known and the results can be described and understood 
from this common reference point.  Having such a classification system 
implies the need to encourage and, in some cases, require the development 
and use of Army Standard Modeling Systems. 

3. Promote the conversion of useful existing models and modeling 
systems to Army Standard form.  This would be accomplished in two ways. 
First, where an existing system already requires and maintains a large 
data base, this data base might be formalized and incorporated by defi- 
nition into the Army Standard system and be made available to other 
systems and users as appropriate.  Establish general, readable documen- 
tation on the content and accessibility of these data.  Second, provide 
software for existing models or systems to process, format, combine or 
generate the required inputs from standard data sources. 

These ideas are not new.  Work on unified data bases has been going 
on for years.  But new emphasis is needed now on methods of increasing 
the value and the credibility of systems analysis.  At a time when many 
are questioning the value of systems analysis, when the Department of 
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of Labor classifies systems analysts as non-professionals [2] along with 
librarians and historians, it is time to reassess our priorities and to 
find ways of making our product more valuable and more responsive to 
the real problems of the community we serve. 

Very High Level Language Application 

Families of models or analytical systems may be brought together 
to operate under the umbrella of a single very high level language. 
Software developed for the two VHLL examples discussed in this paper 
provides the capability to create and maintain data libraries and gives 
the user convenient control over data storage, input, output and for- 
matting operations.  These capabilities suggest the use of very high 
level languages implemented by language generation techniques to bring 
new tools to bear in the process of unifying army analytical systems. 

CONCLUSION 

Very High Level Language (VHLL) is a term which describes what is 
usually a very simple language created to perform specific functions by 
a user who may be unfamiliar with ordinary high level computer languages 
such as FORTRAN or COBOL.  Such languages are also useful to analysts 
who may have a number of complicated procedures to be executed frequently. 
In this case, simple statements in the VHLL reduce the time required to 
set up and perform these procedures and minimize the opportunity for 
inadvertent input errors. 

A disadvantage of VHLL is the time and programming effort required 
to create the language initially, with the realization that such special 
purpose applications are often temporary in nature or evolve over time in 
such a way that the associated VHLL may become obsolete before it is im- 
plemented. Hence this approach has not been generally used for analyt- 
ical modeling systems in the past. 

We now have the capability to generate automatically most of the 
code required to implement a VHLL.  This capability virtually eliminates 
the major disadvantage of using VHLL, since the time required to imple- 
ment a working version is minimal and the VHLL can be changed as quickly 
and as often as the problem, system or environment requires. 

[1]  Research Analysis Corporation, AFFORD System Description and User's 
Manual - Volume III, Control Program and Reporter, RAC-R-144, 
August 1972. 

[2]  Newsletter of Military Operations Research, PHALANX, Vol 9, No. 3, 
September 1974. 
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SUBJECT: Wartime Active Replacement Factor (WARF) System Design 

AUTHOR:  LTC John M. Daugherty 
Methodology and Resources Directorate 
US Army Concepts Analysis Agency 
Bethesda, Maryland 20014 

1. Background. The Army plans equipment procurement based upon their 
expectation of loss in both a peacetime and a wartime active posture. 
These losses are cojoined to compute the Authorized Acquisition Objective 
(AAO) which strongly influences the POM and Budget cycle.  The data used 
to compute WARF's was contractor-derived from WWII and Korean loss data 
and therefore does not show the changes in weaponry, mobility, and 
electronics that future armies will have. Vivid proof of a current 
inadequacy lies with the tank WARF now computed to be 8.62 percent per 
30 days of battle in a mid-intensity theater conflict. My guts tell 
me that is wrong.  Improved WARF's will provide a better Army position 
for the distribution of procurement dollars among the services. 

2. The Basic WARF Structure. The WARF basic structure uses a contractor 
developed system called SYMWAR. For each piece of equipment a loss rate 
matrix is prepared.  (Figure 1) 

IN 
WITHDRAW 

ACTIVE^ TsXS5^!^5^^sNXR<J       ^^ ^^ 
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FEBA        DIVISION       DIVISION       DIVISION REAR 
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FIGURE 1, SYMWAR (WARF) Loss Rate Matrix 
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This three-dimensional matrix with 4 battle postures, 10 causes of loss 
and within 5 zones of the theater was filled with historically developed 
loss rates (those that produced the 8.62 percent WARF for tanks).  Theater 
Zones I, II and III are those within normal artillery.  Over the years, 
computerized war games were developed that project battle outcomes along 
with associated casualties and consumption.  Taking one cell in the matrix, 
say direct fire losses to tanks on the FEBA; rather than extrapolate from 
another war with many conditions changed, one could use loss rates from 
simulations to relace the loss rate to tanks from direct fire at the FEBA. 
As a matter of fact, the shaded portion of the matrix could be relaced 
with loss rates from simulations and contains 48 of the 200 cells in the 
matrix.  Cost-wise, the 48 cells will cause more than one-third of the 
theater cost losses. 

Given the distribution of equipment within the theater zones and 
the combat postures over time, the loss rates for MIE are rolled-up in 
an accounting model. The problem for the WARF project therefore, was 
to design and operate a system wherein simulated loss rates would replace 
historic rates wherever possible in the matrix. 

3. Models used in WARF. After reviewing several models at various 
levels of resolution, the Concepts Evaluation Model (CEM) and the 
Artillery Models from within the AMMORATES system were selected as loss 
simulators to provide the loss rates for the shaded portion of the WARF 
matrix. 

a.  The Concepts Evaluation Model (CEM).  CEM is a fully automated, 
theater-level wargaming model that considers 

(1) Weapon and Personnel Casualties 

(2) Force Mix 

(3) Logistics and resupply 

(4) Personnel replacement and evacuation 

(5) Air and Air Defense 

(6) Artillery 

(7) Terrain 

(8) Commander's Decisions 

(9) Massing against penetrations 

It may play 50 blue divisions against 125 red divisions, thus it may 
portray a theater, and for WARF purposes, 41 different kinds of high 
cost tactical major items of equipment (MIE).  Figure 2 shows in more 
detail the 48 cells of the 200-cell WARF matrix wherein simulated loss 
rates from CEM will replace historic ones. 
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FIGURE 2. WARF Cells Containing Simulated Loss Rates 

Realizing that CEM considers only tactical firepower producing MIE, 
there remained a large number of costly items located within the first 
three zones of the theater subject to loss from artillery.  These items 
are characterized as engineer equipment, trucks, electronic equipment 
and the like. 

b. The AMMORATES ARTILLERY Models. The three AMMORATES Artillery 
models are the Target Acquisition Model (TAM), the Fire Planning Model 
(FPM) and the Casualty Assessment Model (CAM).  These models in their 
original configuration were designed to cause personnel casualties in 16 
combinations of personnel and battle postures. WARF required artillery 
losses to equipment and it was found that a small finite number of 
equipment classes would suffice; thus, reprograming and a slight 
expansion of the TAM, FPM, and CAM was accomplished. The selection of 
a small finite number of equipment class was pursued.  All existing 
equipment classification schemes were based upon mission or function, 
whereas WARF artillery casualties would be necessary based upon the 
hardness of targets.  A detailed analysis of all MIE expected within 
red artillery range (Zones I-III) was conducted.  The results of that 
analysis are seen in Figure 3. Any item of equipment found in the 
theater forward area could be equated to 1 of the 22 determined 
vulnerability classes.  For each class of equipment, a notional item 
was selected that best characterized the class. As an example, class 2, 
Light Armor was notionalized by armored carriers because they made up 
85 percent of all light armor population in that class. 
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1 UGHT AIRCRAFT 12 POL TRANSPORTERS 

2 ARMOR. LIGHT 13 AMMO TRANSPORTERS 

3 ARMOR. TRACKED. MOM HVY 14 SMALL ARMS & PYROTECHNICS. INDIVIDUAL 

4 WHEEL   TRUCK LIGHT 15 WEAPONS & MISSILES. CREW SERVED 

5 WHEEL: TRUCK    MOM  HVY 16 OPTICAL DEVICES &  SETS 

6 BOATS & SP AMPHIBIANS 17 COMMUNICATIONS & ELECTRONICS 

7 TRAILER. TOWED LT 18 MECHANICAL. ELECTRICAL-MECHANICAL EQPT 

8 TOWED EQUIP. ARTY 19 TOOL, SETS/KITS. SMALL 

9 SEMI TRAILER. MDM HVY 20 OPERATIONAL MAINTENANCE. MOM/LARGE 

10 BOATS, PNEUMATIC. SP RAFTS 21 STORAGE & DISPENSING EQUIPMENT, CL III, SMALL 

11 BRIDGES. EMPLACED 22 SHELTERS & NON-POL STORAGE TANKS 

FIGURE 3.     WARF Vulnerability Classes 

The next step was  to determine what  type of kill was  necessary  to 
cause  replacement of an equipment  item.    The  replacement kill   ('r'-kill) 
is  defined as  a direct hit plus  a  fuel  or ammunition standoff 

or 

LA = L x W + 1/2 JI x  (R    )2 

Pi 
L ■ Length  of MIE 

W = Width  of MIE 

R -r ■ Radius where probability of ignition = 50% 

These lethal  areas   (LA)   for each  type  red artillery against  each of the 
22 vulnerability classes has been received from the Army Materiel Systems 
Study Agency   (AMSAA). 

Casualty  assessment is  precomputed by placing each equipment  class 
in 7  targets  diameters  ranging from 50 meters   to  350 meters.     Red  fires 
battery volleys  into  the  target assuming  random placement  at   100  target 
elements with  the  target  radius.     For each LA overlaying  a  target 
element,   a kill  is  recorded,   then all kills  averaged over  the  sample 
of  100.     This  generated  a large  number  of  tables which became  look up 
tables  for   'r'   kills,   an example  of which is  at  Figure  4.     To  decrease 
computer running time and core size,  a series of multiple  linear 
regressions were  performed as  a function of  lethal  area,   rounds   fired 
and  target  diameter.     The  correlation  coefficient  of  the multiple  linear 
regressions was  generally  greater  than   .99 so  it was  possible   to  compute 
losses  from a set of equations  rather than execute a CAM run for each 
possible  situation solely  for the  purpose  of  producing  look  up  tables. 
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FIGURE 4.  Casualty Assessment Matrix 

The TAM uses detection probabilities to acquire targets based upon 
size, activity, terrain and distance. The list of probable targets is 
passed to the FPM which, using red firing doctrine, programs artillery 
fire against the targets. Knowing the number of rounds against each 
target, assessment of replacement kill is determined in the CAM as 
explained earlier in this paragraph. An example of this process may 
be seen at Figure 5. 

In the case of the 50-meter target, assume there were 1 - 1/4 ton 
vehicle and 3-2*3 ton vehicles and TAM thought it was an infantry 
platoon. The FPM planned to fire 1 battery volley of 152 mm at that 
target. Using the casualty assessment matrix for that situation with 
1/4 tons being vulnerability class 1 and 2\  tons being vulnerability 
class 2, one finds 10 percent destruction of 1/4 tons and 7 percent 
destruction of 2\  ton vehicles. 

The artillery assessment is accomplished for a 6-hour stylized 
period with 100 percent equipment strength for the attack, defend, 
delay and static posture. The loss rates to equipment are passed to 
the WARF matrix and entered as seen in Figure 2. The bombing and 
strafing loss rates will be generated with the artillery models by 
using artillery equivalents for bombing and strafing. 
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FIGURE 5.  Casualty Assessment 

4. Roll up.  Referring back to Figures 1 and 2, the loss rates from 
simulations are moved into the matrix for each MIE. The postures 
throughout the war are determined in CEM so in a bookkeeping fashion, 
WARF's are computed by summing the losses over time in the theater. 
This produces the losses in the theater and does not yet tell planners 
what must be shipped from the CONUS base.  Sea and air shipping loss 
rates are introduced as seen in Figure 6 and will insure that 100 
percent of the theater requirements arrive in the theater. 

5. Study Consistency.  Figure 7 shows the relationship among three 
major Army studies, i.e., WARF, Force Design (CONAF), and AMMORATES. 
All use a common scenario, a maximum of common models and the same 
data base to the maximum extent. The only radical departure from 
their commonality is the difference in mode in simulating the theater 
battle for Force Design and WARF. For Force Design, CEM is operated 
in the capability mode, i.e., real-world limits are placed on resupply 
of both MIE and logistics, however, in WARF, the requirements mode is 
required meaning that each 12 hours of battle, blue will start at 100 
percent strength. The impact on battle outcome and attrition is 
expected to strongly influence the WARF's—blue attrition should be 
much higher in requirements mode. 
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SEA 

LOSSES IN THEATER X   SEA L0SS RATE    x % SHIPPED BY SEA 
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AIR 
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AIR LOSS RATE 

1-ALR 
X % SHIPPED BY AIR 

IF 100 TANKS ARE DESTROYED IN THE THEATER BATTLE, SEA LOSSES 

ARE 20% AND AIR LOSSES ARE 5% WITH 90% SHIPPED BY SEA: 

SEA 
100 X -±-   X.9 = 22.5  LOST AT SEA 

1-.2 

AIR 
100 X JL  X.1 z .5 LOST IN AIR 

23 TOTAL INTERTHEATER LOSSES 

FIGURE 6. Computation of Intertheater Shipping Losses 

6. WARF's Impact on the AAO. Recalling the current WARF for tanks 
using historic loss rates is 8.62 percent. A sample AAO computation 
was conducted using a tank WARF of 20.1 percent per 30 days and the 
AAO increase was 273 million dollars.  (The 20.1 percent is thought to 
be conservative.) There are about 400 MIE for which new WARF's will be 
calculated using simulated loss rates with models run in requirements 
mode. This should provide a multi-billion dollar increase in the Army's 
AAO and should place us in a stronger position to vie for a larger piece 
of the procurement dollars. 
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COSTING THE CONCEPTUAL ARMY IN THE FIELD 

by 
Mr. Leonard S. Freeman 
Concepts Analysis Agency 

1. Introduction 

a. Preparing  for  the  future  is  a task particularly germane  to the 
Army's  Operation Research  community.     It  is  also an area which  can be 
well  served by  the tools  and techniques  of OR.     To those involved in 
force planning,  the design  of the  field Army  is a very  real  problem. 
Not  only must we  contend with  countering a postulated  threat,  but   also 
we must design  the  force so  that  it  is  affordable.    Whether maintaining 
or modernizing existing units   or  fielding new  ones   an  impact   on manpower 
and  dollar resources will  result  and must be  addressed. 

b. What  is  the best design  for the Army  in  the 1980's?    Should it 
be  infantry heavy  or should  it have  greater aviation or armor capabilities? 
The answers  to  these questions  are  related  to  another question:    What  can 
we  afford?     By  applying the  techniques  of  operations  research  to  these 
questions,   a set of reasonable,   alternative  force designs may be postulated. 
The objective  is  to  find  cost-effective solutions,   i-.e.,   forces with  the 
necessary fighting capability  at  an acceptable cost.     The Concepts Analysis 
Agency,   in its study  of  the  Conceptual Design of  the Army  in  the Field, 
Phase  III (CONAF III)  addressed  this  issue.    The study  involved maximizing 
combat  power  in  the mid-range  time  frame  (to FY  86)  based  on realistic 
projections  of resource  constraints,  materiel availability  and  the 
international situation as  they  relate to Division Forces. 

2. Background 

a. CONAF III is the latest in a series of studies on mid-range planning 
designed to provide Array leaders a rational basis for decisions which will 
come to fruition 5 to 10 years from now. This involves making the best 
use of scarce resources under current policies and constraints as well as 
preparing for modernization through force development and cost planning. 
In CONAF I, a basic methodology was developed for mid-range force design 
and evaluation.  CONAF II compared forces of equal cost; It considered 
force alternatives which had the same totals for procurement plus 10 years 
of operation. The principle constraint in CONAF II was the procurement 
funds assumed available through FY 86. This constraint influenced the 
equipment that might be purchased for alternative forces but did not 
constrain the operating cost during the transition period. 

b. In CONAF III, we addressed the most effective force which could 
be developed and maintained between now and FY 86 while remaining within 
annual fiscal constraints.  Costs were estimated on a year by year basis 
for alternative forces taking into account modernization plans. The 
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approach correlated estimated costs with the year in which obligational 
authority would be required.  This limited the force designer to rates 
of change in force structure consistent with expected FY funding levels. 

3.  Resource Constraints 

a. Assumptions.  - In any realistic situation one is never at liberty 
to achieve his desires with impunity.  Regardless of how much we want 
something, however worthy it may be time, money, some authority or maybe 
just a perverse universe acts as constraining device. The force designer 
must contend with constraints also.  His constraints are resource limitations 
of manpower, material and money which may keep him from an objective 
of a particular force at a specific time.  But being aware of constraints, 
it may be possible to achieve the same objective via another route. More 
on this later.  The establishment of constraints derive from official 
sources and it must be recognized that these sources reflect policy decisions 
which are subject to change. Nevertheless, planning for the future based 
on present policy has got to be superior to planning without regard to 
possible limitations. With that as a premise, the following assumptions 
were used to establish resource constraints. 

(1) peacetime operating conditions 

(2) all costs would be expressed in FY 74 constant dollars 

(3) the Program Objective Memorandum (POM) FY 75-79 and the Force 
Structure/Manpower Systems/Account Display (Form 1) were appropriate 
sources for developing resource constraints through FY 79. 

(4) OMA and MPA constraints beyond FY 79 were assumed equal 
to those indicated for FY 79. 

(5) Procurement constraints beyond FY 79 were reflected in the 
Materiel Procurement Priorities Review Committee (MPPRC) report. 

b. Manpower Constraints.  - The derivation of manpower constraints 
was established in the following manner.  Active and Reserve military 
manpower constraints for Division Forces were considered the structure 
strengths shown in the POM (FY 75-79) or as updated in subsequent Form l's. 
Civilians associated with the Division Forces worked either directly in 
support of the Divisions (as in TDA units) or indirectly (such as laborers 
or base operating personnel). The number of civilian direct hire were 
established in the Form 1 while division force civilian indirect personnel 
are shown only in the POM.  By using the POM and Form 1, total civilian 
manpower constraints for division forces were established. These manpower 
constraints were identified by year for active and reserve forces as 
well as direct and indirect civilians. 

c. Fiscal Constraints 

(1)  OMA and MPA Appropriation.  - To determine dollar constraints 
for the OMA and MPA appropriations, the Force Cost Information System (FCIS) 
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developed by the Office of the Comptroller of the Army (OCA) was used 
to develop average cost factors. The FCIS, an extensive computer based 
information system, contains equipment, personnel and cost data on major 
combat and combat support units.  With FCIS as a data source, average 
factors of OMA and MPA per man were derived.  These average factors, 
based on similar units, were then multiplied by the manpower constraints 
previously calculated to derive dollar constraints. 

(2)  Procurement Appropriation Constraints.  - Division forces 
have two separate forms of procurement costs associated with their operation. 
The first is a one time, nonrecurring cost of establishing a new unit or 
modernizing an existing unit.  (Existing units not intended for modernization 
by new equipment incur no nonrecurring procurement costs.)  The second 
type of procurement cost occurs on an annual recurring basis and consists 
of peacetime replacement costs plus those of annual service practice 
(ASP) ammunition, repair parts and secondary items. The calculation 
of the procurement appropriation constraints reflect the current plans 
for modernization of the division forces. The FYDP Procurement Annex 
and the MPPRC indicated the plans for acquisition of new or improved 
systems.  Those documents, along with Selected Acquisition Reports (SARs) 
provided estimates of equipment costs. 

(a) Nonrecurring Procurement. - The nonrecurring procurement 
appropriation constraints were based on approved plans for new or additional 
items.  The constraint is expressed in the following equation: 

n 
CNR = L (Qi x P± x 1.05) 

1-1 

where Cjjg = Nonrecurring Procurement Constraint 
n = number of different items intended to modernize division forces 

Q.£ = quantity of each item allocated to division forces 
?i =  average price per item 

1.05 = factor to allow for initial repair parts and secondary items. 

The equation was taken directly from the OCA approved Army Force Planning 
Cost Handbook (AFPCH) and was therefore appropriate for use in CONAF.  Again, 
the quantities of equipment involved and their costs came from DA approved 
planning documents. 

(b) Recurring Procurement.  - The calculation of the recurring 
procurement cost constraint involved all the equipment of the division 
forces not just new or additional items. The recurring expenses consist 
of peacetime replacement costs as well as repair parts and secondary items. 
The computation of the recurring procurement appropriation constraint is 
expressed: 

m 
CR = E  ((Qj x Pj x 0.03) + (PRj x RFj) + Aj) 

where C^ = annual recurring cost constraint 
m = number of different .items in division forces 

156 



Ch = Quantity of each item 
Pj = average price per item 

0.03 = 3 percent annual repair parts factor 
PRj = quantity of items assigned peacetime replacement factor 
RFj = annual replacement factor 
Aj = annual service practice ammunition cost. 

Again, the equation and factors were obtained from the AFPCH.  The summation 
of the recurring and nonrecurring costs yielded the total procurement 
appropriation constraints. 

(3)  Constraints Document.  - To summarize, the POM, Form 1, 
FYDP and MPPRC provided a basis for our development of manpower and fiscal 
constraints appropriate to CONAF III. The manpower constraints were used 
in establishing OMA and MPA dollar constraints and, to a large extent, 
the FCIS provided factors to translate manpower and materiel planning 
into appropriation constraints.  Once the constraints had been established, 
they were documented and displayed by fiscal year.  The constraints document 
was then available to the force designer in his evaluation of alternative 
division forces. He could design forces to meet specified threats and 
guage whether the cost of fielding and maintaining the forces were within 
the limitations of men and money which present policy indicated. 

4.  Force Costing 

a. General.  - In CONAF III the force designers considered several 
alternative forces. A so called "approved force" was the composition 
indicated in present programing documents such as the POM and FYDP and was 
used in calculating the constraints.  Alternative forces involved: 

(1) one with increased war reserves compared with present practice, 

(2) a force with more infantry capability and 

(3) a force with greatly increased aviation units. 

Each of the alternatives required design refinements to maximize their 
combat effectiveness within the limitations imposed by the resource 
constraints.  It thus was necessary to cost the alternatives (and their 
variants) as quickly as possible to support the force designer. 

b. Assumptions.  - A computer based model was developed at CAA to 
automate the calculation of the 1,300,000 data elements required to cost 
division forces for CONAF III.  The assumptions used in estimating the 
force costs were, of course, compatible with those used in estimating 
the constraints. 

(1) peacetime operating conditions 

(2) FY 74 constant dollars 
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(3) Costs previously incurred were considered sunk and did not 
enter into the calculations. 

(4) Only the variable portion of costs were computed.  These are 
the costs which reflect the size and composition of the force. There is 
a fixed cost which is basically insensitive to the force design but that 
was excluded.  The variable costs allowed the development of equal cost 
forces not exceeding the constraint. 

(5) Direct costs (expenses incurred by the division forces like 
pay of assigned personnel and materiel consumed by the unit) and indirect 
costs (expenses incurred in support of the force like replacement training 
and medical costs) were estimated. 

c.  Computer Models.  - The costing of division forces was accomplished 
through the use of the Force Costing System developed at CAA.  The system 
consisted of ten separate but interactive computer programs which performed 
the functions of validation, unit costing and force costing.  In general, 
the system extracted a troop list for each fiscal year from a file supplied 
by the force designer.  Then the costs for each individual unit in the 
force was computed and the costs aggregated in terms of the major appropriation 
categories by fiscal year. 

(1) Validation Programs.  - These programs checked troop lists 
for valid TOE numbers and determined that the cost of the TOE units were 
contained in the cost data bank.  Exception reports were provided so that 
steps could be taken to assure that all units of the troop list were costed 
or to notify the force designer that he had specified an invalid TOE in his 
troop list. 

(2) Unit Costing Programs.  - These costing programs updated the 
cost estimates of existing units in the cost data bank.  Input was from 
FCIS tapes which were updated periodically by the Office of the Comptroller 
of the Army.  This assured that the most recent cost estimates were used. 
These programs also developed cost factors for units in the troop list 
which did not appear in the data bank.  The factors were calculated by 
taking the geometric mean of similar type units to derive a statistical 
average.  The geometric mean was selected by observing that the frequency 
distribution of the factors associated with existing units had wide extremes. 
A characteristic of the geometric mean is that it is less affected by 
extremes and is a more typical average. The arithmetic mean, on the other 
hand, can be greatly distorted by extreme values and therefore it may 
not be a typical value.  Based on the mean factors and descriptions of 
men and materiel for new and modernized units, costs for these units were 
computed and also stored in the data bank. 

(3) Force Costing Program.  - The work of validating existing 
units or costing new and improved units culminated in the force costing 
programs. These programs extracted cost information from the data bank 
for a given force and aggregated the costs by appropriation.  In performing 
this function, factors were applied to reflect the theater of operation, 
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manning level and whether the unit is Active Army or Reserve Component; 
these options were defined by the force designer in constructing the force 
alternative. 

d.  Costing Process.  - The preceding material outlined, in general, 
the costing procedures. The following illustrates in more detail how the 
systems worked. 

(1) Existing Units, Personnel Costs 

(a) The calculation of personnel costs began with either a 
TOE or TDA.  In the case of civilian personnel, their number was multiplied 
by per capita factors, obtained from OCA to compute their contribution to 
the OMA cost.  The factors provided estimates by theater of operation. 

(b) Military personnel costs for existing active Army units 
were in the cost data bank, by virtue of its update from the FCIS.  In 
the case of Reserve Component units, OCA factors were applied to a like 
Active Army unit to reflect a decreased annual recurring cost; nonrecurring 
costs or costs of initially fielding a unit were assumed equal for active 
and reserve personnel. 

(c) The personnel costs for existing units were computed 
according to the force design.  They were accumulated by appropriation 
(MPA and OMA), type (recurring and nonrecurring as well as direct and 
indirect) theater (CONUS, Europe and Pacific) and fiscal year. 

(2) Existing Units, Materiel Costs 

(a) Materiel items which are in the inventory were costed 
according to the AFPCH guidance on annual replacement policy. The Supply 
Bulletin SB 700-20 also provided investment cost information. 

(b) When an existing unit was expected to be modernized 
with new equipment, not presently in the inventory, another procedure 
was used.  Sources such as approved SARs, DCPs and the MPPRC were used 
to obtain hardware costs.  These were used to estimate the one-time (non- 
recurring) as well as the annual recurring procurement costs of forces. 
The equation describing the nonrecurring costs for equipment to support 
a unit is: 

n 
CNP = L  Pi x Qi (0RFi + RCFi + 1'05> 

i=l 

where Cjjp = Nonrecurring procurement cost for new or additional unit 
equipment 

n = number of new or additional pieces of equipment 
P^ = Procurement cost of each item 
Q^ = Quantity of each item 

ORFi = Operational Readiness Float Factor 
RCFj = Repair Cycle Float Factor 
1.05 = Constant to reflect cost of initial repair parts and spares 
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All factors were obtained from the AFPCH. 

(c)  Recurring procurement costs accrue for all major equipment, 
not just the new or additional items.  The equation which represents this 
annual expenditure is: 

m 
CRP = £  ((0.03Q1 + RF.) P, + A4) 

j=l J 

where Cgp = Recurring procurement cost for a unit 
m = Number of items of unit equipment 

QJ = Quantity of each item in a unit 
0.03 = Constant to reflect annual repair parts cost 
RFj = Annual peacetime replacement factor 
Pj = Price of the item 
Aj = Annual Service Practice ammo cost (if any) 

There were similar equations for OMA expenditures extracted from the AFPCH. 
The just described process resulted in estimates of the materiel costs 
for existing units.  Again, the costs were accumulated as direct and indirect 
costs both recurring and nonrecurring for the procurement and OMA appropria- 
tions. 

(3)  New Units.  - The previous discussion related to estimating 
the costs of existing units which were either left unchanged or modernized 
with new or additional materiel.  In the case of new units which the force 
designer envisoned, a different approach was used which relied much more 
on manual input.  Starting with an equipment list and a deployment plan, 
items which were in inventory (such as trucks, radios and guns) were computed 
based on latest prices in the AFPCH or supply bulletin.  New items of 
equipment were costed using the same relationships and references previously 
indicated.  Personnel costs for new units were computed by searching the 
FCIS for similar types of units and deriving new personnel cost factors 
based on the geometric mean of the cost factors exhibited by the existing 
and similar units.  Then, adding the material and personnel costs, the 
total estimated costs for new units were obtained. 

5.  Distribution of Costs.  - The preceding material has described the 
methodology used in costing force alternatives for CONAF III.  The distribution 
of these costs, annually, warrants additional explanation.  The force 
designer provided the composition of his force alternatives by year.  His 
design indicated when units were to be modernized and when new units would 
be activated.  This information was necessary in order to allocate the 
one-time, nonrecurring costs of activating or modernizing a unit.  Recall 
that the cost model calculated the nonrecurring costs as well as the recurring 
expenses.  The nonrecurring OMA and MPA appropriation expenses occur at 
time of activation or modernization of the unit.  But in order to allow 
sufficient lead times in manufacturing major equipment items, procurement 
funds are usually obligated in advance of receipt of the equipment.  The 
number of years between obligation of procurement funds and unit activation 
or modernization varies with the type and complexity of the equipment, 
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however, based on an analysis of several weapons systems, the obligation 
for procurement of major equipment occurs, on the average, about two years 
prior to unit activation or modernization.  The recurring costs, of course, 
are incurred in each year of operation. 

6. Force Costing Summary.  - A recapitulation is, perhaps, in order 
to clarify the complex approach used in costing the conceptual Army in 
CONAF III. 

a. The force designer developed several force alternatives. The 
designs consisted of combinations of units which presently exist in the 
Army as well as new and/or modernized units.  Also, the annual composition 
of the force alternatives were specified thus providing a basis for 
determining dates of activation for new and modernized units. 

b. For each alternative, information on troop lists and equipment 
combined with data bases like the FCIS and other approved sources for 
personnel and equipment costs produced our cost data bank on all units 
used in CONAF III. 

c. The force costing model then computed the costs for the alterna- 
tive forces by adding the appropriate units. 

d. The costs of each alternative resulting from the model were compared 
to the resource constraints.  If necessary, changes to a force's manpower 
and/or materiel were made to bring the alternative within constraints. 

7. Results.  - The results of this process may be seen in Figure 1. 
The figure represents a typical output showing appropriations (MPA, OMA 
and Procurement) by fiscal year for the constraint and three alternatives. 
In FY 75, no force alternative exceeds the constraint but in FY 86, Force 
1 exceeds all constraints except MPA, Force 2 exceeds the OMA and Procurement 
constraints and Force 3 exceeds only the OMA limit.  Looking at the total 
costs for the FY 75-86 period an interesting situation confronted the 
force designer concerning Force 2. That force was below the total MPA 
constraint by about $3.5 billion; it exceeded the total Procurement 
constraint by about $2 billion; and its total, over all appropriations, 
was within the grand total constraint.  The force designer was faced with 
the opportunity to trade-off equipment for personnel, bringing each appro- 
priation closer to its constraint, or to apprise Army planners that a change 
in currently envisioned fiscal constraints may be necessary. His decision 
considered the change in force effectiveness resulting from manpower/ 
materiel shifts.  The CONAF III force cost system gave the force designer 
an analytical tool in his search for cost effectiveness. 

8. Summary 

a.  In costing the Conceptual Army in the Field, a very detailed cost 
model was developed.  The model centered about an automated data bank which 
stored cost information on new, modernized or existing units.  Costs for 
alternative force designs were calculated using a methodology general 
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FIGURE 1 
CONAF COSTING RESULTS 

Military Personnel Appropriation (MPA) 
Constraint 
Force 1 
Force 2 
Force 3 

Annual Costs in Millions, FY 75-86 

FY 75 . . . FY 86      Total 

$4,863 
4,766 
4,764 
4,768 

$4,795 
4,699 
4,454 
4,719 

$57,812 
56,524 
54,181 
56,795 

Opn and Maint Appropriation (OMA) 
Constraint 
Force 1 
Force 2 
Force 3 

2,078   .   . .     2,017 24,448 
2,058   .   . .     2,127 24,606 
2,058  .   . .     2,108 23,889 
2,059   .   . .     2,097 24,464 

Procurement Appropriation (PA) 
Constraint 
Force 1 
Force 2 
Force 3 

950   .   . .     1,243 14,670 
817   .   . .     1,254 14,435 
798   .   . .     1,522 16,524 
865   .   . .     1,199 14,023 

Total 
Constraint 
Force 1 
Force 2 
Force 3 

7,891  .   . .     8,055 96,930 
7,641   .   . .     8,030 95,565 
7,620   .   . .     8,031 94,594 
7,693   .   . .     8,015 95,282 
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enough for use in many studies requiring force costing.  A sense of 
realism was added through the use of resource constraints which established 
limits of manpower and costs over the time span of interest. The approach 
was well received; costs were not at issue in staffing the CONAF III report. 
The same methodology will be used in CONAF IV now underway at the Concepts 
Analysis Agency. 

b.  It is felt that the use of annual resource constraints is a 
significant contribution to Army force planning.  The force designer, 
using the force cost system, has an analytical tool to determine how 
design or schedule changes affect dollar resources and what the limits 
of those resources are likely to be. He may then effect trade-offs 
between manpower and materiel in order to establish a force design which 
is not only effective but also affordable. 
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AIR DEFENSE REQUIREMENTS FOR THE UNITED STATES ARMY 
Mr. Clifton P. Semmens 

Braddock, Dunn and McDonald, Inc. 

OBJECTIVE 

The objective of this paper is to suggest an approach which would sub- 
stantiate U.S. Army air defense requirements and stabilize the air defense 
force structure to the same extent that force structures of other combat 
arms are stabi1ized. 

The thrust of the paper is built around a conviction that a basic 
organization for air defense in the Army is more important than equipment 
requirements - at this time.  Many equipment technical deficiencies can 
be compensated for by innovative tactical and operational procedures. 
Development of such procedures, however, cannot be accomplished in a void 
where no organization or environment of complementary systems exists.  In 
contrast to determining weapon requirements within an organized force 
structure, the Army for years appears to have concentrated on the process 
of procuring rather sophisticated equipment with little regard to how it 
will be employed or the force structure within which it must operate.  As 
a result, the adequacy of current and proposed air defense systems to 
meet a full spectrum of requirements is not known, and an adequate air 
defense force structure does not exist. 

BACKGROUND 

Examination of the history of the U.S. Army over the last fifty years 
discloses a "cyclic pattern" in the number of air defense units retained 
within the Army force structure. WW1, WWII, and the Korean War all saw 
the activation and deployment of numerous and varied air defense units to 
meet the then existing requirements.  Following the war periods, the num- 
bers of air defense units were reduced almost to the point of elimination 
of the capability.  This general approach may have been acceptable under 
circumstances of a period of mobilization and military buildup and against 
the air threat extant at those periods.  Continued application of the 
cyclic approach, however, in modern warfare could prove disastrous. 

The necessity for immediately available, combat-capable forces has 
become a hallmark of United States military policy.  The necessity also 
for immediately available Army air defense forces in adequate numbers 
appears obvious.  Continued reliance on a procedure of obtaining these 
forces "after the fact" appears faulty.  The simple logistics of procure- 
ment lead times and training alone invalidate reliance on such procedure. 
The numbers and types of Army air defense units should be correlated with 
the missions appropriate to the units; the air defense units should be 
included in the total Army force structure.  Modern war will not offer a 
reasonable possibility of providing major portions of the defense against 
air attack as a part of the post D-day buildup.  Recourse to such a 
method is valid only to the extent that the installations, facilities, 
or units to be defended are themselves created during the post D-day 
period. 
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The most recent lessons of history convey a clear message concerning 
air defense.  Ground units are severely restricted in maneuver and effec- 
tiveness in the presence of modern air power.  Even the smallest national 
powers now have modern air forces in sufficient sizes to influence strongly; 

if not control, the course of the battle. Air defense—particularly 
ground-based air defense means--has reached a point of effectiveness so as 
to deny hostile air power control of, or in some circumstances access to, 
the air space over the battle area.  Air defense thus is an essential 
ingredient to successful ground operations. A method of sizing the 
required Army air defense ingredient by some logical, persuasive approach 
offers a challenge to military planners. 

Recent actions have not fully addressed the overall problems of Army 
air defense.  For example, recent indepth studies of Army air defense 
requirements have been concerned primarily with desired materiel charac- 
teristics and meet the needs of a research and development planner.  In 
contrast the proposed study, is based upon a conviction that a basic 
organization for air defense in the Army is equally as important as equip- 
ment requirements.  Many equipment technical deficiencies can be compen- 
sated for by innovative tactical and operational procedures.  Development 
of such procedures, however, cannot be accomplished in a void where no 
organization or environment of complementary systems exists.  Contrary to 
this thesis the Army for years appears to have concentrated on the process 
of procuring rather sophisticated equipment with little regard to how it 
will be employed or the force structure within which it must operate. 
As a result, the adequacy of current and proposed air defense systems to 
meet a full spectrum of requirements is not known, and an adequate air 
defense force structure does not exist. 

None of the studies cited above addresses the problem of requirements 
for air defense units within the Army force structure.  Further, in con- 
sidering the areas in which Army air defense units may be employed, none 
of the studies considered COMMZ air defense requirements.  In addition, 
many of the current deployment studies "beg the issue" of adequate air 
defense of committed U.S. Army forces by assumptions such as lines of 
communications through areas of other national states and that air defense 
of the areas of concern would be the responsibility of the friendly, 
foreign state exercising sovereignty. 

It seems clear that a major effort should be undertaken to determine 
Army air defense requirements in relation to the total Army force structure, 
Preliminary to such a major analytical effort, an approach, i.e., a method- 
ology, should be considered.  It is to this preliminary goal that this 
paper is directed. 

METHODOLOGY 

Development of a force structure for Army air defenses, as with other 
forces, is a complicated and delicate process.  It presents a challenge 
for aggressive innovative thinking and an exercise in restraint. The 
purpose of such a force structure is to provide U.S. forces the necessary 
balance to insure sufficient freedom of operation and maneuver to accom- 
plish their assigned missions. 
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Accomplishment of an air defense force structure must be done in 
balance with the other assets in the theater of operation.  In this 
respect, development of a force structure differs from developing specific 
deployments and an organization for combat.  A force structure represents 
a normalized or average requirement for air defense forces to meet con- 
tingencies - worldwide. The number of units, by type, must be in balance 
with the other Army forces, in being. 

Determination of the number of air defense units required is influenced 
by many factors.  These factors may be categorized as either "standard" or 
"variable." The standard factors are those which remain relatively con- 
stant and lend themselves to quantitative measurement.  Included are such 
t terns as: 

• Priority of the defended unit/facility/installation; its 
military worth to blue forces 

• Characteristics defined by the defended unit/facility/installa- 
tion 

• Mission 

• Number 

• Typical size and relative location 

• Mobility, dispersion, and ease of concealment 

• Degree of damage it can sustain 

• Hardness and recuperabi1ity 

• Characteristics of the postulated U.S. Army air defense 
materiel systems and the basic fire unit organization pertain- 
ing to that materiel 

• U.S. Army air defense tactics which define the procedures for 
utilization of the materiel 

• Characteristics of the red air threat in terms of magnitude 
(projected inventory numbers), performance capabilities, and 
typical tactics 

• Roles and missions of Army air defense 

The variable factors are those which will vary with the situation 
and do not lend themselves to quantitative measurement--except for the 
specific situation being considered.  Included are such factors as: 

• Terrain—particularly as it influences location of blue 
ground targets and the red air avenues of approach 
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• Contribution of the other blue air defense means to deter or 
reduce the red air threat.  Such contribution may come from: 

• Other adjacent or associated ground-based air defense means 

• USAF 

• The manner in which the available red air threat will be applied 
against blue ground targets, i.e., red intentions on the use 
of his air power 

• Specifics of materiel performance related to the given situa- 
tion, e.g., target handling capacity and single shot kill 
probability (SSKP) 

Early, subjective analysis has indicated that the standard factors 
provide an adequate basis for defining overall Army air defense require- 
ments in terms of troop units and the Army force structure.  The variable 
factors apply only to a given situation.  Measurement of their signifi- 
cance under the given situation is properly the subject of detailed war- 
gaming to determine defense effectiveness. 

The standard factors, within acceptable bounds, remain reasonably 
constant and, therefore, provide the basis for a methodology, which is 
not driven by a detailed situation scenario, for determining Army air 
defense force requirements. These standard factors are associated with 
what and how many of the U.S. resources in the field are to be provided 
ground-based air defense; the general characteristics of such resources— 
characteristics which remain generally unchanged regardless of where the 
Army is deployed; the characteristics and utilization of Army air defense 
materiel; and the numbers and capabilities of the red air threat.  This 
latter factor is considered to establish a credible red air threat, a 
threat that red has the capability of using.  The exact manner of utili- 
zation of the red air capability need not be established.  Commitment to 
such an approach would define blue air defense requirements in terms of 
red intentions to apply its air capability. 

Consideration of the standard factors will evolve a methodology for 
determining overall Army air defense requirements in quantitative terms, 
while detailed consideration of the variable factors by wargaming a num- 
ber of typical scenarios will permit the validation and refinement of 
the numbers generated. To develop a force structure only the standard 
factors need be considered in detail.  The goal is to establish a method 
of determining a standard ratio of Army air defense units to the total 
Army force structure.  Modifications in numbers of air defense units 
associated with an army in the field, due to detailed consideration of 
the variable factors, may be made by decision at the time of such deploy- 
ment.  However, reliance should not be placed on the necessity to mobilize 
and train Army air defense units as a prerequisite to deployment.  Required 
units should be a part of the Army force structure and be available for 
immediate deployment with the forces they are to protect. 
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Figure 1 illustrates the methodology for developing a force structure 
for Army air defense forces.  Note that the end product is related directly 
to the number of divisions in the Army. 

To develop a force structure it is necessary to define in some way the 
items that require defense. This requires definition of a situation or 
situations from which logical deployments of forces may be developed.  In 
a recent study we elected to use one scenario in Central Europe involving 
a majority of the proposed Army 16 division force structure. We found 
that this scenario analyzed with respect to the standard factors provided 
adequate data for the development of Army air defense force structure 
planning factors.  This step proved most important as it not only provided 
a list of assets for the theater but also an indication of where they 
would most likely be located. 

■ 

An analysis of Army air defense roles and missions proved to be a 
critical step in the force structure development process.  The role or 
function of Army air defense impacts on the missions to be accomplished 
and the missions in turn impact upon the equipment requirements as well 
as the tactics to be employed by Army air defense units.  In other words, 
it soon became apparent that a defined role for Army air defense became 
the root from which the force structure grew.  Simply stated the role of 
Army air defense is to defend the critical assets of the theater against 
air and ballistic missile attack. 

This definition permitted development of a list of critical assets 
and (based upon their location the capabilities of the threat, and con- 
sideration of the contribution of area air defenses as well as their 
importance to the overall theater mission) arrangement in a relative 
order of priority.  From these lists missions for Army air defense units 
were developed with respect to defending these assets under various opera- 
tional conditions e.g., offensive, defensive, etc.  By keying on the 
mission and location of the element being defended, it was also possible 
to analyze equipment requirements in terms of mobility, head-on engagement 
capability, etc., and to define, in broad terms, employment and deployment 
tactics. These, in turn, were used to develop specific deployments for 
Army air defense units. 

Command, control and communications requirements were next examined 
in the context of existing Joint and Service doctrine to determine the 
necessary interfaces. This, in turn, led to a logical grouping of forces 
into organizations from which planning factors were developed. 

An example of these planning factors is illustrated in Figure 2. 

Related to a 16 division force the following number of air defense 
units would be required. 
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REQUIRED NUMBER OF ARMY AIR DEFENSE UNITS 
BY 

TYPE PER DIVISION 

TYPE UNIT NUMBER 

HQ & HQ BTRY, AIR DEF COMMAND .083 

HQ £ HQ BTRY, AIR DEF BRIGADE .333 

HQ S HQ BTRY, AIR DEF GROUP .917 

C/V BATTALION (INCLUDES DIVISIONAL BATTALIONS) 1.833 

HAWK BATTALION (SP) 1.000 

HAWK BATTALION (TOWED) 1.833 

HERCULES BATTALION (3 BTRY) .250 

HERCULES BATTALION (k   BTRY) .250 

FIGURE 2.  PLANNING FACTORS 
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TYPE UNIT NUMBER 

HQ 6 HQ BTRY, AIR DEF COMMAND 1.0 

HQ S HQ BTRY, AIR DEF BRIGADE 5.0 

HQ & HQ BTRY, AIR DEF GROUP 15-0 

C/V BATTALION (LESS DIVISIONAL BATTALIONS) 13-0 

HAWK BATTALIONS (SP) 16.0 

HAWK BATTALIONS (TOWED) 29.0 

HERCULES BATTALIONS (3 BTRY) k.O 

HERCULES BATTALIONS (k  BTRY) k.O 

A comparison of these figures with those of other branches or major 
combat groupings in terms of the division slice is shown in Table 1. 

These figures fall somewhat below the figures recommended by the Arms 
Board in 1952, which was appointed by General Mark W. Clark and apparently 
was the last organization to formally look at the air defense requirements 
of the Army.  The Arms Board recommended that each division in the Army 
have one AW battalion organic to the division artillery.  In addition, 
the Board recommended that 15-61 percent of the Army combat troops on 
M-day be nondivisional air defense units.  In setting up a type Field Army, 
the Board allocated 31 »M8 troops to separate AAA, 9-11 percent of the 
strength of a type Field Army. 

It must be emphasized that these planning factors are tentative and 
subject to further refinement.  Specific scenarios in various possible 
areas of conflict need to be examined for the purpose of further validat- 
ing and refining these figures.  Once this is accomplished the Army will 
have a firm basis for a formalized air defense force structure.  Such a 
force structure, if accepted and implemented, would include the following 
advantages: 

• Provide a base of trained personnel from which to expand 
should the need arise.  The base would be balanced and would 
consist of: 

• Active Air Defense Forces 

• National Guard Air Defense Forces 

• Reserve Air Defense Forces 

• Support the development and acquisition of new equipment to 
fulfill specific roles and missions as the need arises 
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TABLE   1 

DIVISION  SLICE-MAJOR GROUPING 

1 2         3 4        5 6       7 

BRANCH OR OTHER MAJOR GROUPINGS 

WORLDWIDE SLICE 
(PERCENTAGE) 

THEATER SLICE 
(PERCENTAGE) 

COMBAT ZONE SLICE 
(PERCENTAGE) 

TOTAL 

(71,955) 

CONUS 
PORTION 
(20,000) 

TOTAL 

(51,955) 

COMMZ 
PORTION 
(12,250) 

TOTAL 

(39,705) 
CORPS 

(21,743) 

ARMOR 2.1 0.3 2.8 - 3.7 6.7 

FIELD ARTILLERY 7.1 1.6 9.2 - 12.1 22.1 

AIR DEFENSE ARTILLERY 5-7 1.3 7.4 - 8.2 15-0 

ENGINEER 8.5 4.0 10.2 14.3 8.9 16.2 

MAINTENANCE 5-1 1.4 6.5 7-9 6.0 10.9 

S6S 5-7 2.6 6.8 14.8 4.3 8.0 

TRANSPORTATION 6.2 5.0 6.7 16.3 3.7 6.7 



• Provide the flexibility necessary to meet the needs of con- 
tingencies and permit the tailoring of forces to the extent 
necessary 

• Enhance the air defense career field by providing: 

• Visible recognition of the air defense combat arm 

• Visible continuity for a career 

• A rotation base balanced with other combat arms 
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COST EFFECTIVENESS ANALYSIS OF ENLISTMENT/REENLISTMENT BONUSES 

by 

LTC David A. Harpman, MAJ Calvin M. Anderson and MAJ George W. Handy 
Concepts Analysis Agency 

1. Introduction 

a. In force design, a general objective is to design the mix of the 
force that will maximize combat power against a specified threat.  Great 
care is taken to insure that a proposed force is first, feasible in terms 
of weapons systems and secondly, can be achieved within given fiscal con- 
straints and manpower authorizations. 

b. Less consideration is usually given to whether the force is feasible 
in terms of the availability of personnel with the required skills; yet 
the personnel constraint may, in reality, be the first constraint to become 
active.  In June of 1972 the Army found that it was necessary to pay a 
cash bonus to induce enlistments into the combat arms. The authorized 
Army force structure as it was then constituted could not be sustained 
through the normal flow of accessions which allowed enlistees a choice of 
occupations. The bonus had the effect of increasing the total number of 
accessions and the further effect of channeling them into the skills where 
they are needed. 

c. The favorable results achieved from the combat arms bonus program 
caused the Deputy Secretary of Defense to request approval by Congress to 
"Provide the Secretary of Defense with the expanded authority to award 
an enlistment bonus across Service lines solely on the basis of critical 
skill determinations in order to fulfill existing accession requirements 
for enlisted personnel." In a letter to the Chairman of the Senate Armed 
Services Committee, Mr. Clements stated that the ". . .bonus would be 
employed only when demonstrated to be cost effective and only when other 
alternatives have been fully explored and exhausted." 

d. The Assistant Secretary of the Army for Manpower and Reserve 
Affairs subsequently tasked the Concepts Analysis Agency to conduct a 
study to identify cost effective enlistment and reenlistment bonuses. 
The study is being conducted in two phases.  Phase I concentrated on the 
enlistment bonus and has been completed.  Phase II deals with reenlistment 
bonuses and is now in progress. The remainder of this paper provides a 
description of the work completed under Phase I. 

2. Effectiveness - The Department of the Army authorizes enlistment 
bonuses only to individuals that enlist for four years.  A key premise 
of the Phase I effort is that without the bonus individuals will enlist 
for two or three years and that a cost effective bonus to induce a four- 
year enlistment can be identified. Thus it is assumed that an MOS position 
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will be continuously filled and that each enlistment option e.g., two, 
three and four years, has a cost associated with keeping that billet filled. 
This allows a comparison of alternatives with equal output but unequal 
costs. The cost differentials provide a basis for determining the level 
of bonus which would be cost effective. 

3.  Costs - The developed methodology assesses the costs associated 
wtih the typical enlisted man during his initial enlistment.  As indicated 
in Figure 1, the costs have two principal components:  those costs that 
are independent of MOS and common to all enlistees and those costs that 
are unique to a specific MOS. Most of the cost categories need no explana- 
tion.  A possible exception is the support cost, which represents a factor 
for variable medical payments and activities such as commissaries and PX's 
supported by the Operation and Maintenance, Army appropriation.  Another 
is the income tax element which represents the estimated average additional 
income tax that would be paid if the allowance for quarters and subsistence 
were taxable.  The primary data source selected to support the cost categories 
is the Department of Defense report on the Economic Cost of Military and 
Civilian Personnel.  In cases where our enlistment bonus study's purpose 
required data different from that of the Defense report, or where a greater 
resolution of data was required, e.g., MOS unique costs, Army Staff or 
government agency sources were used.  Figure 2 presents the data sources 
associated with each of the study cost categories. 

Figure 1 
Cost Categories 

ANNUAL COST     _ 

ENLISTED MAN 

COMMON COSTS 

RECRUITMENT 

QUARTERS 

SUPPORT 

OEP./IN. ALLOW 

UNEMPLOYMENT 

VA EDUCATION 

INCOME TAX 

MOS UNIQUE COSTS 

+ 
ADJUSTED PAY 

TRAINING 

PERM. CHANGE 

OF STATION 
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Figure 2 
Data Sources   for Cost  Categories 

COST CATECORT DATA SOURCE 

Recruitment US Houaa of Representative« Report 
Conference:    US Arcy Recruiting Comnand 

Quarter« "Economic Coat of Military and Civilian Personnel 
In Department of Detenu" 

Support Sea» aa above 

Dependenoa & Indemnity Allowance Same aa above 

Unemployment Compensation Sane a« above 

VA Educational Baaaflt Conference and Letter-Report:   Veterana Adminl«trat Ion 
Conference:    DOD Staff 

Income Tan Adjustment "Economic Cost of Military and Civilian Personnel 
In Department  of  Defense" 

Adjusted Pay "Economic Coat of Military and Civilian Personnel In Department ol 
Defense" augmented by Conference:  ODCSPER and by DA Circular 

ttlsUa 
Training "Military Occupational SpacUlty Training Coat Handbook-Enllstsd" 

OCA. 

Permanent Chang« of Station "Program Objective Memorandum FT 75-79" 
"DCSPER Capability Study,  RCS-926" 

A.     Study Methodology    -    The total  cost for each MOS  is  computed by 
summing the applicable  costs  at MOS  level.     Individual comparisons  are 
then made between the two or the three-year enlistee's productive man- 
year cost,   respectively, with that of the four-year enlistee.    Productive 
man-year  (years  of enlistment  less training time)   costs  are  the total 
costs of two,  three or four-year enlistments divided by the associated 
number of productive man-years.    The difference in productive man-year 
costs between a two or three-ryear enlistment and a four-year enlistment 
is the cost savings  (or loss)  per productive man-year which accrues  from 
a four-year enlistment.    This annual savings multiplied by the total productiv 
time  of a four-year enlistment yields  the  total costs  saved when compared 
to two or  three-year enlistments.'    The  result is the maximum bonus  payment 
which is  cost effective;   i.e.,   the MOS bonus  ceiling.     An example  of  this 
process   for a two-year versus  four-year  comparison can be illustrated 
with  the use of  Figures  3  and 4.     In Figure  3  the  "non-DOD" elements  include 
those  costs  associated with:   dependency  and  indemnity  compensation,  unemploy- 
ment  compensation,  educational benefits   and  income  tax adjustment, while 
the  "other DOD" components  include costs  associated with PCS'; quarters 
and support.    The four step process,   described below,   applies  to all MOS. 
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$1,321 

Figure  3 
MOS  12B20 - Combat Engineer 

COST 

$10-0001    $9,334 

9,000 -j  Noi\j DOD 

8.000 

7,000 

6,000 - 

5.000 - 

4,000 - 

3,000 

2,000 - 

RECRUIT. 

PRODUCTIVE 
TIME IN BILLET 
(16 WK TNG) 

OTHER DOD 

ADJUSTED 
PAY 

TRAINING 

ANNUAL COST 

$8,722 $8,871 

NON DOD 

OTHER DOD 

ADJUSTED 
PAY 

\0N DOD 

OTHER DOD 

ADJUSTED 
PAY 

$9,669 

NON DOD 

OTHER DOD 

ADJUSTED 
PAY 

2 3 

H 2 YR OPTION 

TIME 
IN 

SERVICE 

^ 4 YR OPTION 

COST 

Figure  4 
MOS  12B20 - Combat Engineer 

ANNUAL PRORATED COST 

12000 - $11,365 

NON 000 
$10,235 

NON 000 
$9000 ■ OTHER 000 

OTHFR 000 

AOJUSTEO PAY 

$6000 - 

$3C00 ■ AOJUSTEO PAY 

TRAINING 

TRAINING 

ALLOWABLE ANNUAL 
BONUS/PROD. M. Y. 

$11,365 
10.235 

$1,130 

BONUS CEILING FOR 
4 YEAR ENLISTEE 

$1,130 
x    3.71 

2 YEAR OPTION      4 YEAR OPTION 
$4,192 
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a. Step 1 sums the total two-year cost for this illustrative MOS: 
12B20, Combat Engineer, as that for recruiting ($1321), the first year 
costs  ($9334)   and  the second year cost  C$8722)   for a total  of  $19,376. 

b. Step 2 prorates this  total over his  approximate 1.7 years  in 
billet to arrive at an annual prorated cost  of $11,365 as shown in 
Figure 4.    Similarly,  the four-year prorated cost  is determined. 

c. Step 3 compares the four-year and two-year prorated costs  as 
shown in Figure 4 reflecting a $1130 difference. 

d. Step 4 multiplies  this  difference by  the  four-year enlistee's 
time in billet,  establishing the cost effective bonus  ceiling of $4,192 
as shown in Figure  4. 

5. The Model    -    Attendant  to  the analytical effort,   a computer-based 
model was  developed to  calculate the cost effective bonus   for each MOS 
at  the four digit  level.     The model is  deterministic with  two optional 
report  formats.    The abbreviated  format  reflects  only  annual  costs  and 
bonus ceilings.     This  output provides  a compact  reference showing all 
the computed bonus  limits  and  facilitates  the  comparison  of potential 
savings  among MOS.     A detailed  format  provides  information on how  the 
individual cost categories  contribute to the bonus  ceiling.    The model 
is written in FORTRAN V to  run  on the UN I VAC  1108 computer.     Execution 
time to evaluate 510 MOS is  less  than two minutes  and storage  requirements 
do not exceed 20,000- decimal words. 

6. Data    -    To facilitate assessment  of changes,   the model has been written 
to accept most endogenous  and exogenous  variables  in data card  format. 
This  feature  is useful  in evaluating the effects  of proposed policy 
changes.     Specific data elements  required  to  operate  the model  are the 
following: 

a.     Variable input  parameters,  which must be provided  to  initialize 
the model: 

(1) Type of output desired. 

(2) Remaining time in service required for promotion to E-5. 

(3) PCS  costs. 

(4) Recruiting cost. 

(5) VA educational  cost  and weighting  factor. 

(6) Average  time  in service  for promotion  to  the next higher pay 
grade. 
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(7)     Annual costs by grade  for: 

(a) Composite pay 

(b) Quarters 

(c) Support 

(d) Foreign Duty 

(e) Aircrew 

(f) Dependency/Indemnity 

(g) Unemployment 

(h)  Income Tax Adjustment 

b.  Variable input parameters which must be provided for each MOS. 

(1) MOS number and title 

(2) Specific MOS promotion sequence (optional) 

(3) Length of training 

(4) Variable training cost 

(5) Overseas deployment 

(6) Percent of MOS drawing proficiency pay 

(7) Amount of proficiency pay 

(8) Percent of MOS drawing aircrew pay 

(9) Percent of MOS drawing hazardous duty pay 

(10) Amount of hazardous duty pay 

7.  Externalities  - The methodology developed in this study is concerned 
principally with quantifiable variables for which official cost data can 
be obtained and utilized.  Although not included in the study methodology, 
several cogent factors are identified below for judgmental consideration 
in the management and application of the enlistment bonus. These are: 

a. The added operational effectiveness of the individual inherent in 
the longer (four-year) enlistment. 
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b. The effect a bonus awarded to one MOS may have on another MOS. 
For example, a bonus awarded to one MOS might induce enlistments in that 
MOS to the detriment of others. 

c. The ranking of critical MOS which are all bonus candidates in 
order to determine which should be authorized a bonus if money is constrained, 

d. The improved management inherent in a force composed of a high 
proportion of enlistees under a longer (four-year) enlistment. 

The model previously described calculates a cost effective bonus ceiling 
based on quantifiable factors. The decision of whether or not to award 
a bonus and what that bonus should be requires consideration of the 
non-quantifiable factors as well. 

8.  Sensitivity - The design of the model permits and facilitates 
assessment of the impact of changes to critical personnel policies such 
as promotion points and training time.  For example, the model was exercised 
using FY 74 promotion policy and then iterated using FY 75 promotion policy 
which generally had increased time in service requirements for promotion. 
Figure 5 reflects bonus sensitivity as a function of promotion policy. 

Figure 5 
Bonus Ceiling Sensitivity to Promotion Policy 

(Four vs Two-year Enlistment) 

$25,000 n 

68 MOS BONUSES > $20,000 

,81 MOS BONUSES   • 520.000 

FY 75 PROMOTION POLICY 

FY 74 PROMOTION POLICY 

^IS^j'x'lESS THAN $'500 

NUMBER OF MOS 
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Note that 71 MOS have bonus ceilings of less than $1500 using FY 74 
promotion pcints, but that all MOS are cost effective at the $1500 level 
when FY 75 promotion policies are used.  This threshold is significant 
because it is the lowest bonus payment that the Army presently intends 
to offer.  As is to be expected, the other factors which play major roles 
in establishing bonus ceilings are the length of training and the variable 
training cost.  It is significant that MOS which require only basic 
training have bonus ceilings in the $2000 range while MOS 28Q20, which 
is a SAFEGUARD MOS, has a training time of 69 weeks and a variable cost 
of training of $62,492, and could support a bonus of up to $194,000. 

9. Observations  - The conduct of this study involved establishing a 
methodology, developing and documenting a model and employing the model 
to calculate a cost effective bonus level.  Resulting from that process 
are the following significant observations: 

a. The FY 75 enlistment bonus program is cost effective when comparing 
the two-year versus four-year enlistment. 

b. It is cost effective for all MOS to offer a bonus to induce a 
four-year enlistment. 

c. The bonus computation model provides useful insight into the 
actual costs incurred in staffing an MOS. 

d. This study will serve as an aid in considering the cost effective- 
ness of enlistment bonuses; however, the determination of whether a bonus 
should be offered and the amount cannot be determined on the basis of 
currently quantifiable factors alone.  Effective management of the enlist- 
ment bonus program involves the application of judgment to many simultaneous 
Army requirements and the need to operate within constraints.  Weighting 
of these considerations rests with the manager of the bonus program and 
with decision makers reviewing the program. 

10. The wide range of bonus ceilings from $2000 to nearly $200,000 suggests 
alternative uses for the bonus computation model.  For example, MOS with 
very high bonus ceilings such as MOS 28Q20 may be excellent candidates 
for civilianization.  Another alternative might be to retrain a career 
soldier from a surplus career field into the high cost MOS.  The state of 
the art today allows us to cost a potential or an actual force. The 
direction of operations research in the personnel area in the future 
should be to manage those costs; to provide better service at less cost. 
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■TITLE:   The IDA TACNUC Model Study 

AUTHORS:  E. Kerlin, J. Blankenship, P. Olsen, A. Rolfe 
Institute for Defense Analyses (IDA) 

IDA TACNUC Model Study 

The IDA TACNUC Model Study is part of a larger effort that IDA/WSEG is 
undertaking for the JCS in the development of methodologies for eval- 
uating the effectiveness of general purpose forces. Under the present 
effort, IDA is tasked with the development of a model, or models, that 
can be used to evaluate, on a theater-wide scale, the relative effec- 
tiveness of combat forces employing both nuclear and nonnuclear weapons. 

At the present stage of development the TACNUC model structure con- 
siders the interactive effects of the various routines shown in Figure 1. 
Both the scenario information and the user supplied input are used to 
direct the model's operation.  For example, the nuclear routine provides 
for the assignment and assessment of nuclear weapons on various targets 
throughout the theater.  The assignment of weapons to combat units is 
either user specified or developed from user inputs by an internal 
assingment procedure.  Assignment of weapons to fixed targets, at pre- 
sent, is directed by the user.  On the other hand, the tactical air 
routine determines the allocation of aircraft to specific combat 
missions based on a user input allocation, then computes attrition to 
tactical aircraft from various ground and air sources, and finally 
provides combat air support missions for use in the ground combat 
routine.  The overall model operation is guided and controlled by the 
theater combat routine.  This routine allocates arriving resources to 
various areas within the theater, moves units into combat or into 
reserve based on input parameters and/or model logic, and in general, 
does detailed bookkeeping on the many resources that are required by 
the other routines.  In most cases routines are or.iented to indicate 
their effect on the ground combat routine.  The ground combat routine 
determines unit movement and the level of unit effectiveness resulting 
from the interaction of this and other routines.  (Presently, there 
are two development efforts on the ground combat routine: one effort 
to develop the movement and engagement rules of a maneuver-oriented 
ground combat model, and a second effort to extend the concept of IDA's 
sector-based, conventional, ground-air model (IDAGAM) to a model logic 
consistent with required features of the nuclear routine.  Only the 
theater structure of this second approach is described here; other 
features, with minor exceptions, are documented in IDA Report R-199.) 

A summary of the model components and assessments is presented in 
Figure 2. 
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Figure 1.  GENERAL STRUCTURE OF THE TACNUC MODEL 
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Figure 2.  MODEL COMPONENTS AND ASSESSMENTS 

Conventional Combat 

1.   Ground Combat 

a. Executes movement of battle units 

b. Develops combat engagements 
c. Assesses personnel and weapon attrition 

?.   Tactical Air Combat 

a. Develops multi-mission assignment 0/ tactical aircraft 

b. Determines allocation of tactical aircraft to target areas 
c. Computes aircraft attrition by type mission 

Target Acquisition 

1. Computes the number of targets detected, by type, lor each time period 

2. Considers the availability and target detection capability of sensors 

3. Considers the number of targets available and their environment 

Nuclear Combat 

1. Nuclear Weapon Assignment 

a    User's guidance on damage criteria permits automatic weapon assignment 

b    Assignments guided by employment options and employment criteria 

c.   Assignments consider friendly force and civilian population targeting constraints 

2. Nuclear Damage Assessment 

a    Expected damage expressed as a mathematical function 
b. Damage assessed against fixed and mobile targets 

c. Weapon, delivery system, and target characteristics considered 

Theater Control 

1. Assigns the replacement and augmentation units to battle areas 

2. Handles theater wide basing of tactical aircraft to airbases 

3. Accounts for the resupply and update of ground forces and air combat forces 
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I.  THEATER STRUCTURE 

The TACNUC model is designed to be a theater-level model that can play 
the delivery of conventional and nuclear munitions by both air and 
ground delivery means anywhere in the theater.  The components of the 
theater structure include sectors, battle areas, regions, and the COMMZ. 
This theater structure forms the basis of the sector-oriented combat 
model.  By ignoring the sector data, this structure is equally appli- 
cable to the maneuver-oriented ground combat model. 

Geographical Sectors and Battle Areas—The theater structure is built 
around a series of non-intersecting geographical sectors that cover the 
theater area of interest.  These sectors are considered as avenues of 
advance that run the length of the theater and are of variable width. 
Each sector is divided into a fixed number of subdivisions that are of 
equal depth but a width that varies in accordance with the sector 
width.  (See Figure 3.)  These subdivisions are called battle areas 
and are assumed to be of constant terrain features throughout the 
battle area.  Within the sector, and hence within a particular battle 
area, specific impediments to movement (or barriers) may be located. 
Ground combat takes place in that portion of the sector near the line 
that separates the two sides.  This line is traditionally called the 
FEBA.  The battle areas within which combat occurs are termed active 
battle areas, with all others being inactive battle areas. 

Regions--Regions consist of the rear portion of one or more geographical 
sectors, beginning at the rear of the active battle area and extending 
to a predefined depth.  Each region is divided into two parts:  a 
forward region and a rear region.  These two parts are created to pro- 
vide the tactical air routine with the capability of representing, in 
a stylized way, varying range capabilities of different aircraft. 

COMMZ--The COMMZ is an area to the rear of the rear region that spans 
all sectors in the theater.  The COMMZ is used for receiving the 
arriving combat units, tactical aircraft, supplies, and replacement 
weapons and personnel.  The COMMZ serves as a holding area for combat 
resources and provides airbase facilities for long range tactical 
aircraft. 

In summary, the theater structure of the TACNUC model provides for 
sectors, battle areas, regions, and a COMMZ.  Any element played in the 
model can be located by its association with a specific battle area, 
either active or inactive.  All the other elements of the theater 
structure, sectors, regions, and COMMZ, are used as controlling 
mechanisms to assign various resources to particular areas of the 
theater: sectors are used as controlling mechanisms for combat and 
subsequent movement of forces; regions are used as controlling 
mechanisms for the assignment of tactical aircraft to missions through- 
out the theater, and for assigning combat forces to sectors; and the 
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Figure 3.  THEATER STRUCTURE - SECTORS AND BATTLE AKüAS 

Figure 4.  RESOURCES CONSIDERED WITHIN THE TACNUC MODEL 

A. Ground Combat Resources 

1. Division or Brigade sized combat units 

2. Coordinate location for each combat unit 

3. Number of people and weapons, by type, for each unit 

4. Number of nuclear delivery systems, by type, for each unit 

5. Subunits distributed by company, battery, and launcher level 

6. Number of people and weapons, by type, for each subunit 

B. Air Related Resources 

1. Coordinate location of each airbase 

2. Number of shelters, aircraft.  SAMs and AAA at each airbase 

3. Number and general location of notionalized airbases 

4. Number of shelters, aircraft, SAMs and AAA at each notional airbase 

C. Other Resources 

1. Location, size, and nuclear weapon content of each SASP 

2. Location, size, and number of missiles of non-divisional missile sites 
(SSMs and SAMs) 

3. Location, size, and tons of supplies of logistics and resupply areas 

4. Location, size, and total personnel of Corps, Army, and Theater 
headquarters units 

5. Location, size, and total population of each high density civilian 
population area in the combat theater 
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COMMZ provides for the central control and storage of all resources 
entering the theater. 

II. RESOURCES 

The two opposing sides in the TACNUC model, denoted by Red and Blue, 
are represented in a symmetrical manner.  Each side can have ground 
and air resources, with each type of resource having either a conven- 
tional capability or a nuclear capability, or both.  All the resources 
considered in the TACNUC model are summarized in Figure 4.  Items under 
the "other resources" category are resources that are affected by 
nuclear weapons either as a result of direct targeting or indirect 
effects. 

III. ROUTINES WITHIN THE TACNUC MODEL 

A brief discussion of certain routines within the TACNUC model is 
presented in the following sections. 

A.  A Maneuver-Oriented Ground Combat Model 

Current Russian tactical doctrine emphasizes broad exercise of maneu- 
ver, exploiting the enemy's exposed flanks and gaps in his formation. 
Russian military leaders recognize that decisive results have rarely 
been achieved without a threat to the enemy's lines of communication 
or lines of retreat.  Likewise, NATO doctrine seems to recognize the 
need for counterthreats to enemy penetrations.  Given the importance of 
maneuver in modern tactics, it is remarkable that so few computerized 
ground combat models can accommodate it. 

In contrast to models that slice the theater into numerous sectors, this 
ground model partitions the theater into "battle areas" of arbitrary 
size and shape.  The only restriction is that each battle area not on 
the theater perimeter must have exactly six neighbors; one way to 
achieve this structure is to let the battle areas be equal-sized 
hexagons. 

A unit's location is defined to be the battle area it occupies.  A 
unit can move directly from the battle area where it is located to any 
adjacent battle area.  Its rate of movement depends upon its type, the 
terrain on "the" route between the two battle areas, and the user- 
specified "basic transit time" for travel between them.  A unit's 
actions--movement and change of posture--are governed by its mission-- 
a sequence of timed orders. 

Missions are input by the user or generated by one of the model's sub- 
routines.  Orders are basically instructions to change posture and 
location.  The model logic is capable of interpolating between orders, 
so that a relatively short sequence of orders (a simple mission) can 
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specify a long sequence of movements and attacks. Missions may only 
be provided at preset times, and in the interim the tactical situation 
may necessitate altering some of them; the alterations are made by two 
subroutines, both designed for easy modification.  By an appropriate 
choice of missions (or the mission-generating subroutine), the user 
can force the war to develop along whatever lines he chooses.  In 
particular, he can organize the battle areas axially into sectors and 
exclude attacks across sector boundaries, and the model will emulate a 
sector-based model. 

The model recognizes four classes of unit postures: defense, with- 
drawal, march, and attack. Within each class there may be as many as 
ten postures; for example, defensive postures might be distinguished 
by degree of preparation and willingness to yield ground. Much of the 
model's temporal structure comes from delays in transitioning from one 
posture to another.  Sometimes these result from combat (an attacker 
must defeat the defender before it can occupy the defender's battle 
area). 

An engagement occurs when one side attempts to seize a battle area 
controlled by the other side.  Such a contested area has a stylized 
FEBA, which measures the territorial progress of the engagement.  The 
attrition suffered by each side and the rate of FEBA movement depend 
upon the battle area's "environment" (e.g., natural terrain and towns); 
in general, the environment characterizes all factors relevant to com- 
bat that are not simply expressions of the forces involved.  The theater 
structure makes it possible to play simultaneous assaults on a battle 
area from different directions and to play encirclements.  Thus, break- 
through and exploitation can be modeled at a level of realism impossible 
to achieve in sector-based models. However, by restricting mission 
generation, the user can force the model to emulate a sector-based 
model. 

In many other models, the attrition process is the central component, 
reflecting a lack of balance in modeling effort between attrition and 
maneuver.  In this version of the model, a force ratio is determined, 
based on weapon antipotential potentials, and is used to compute 
weapon losses (by type), personnel casualties, and movement of the 
battle area's stylized FEBA. 

B.  Tactical Air Routine 

The TACNUC tactical air routine is designed to assess the effects of 
opposing tactical air forces interacting with an opponent's air and 
ground resources.  The model logic allows aircraft to interact with 
opposing aircraft through airbase attack and air-to-air combat.  The 
interaction between air and ground is modeled through the destruction 
of combat forces by the close air support mission.  The attack on 
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supply depots, on long range missile sites, and on combat forces in the 
rear, is modeled through the interdiction mission.  Other air superi- 
ority missions such as escort, intercept, and air defense are assigned 
as required depending on enemy air activity.  All assessments made by 
the tactical air routine are conventional weapon assessments.  The 
nuclear missions are assigned either by the user or by the tactical air 
routine's automated logic but are assessed in the nuclear damage routine, 

The assignment logic of the tactical air routine assigns the inventory 
of aircraft for a given day to various missions throughout the theater. 
The assignment is given in terms of the fraction of aircraft, by type, 
to be used on each of six combat missions.  The six missions are: 
airbase attack, close air support, interdiction, escort,battlefield 
defense, and airbase defense.  A seventh mission, tactical reconnais- 
sance, is played also. 

The assignment logic is designed for use in one of three ways. 

1. Completely user input controlled such that all assignments are 
specified for the entire length of the campaign. 

2. Completely dynamic in nature such that the assignment in a 
given period depends upon the assignment in previous periods 
as well as upon other selected factors; e.g., aircraft draw- 
down rates. 

3. Some combination of 1 and 2 such that the user may specify 
given assignments for certain periods, but beyond that the 
dynamic nature of the model will prevail. 

The dynamic portion of the model allows the user considerable flexi- 
bility in determining the strategy to be employed in assigning air- 
craft to missions.  By specifying the appropriate values, the user 
can portray various sets of air strategy parameters and hence air 
strategies. With these input values as a guide, the decision logic 
determines the day-by-day assignment of type aircraft to type missions. 

The number of aircraft types that are considered on each side is a user 
input. However, because of the allocation scheme used in assigning 
aircraft to missions, it is important that the aircraft be assigned to 
one of the following three categories:  fighter, attack, or (dual 
purpose) fighter/attack.  In addition, three separate range considera- 
tions of the aircraft are included: short, medium, and long range. 
With these six categories of aircraft capability available, it is 
possible to provide within the air routine assignments of short, 
medium, and- long range fighter aircraft, attack aircraft, or fighter/ 
attack aircraft to the six combat missions. 
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The TACNUC model also has available to it a data file describing, in 
detail, each of the active tactical airbases.  This file is used when 
assessing the effects of nuclear strikes on specific airbases. However, 
for the conventional assessments, a reduction in the number of bases 
considered was in order.  For these assessments notional airbases were 
created from the file of actual airbases with the objective that each 
combat sector would have two notional bases.  Each notional airbase 
created in this manner is made up of one or more actual airbases that 
are known to exist in the sector area of interest. 

Each notional airbase is characterized by its location, the number of 
aircraft of each type based on it, the number of shelters associated 
with it, and the number of SAMs or AAA protecting it.  The aircraft 
on each notional airbase may or may not be sheltered depending on the 
number of shelters available and the sheltering priority scheme for 
type aircraft.  As the enemy overruns certain actual airbases, the 
number of aircraft and air resources included in any one notional air- 
base is reduced. 

C.  Target Detection and Acquisition in the TACNUC Model 

In a combat situation where tactical nuclear weapons can be used, the 
process of target acquisition is particularly important since nuclear 
weapons are a very expensive, very lethal resource, that should be 
applied only to the most militarily significant targets.  Thus, in a 
model of tactical nuclear combat it is desirable that target acquisi- 
tion be played in a realistic way so that we can effectively portray 
the capability of the opposing forces to acquire targets on which to 
direct nuclear fires. 

The target detection model deals with probabilities of target detec- 
tion because:  (i) it is not certain that detection is possible under 
all environmental and physical conditions, and, (ii) even when detec- 
tion of a target is possible, it is not certain to occur due to a 
number of interfering factors.  In the model the probability of target 
detection is made a function of a number of environmental and physical 
variables. 

It is assumed that the general location of the NATO and Warsaw Pact 
forces is known across the theater.  Both sides operate sensors to 
acquire candidate targets for possible nuclear fires.  The targets are 
positioned within range zones of stylized division arrays.  Some of 
the sensors are located within a sensing division itself and move with 
the division (e.g., ground sensors), while others are associated with 
aircraft stationed at fixed geographical positions (e.g., air-carried 
sensors) and are allocated to different target divisions by sensor 
allocation rules. 

The primary targets for nuclear weapons generally are combat maneuver 
units, nuclear delivery systems, command and control centers, and 
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logistics areas.  The specific targets considered in a typical Soviet 
array might be motorized rifle companies, tank companies, SSM batteries, 
conventional and nuclear artillery batteries, and division, regiment, 
and field artillery headquarters.  Corresponding NATO targets would be 
acquired by the Warsaw Pact forces. 

A convenient way to categorize the various sensors used in the model is 
by their mode of operation.  A representative list might include the 
following: 

Standoff (fixed) 

Visual:  unaided or aided. 
- Radar:  counterbattery, countermortar, surveillance. 

Standoff (moving) 

- Helicopter or Mohawk with photo, infrared, and SLAR. 

Penetrating 

- RF-4C or Drone with photo, infrared, and SLAR. 

Underlying Intelligence Sources 

- ELINT Systems, Satellites, and POWs. 

The probability.that a target is detected over some interval of time 
is modeled so that it is a function of: 

(a) The capability, number, location, and mode of operation 
(standoff fixed, standoff moving, or penetrating moving) of 
the sensors. 

(b) The detectability, number, and location of the targets. 

(c) Environmental factors such as terrain, ceiling, visibility, 
and time of day. 

"The target acquisition routine calculates the probability distribution 
of the number of targets of each type detected within each target 
division" as follows:  First, compute the probability that a single 
sensor detects a single target.  Then, assuming that all sensors operate 
independently, compute the overall probability P that a target is de- 
tected.  If .the number of targets present is N, it then follows that 
the number x of targets detected has the binomial distribution. 

§ PX(1 - P)N"X 
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This information on target detection is then provided to the nuclear 
portion of the TACNUC model. 

D.  Nuclear Damage Assessment 

The assessment of nuclear damage against military targets will fall 
into two general categories; blast damage to weapons equipment and 
personnel and cumulative effects of initial nuclear radiation against 
personnel.  In each category effects against primary targets of 
interest and bonus damage to adjacent units will be evaluated. 

All assessments are made in an expected value sense.  Primary targets 
are assumed to be either uniformly distributed in value with a speci- 
fied radius or normally distributed with a specified variance.  Target 
elements of bonus targets will be assumed to be uniformly distributed 
over the fraction of the appropriate "range zone" which is not occupied 
by the primary target.  For the case of multiple rounds delivered with- 
in a given division range zone the expected bonus damage level from 
blast to a particular target will be compounded probabilistically 
assuming mutual independence between damage probability predictions for 
each burst.  The probability of surviving each round will be conditioned 
in the event that the target unit was not a primary target.  For example, 
suppose two similar rounds are fired at type A units.  Further, assume 
that there are Ni type A units.  If P is the expected destruction level 
against a type A unit given that it was not a primary target, then the 
total expected fraction of blast damage to accrue against type A targets 
in the form of bonus damage is 

V1 - nap ci - p)2] . 

Of course, these calculations would be made for each target element 
category (e.g., trucks, APCs, tanks, etc.) 

As the effects of radiation are additive in nature, a different device 
is required for their estimation.  The basic approach will be to main- 
tain an estimate of the fraction of each battle unit which is in each 
of several cumulative radiation "states." The states might correspond 
to cumulative dose level or some appropriate surrogate such as the 
number of days remaining before becoming combat ineffective.  Again, 
it will be assumed that successive weapons are delivered independently. 
With this assumption the cumulative radiation state of personnel within 
a given battle unit will be treated as a Markov process with the de- 
livery of each weapon initiating a transition.  Even with the assump- 
tion of independence, the requisite Markov property probably does not 
hold precisely.  However, it is felt that this is a reasonable 
approximation. 
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A basic requirement for the calculations implied by this approach is 
an efficient means of determining the area covered by radiation of a 
specified level.  This poses a problem since available radiation 
estimation algorithms calculate the radiation level at a specified 
range given appropriate weapon and target parameters.  The approach 
which we shall use is to construct a subroutine which will utilize 
such an algorithm, along with a list of weapon yields, burst heights, 
protection factors, and various other effects assumptions to fit a 
number of curves.  These curves, one for each yield, height of burst, 
and protection category combination will estimate effective biological 
dose as a function of range, but in a functional form which is invert- 
ible.  In particular, the form chosen is: 

2 
an + a, (Grange) + a„ (Grange) 

ßn(dose) = — i 1  . 
t>0 + b, (071 range) + b„(Grange) 

This choice of approximating function was motivated by three factors: 

1. Goodness of fit (5 parameters are available) 
2. Invertibility 
3. Ease of automation. 

The third factor is important should a user wish to consider an alter- 
native list of weapon or target characteristics or different effects 
assumptions. 

To illustrate the above calculations indicated we make the following 
definitions: 

1. p± 

2. P 

3. 

4. 

Then, 

N 

Pi 

the probability that a target element is in radiation 
state i 

the transition probability matrix whose i, jtn entry is 
the probability that a target element will transition 
from radiation state i to state j when one weapon of a 
given type is detonated.  These values will depend on 
the definition of the states and on the curves described 
above. 

the number of weapons of a given type to be fired 

the updated value for p. following an attack. 

(P 1' ^2* * > = (Pp P; • >P» 

The effect of time which moves persons either closer to combat ineffec- 
tiveness or further away due to recovery depending on cumulative dose 
level is easily incorporated within such a framework. 
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E.  A Supplies Network for the TACNUC Model 

The basic concept of the supplies network proposed for the TACNUC model 
is discussed below. 

(a) The node locations are chosen first over the breadth and 
depth of the theater.  Likely node locations are key points 
in the actual transportation network such as ports and trans- 
portation centers.  Another restriction is that nodes be 
chosen so that any arc which joins two nodes represents the 
distance supplies can be moved in one cycle.  This distance 
must, of course, recognize the local terrain and be averaged 
over all modes of transport.  The reason for this require- 
ment is so that at the end of any cycle all supplies flowing 
in the network can be assumed located at a node. 

(b) Once the network is chosen it will be necessary to associate 
each actual or notionalized supply pools and ports with a node 
of the network.  Similarly, airbases and battle areas must 
each be associated with at least one node in the network.  The 
end result of this step is a model of the supplies network of 
the theater, with all key locations included. 

Once the network is constructed, one is faced with the problem of how 
supplies will flow within it.  One approach, which is only sketched 
here, is as follows:  For each node determine the net availability of 
or requirements for supplies at the node for the next cycle.  A node 
having a net surplus is called a source, one having a deficit is called 
a sink.  Some nodes will be neither.  Then solve a transshipment prob- 
lem to determine the flows from the sources to the sinks which minimize 
the total flow time required to satisfy all the demands.  This proce- 
dure is repeated at the beginning of each cycle using updated supplies 
and demands.  Since each arc has a transit time of one cycle, all 
supplies are automatically located at a node at the end of a cycle and 
this makes updating straightforward.  (If capacities exist and can be 
associated with each arc, a capacitated transshipment problem can be 
solved to determine the time-minimizing flow pattern.) 

There are a number of questions that must be answered in carrying out 
this procedure.  Arc travel times and capacities are not clearcut and 
considerable judgment is required to determine their values.  Supplies 
available at nodes must be generated from overall theater stockage 
policies as well as supplies already moving through the network. 
Demands required by nodes are a combination of supply consumption, 
supply losses due to interdiction, and desired inventory levels. 
Allocation policies must be generated to handle cases where theater 
demand exceeds theater supply since the transshipment algorithm requirer 
that total supply be at least as large as total demand.  In addition, 
the supplies model must interface properly with the ground, air, and 
nuclear models since they all have considerable impact on supplies. 
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METHODOLOGY FOR TOTAL FORCE PLANNING (METOFOR) 

Mr. Lee G. Wentling, Jr. 
General Research Corporation 

Under sponsorship of the Deputy Chief of Staff for Operations and 
Plans, the General Research Corporation has developed and transferred 
to the Army staff the METOFOR System for application of the total force 
concept in the mid-range planning of conventional, General Purpose Forces 
(GPF) and the assessment of assistance programs.  This paper outlines the 
system concept, illustrates system operation with a simplified example, 
and Identifies areas of potential application. 

The METOFOR system concept is illustrated in Fig. 1 in terms of the 
planning functions shown in the boxes, the variable planner input, and 
the intermediate and final system outputs. The basic categories of 
planner input are shown at the left.  The US military strategy and the 
planning scenarios that exemplify its execution define the scope of the 
problem and identify those allies whose forces will operate in concert 
with US forces if deterrence fails and thus be instrumental in defining 
US requirements and objectives.  The second category of input is the 
establishment of projected or reasonably attainable resources and the 
definition of planning constraints on force structures of the country 
forces that are represented.  The third category of planner input is the 
definition of combined force goals or constraints for the total allied 
force to be assembled to oppose the threat in each of the planning 
scenarios.  These goals or constraints are specified from the viewpoint 
of the supreme allied commander In each region and are not directly con- 
cerned with individual country contributions.  The combined or total 
force characteristics that are desired do, of course, reflect the level, 
composition, and operating concept assumed for the threat in the respec- 
tive scenarios. 

The combined force determination function accepts these planner in- 
puts together with the force component cost factors from the resource 
analysis function, and produces the outputs shown.  These are feasible 
objective forces for the US and for each Free World country represented 
in the problem, US security assistance allocations to the eligible 
countries, and finally the attainable combined force in each planning 
scenario.  The attainable combined forces become input to the force 
evaluation function that produces theater outcomes in terms of results 
on the ground.  These results, however, reflect the relative contribution 
of all mission forces available in the region.  The outcome in NATO 
center, for example, would reflect the contribution of mobility, sea con- 
trol, and sea projection forces as well as those of the land forces and 
the land-based tactical air forces. 

The combined force determination function is illustrated by means 
of a simplified example that is shown in Fig. 2.  The rim of the figure 
identifies the basic elements of the model.  At the left are indicated 
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five Free World countries, including the US, and these are selected 
because the planner has determined that he wishes to consider the three 
planning scenarios and corresponding combined forces indicated at the 
right.  In this simplified model, the NATO countries are aggregated into 
two groups and each group is treated as if it were a single country. 
Similarly, the SEA countries have been grouped and treated as a single 
country.  The alternate scenarios envision a WP attack on NATO center, 
or a communist attack in NEA or SEA in which the PRC participates. 
Across the top, we list the major data elements and problem variables. 
Having designated the countries to be represented, we establish the 
projected or assumed military budget for each country and enter from the 
resource analysis function, the estimated unit costs for each of the 
country force components such as divisions and wings.  The variables in 
our model are the number of each type force component in the force struc- 
ture of each country, the force commitment of each country to the respec- 
tive combined forces, and the total number of each type component in each 
of the combined forces.  In this simplified model, all forces are norma- 
lized and expressed in terms of US equivalents.  The real model repre- 
sents individual countries and their forces are expressed in natural 
country units.  It is still necessary to normalize the combined forces, 
however. 

In the center of Fig. 2, we develop first the US force planning 
problem.  We show the total US budget for general purpose forces plus 
security assistance for the countries in the problem, and indicate the 
relative proportions devoted to each.  Here is another major simplifica- 
tion.  In this example, we treat only two distinct mission force types, 
Land and Tac Air, expressed in units of divisions and wings.  The real 
model also represents sea control and sea projection forces as well as 
mobility forces where appropriate.  Now US planning calls for the commit- 
ment of major forces to any one of the three scenario areas indicated. 
These scenarios are mutually exclusive in the time sense, but the US must 
be prepared for all of them.  The objective is to structure US forces that 
will alternately combine effectively with different groups of allies, in 
different world areas and terrains, and in opposition to very different 
threats.  In addition, the scenarios, may postulate concurrent US re- 
quirements in addition to those of the major theater.  The US must with- 
hold forces for such requirements as minor contingencies, assistance to 
allies, and the maintenance of forward deployments.  These are repre- 
sented in the model as shown, and the withholds for a NATO contingency 
may be different from those for an Asian contingency. 

The diagram for other countries is similar to that for the US ex- 
cept that we represent no withholds, and no country has commitments to 
more than one combined force in this example.  In addition, we indicate 
which countries are eligible for security assistance.  This structure is 
planner input and the model is constructed so as to represent the desired 
assumptions. 

This planning problem is formulated in a linear programming model 
whose variables represent the force structures of the Free World countries, 
their force commitments, and the combined force structures attainable in 
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each planning scenario.  The input required, in addition to the diagram 
we have constructed, is the budget data for each country, force component 
cost factors, and combined force normalizing factors.  The forces in being 
for each country are also required, since we are dealing with mid-range 
planning and are strongly constrained by the inherited forces and the 
extent of change that is feasible within a planning horizon that is 
typically four to five years in the future.  The model represents such 
planning constraints and others that the planner wishes to specify. 

To illustrate the application of the model, we have put together a 
set of hypothetical data as shown in the figure.  The numbers are purely 
for illustration and no effort has been made to make even their relative 
values correspond to reality.  We have budget data, current security 
assistance, cost factors, force structures, and planned force commitments 
leading to the combined forces achievable with the Free World forces in 
being. 

Figure 3 illustrates a solution to the model subject to the con- 
straints shown.  Shown in the left hand column are the forces in being 
for each country, the attainable combined forces in each scenario, and 
the elements of the current security assistance program.  An improved 
solution is shown in the right hand column and was obtained in accordance 
with the goal and constraints shown at the right.  Here, the goal or 
objective is simply to maximize the sum of the combined forces.  The rules 
are that no country including the US, be required to increase its mili- 
tary budget and that no country be expected to make severe changes in its 
own internal force structure.  This latter constraint is imposed by re- 
quiring that each country force have at least a specified number of 
divisions and wing in its force structure.  In this problem, for example, 
we have required that the US force structure have no fewer than 20 
divisions or 20 wings and that the NATO countries have no fewer than 8 
divisions or 8 wings.  These kinds of constraints, coupled with the 
budget limits, define the range of tradeoffs permitted within the force 
structure of each country. 

With regard to the combined forces, we require that there be no 
change in the mix of combined forces as defined by the currently attain- 
able forces.  In this example, each combined force has an equal number 
of divisions and wings, and this one-to-one ratio of divisions and wings 
must be preserved in any new combined force determined by the model.  If 
the NATO force has 41 divisions, it must also have 41 wings and similarly 
for the NEA and SEA combined forces.  As a final ground rule, we have 
said that provision of security assistance is not mandatory.  We will 
include security assistance in the US budget only if it militarily justi- 
fied in the sense of furthering the objective of increasing the sum of 
the combined forces alternately attainable in the Free World. 

The illustrative solution in the column headed "objective forces" 
shows significant improvement in the NATO combined force and minor im- 
provement in the two Asian combined forces.  We see that the combined 
force mix requirement was met in each case.  Each force has equal numbers 
of divisions and wings.  Now this is only part of answer.  We need to 
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know the country objective force structures and the US security assist- 
ance program that would render these improved forces attainable.  The US 
eliminates security assistance and increases both its land and air forces. 
NATO-A trades divisions for wings and NATO-B does the reverse.  Korea and 
SEA both trade wings for divisions within the capabilities of their own 
budgets.  This solution says that if each free world country adopted the 
plan shown here, the new combined forces would be attainable.  Inherent 
in this result is the assumption that the US would increase its commit- 
ments to the Asian scenarios, and this was permitted under the rules of 
the problem.  If the planner had entered a rule that said the land force 
commitments to Asia must be reduced, that would have been another problem; 
and the model would have found a different solution.  The model is de- 
signed so that these rule changes are easy to make. 

The country and combined force determination function within the 
METOFOR System is performed by a fully automated component.  The Force 
Determination component is a modeling system comprised of a mathematical 
programming model generator, a commercial solution algorithm, and an 
English-language report generator.  The model generator is a computer 
program that builds a specific, linear programming or goal programming 
model of the force determination problem as specified by the planner. 
The resulting model is developed in the appropriate form for solution by 
any of several commercially available algorithms which provide extensive 
capabilities for sensitivity analysis.  Since the algorithm output is 
readable only by the analyst, the final element of the Force Determina- 
tion component is a computer program that interprets the solution system 
output and produces English-language output reports that can be selected 
by the user from a wide variety of reporting options. 

Returning to Fig. 2, the example just discussed illustrates the 
type of output obtained from the force determination function, and in 
particular, the set of attainable combined forces that become input to 
the force evaluation function.  The following material describes the 
model that is employed to estimate theater outcomes in terms of results 
on the ground in the major theater of each planning scenario. 

The name of this model is "VGATES" which is now just a name but at 
one time was an acronym for something like, "A Very Generalized Approach 
to Theater Effectiveness Study." As employed in METOFOR, the VGATES 
model is a simplified version of a simulation concept that was originally 
developed by Mr. Gerry Cooper, who is now with the Army Engineer Stra- 
tegic Studies Group (ESSG).  It is a simulation synthesizer that cali- 
brates to and then extrapolates from one or more other detailed simula- 
tions of deployment and combat.  A diagram of the typical force interac- 
tions that can be handled is shown in Fig. 4.  All mission forces—land, 
tactical air, naval, and mobility forces—are represented and may Inter- 
act as appropriate.  The central arrows indicate those interactions 
involving attrition of one force by an element of the opposing force. 
The external arrows indicate supporting actions among the elements of 
blue or red.  At present, as many as 15 distinct Blue force elements and 
10 Red elements can be accommodated and the interaction of a particular 
force element with any other may be represented. As normally applied in 
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the METOFOR system, the net output is a time history of the expected 
FEBA (Forward Edge of the Battle Area) location in the theater derived 
from the corresponding time history of the force ratio of the opposing 
land forces. 

As indicated, the VGATES model is not an independent simulation but 
rather relies on the availability of more detailed simulations or war 
games to which it is calibrated.  The force interaction calibration is 
accomplished by solving a set of attrition rates that will duplicate the 
casualty results of the base analysis when employing the base initial 
forces and augmentation schedule.  This calibration may be performed in 
a piecewise fashion based on several sources.  For example, the sea cam- 
paign and surface shipping attrition rates may be derived from a Navy 
study, air battle rates from and Air Force study and so on.  FEBA move- 
ment calibration reproduces that observed in the calibration base after 
inputting the base time history of the opposing force ratios.  Both these 
calibration processes have been automated.  Once calibration is achieved, 
it is assumed that the model output remains valid over a range of force 
inputs and force combinations in the neighborhood of the calibration 
base. 

The overall flow diagram of the model is shown in Fig. 5.  The 
model is very simple and fights a 180-day war in less than 15 seconds 
of CPU time. 

The METOFOR System was designed primarily for application in support 
of Army participation in the Joint planning and programming process as 
described in AR 1-1 and reflected in the Joint Strategic Objectives 
Plan (JSOP) and Joint Force Memorandum (JFM).  Volume II of the JSOP de- 
velops US force requirements, recommends assistance programs consistent 
with achievement of Free World objective forces, and appraises the capa- 
bilities of the programmed and projected forces.  The JFM provides JCS 
recommendations on constrained major force and support levels developed 
in accordance with fiscal and materiel guidance issued by the Secretary 
of Defense and includes JCS views on the capabilities of these forces to 
execute the military strategy. 

The Army, as does each Service, provides objective force and con- 
strained force inputs to this process, participates in the resolution of 
planning issues and develops unilateral Army views regarding the process 
for consideration by the Secretary of Defense.  The METOFOR System models 
the Joint planning functions with respect to US/Free World conventional 
General Purpose Forces and provides a tool for Army evaluation of ex- 
isting and proposed plans, analysis of issues, and the testing and re- 
finement of Army views. 

In addition to providing continuing analytical support to Army 
planners during the annual planning cycle, the METOFOR System has other 
areas of potential application.  It may be applied in support of the 
conduct of Army selected analyses and in the appraisal of similar analy- 
ses prepared by the other services and the JCS.  Of particular concern 
is the careful review of Joint studies that may impact on the level and 
composition of Army forces. 
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The METOFOR System also appears to be adaptable to analysis of 
Mutual and Balanced Force Reduction (MBFR) issues, and in particular, 
offers a means of considering the effect of asymmetrical reductions be- 
cause of its explicit treatment of all allied and threat mission forces 
in a common context.  Overall, the system provides an analytical frame- 
work for the integration of more detailed analyses and plans of lesser 
scope in order to address US and allied force planning from the per- 
spective of the Total Force concept. 
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RESOURCE ALLOCATION DIRECTIVES FOR RESEARCH AND DEVELOPMENT 
II. Near Optimality in Capital Budgeting. 

This paper is the second in a series of 3 papers dealing with the 
allocation of scarce resources to many resource demand points. 
Particular emphasis in this paper is given to solving very large 
demand point problems using a pseudo gradient programming technique. 
Although the method does not guarantee an optimal solution, computer 
high speed storage requirements are such that conventional computers 
can be used to exercise the process in a reasonable amount of time. 

The first paper presents a computer-assisted, user interactive fund 
allocation system for apportioning the Army R&D budget.  Emphasis is 
placed on the operating system in dealing with reprogramming actions 
and its effect on the management process (1) . 

The last paper addresses the application of dynamic programming 
in relatively large allocation problems.  High speed memory reduction 
techniques such as decomposition and incremental allocations are 
presented (2). 

I.  The Allocation Problem. 

The general problem is to allocate a single scarce resource to 
many competing demand points.  Specifically, the application that 
motivated this research is the Army Research and Development budget 
apportionment problem.  Given a constrained budget, what is the best 
allocation of funds to the approximately 1,600 Army R&D tasks that 
maximizes some measure of military effectiveness? 

A significant subproblem is that of recommending re-allocations 
based on reprogramming actions that take place between annual budget 
determinations.  It is these reprogramming actions and their 
contingency planning counterparts ("what-if" exercises) that establish 
the need for the rapid system response discussed in 1.3. 

1,1 Problem Size. 

For the discrete case in which a finite number of alternate 
funding levels, n, is allowed, the total number of candidate funding 
alternatives is n 1600.  Clearly, even for the simple case where 
n = 2 (funded or unfunded), the total number of alternatives precludes 
any enumerating process.  In practice, the R&D problem is such that 
the process can be logically decomposed so that any given allocation 
would be less than 200 tasks.  Although this is better, it is still 
unmanageable. 
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Complicating the problem Is the number of funding levels generally 
considered.  The limiting case is the continuous benefit-cost relation 
for each candidate task with an infinite number of funding levels. 
Aside from the fact that such relations are not available for most 
R&D tasks, their use in an optimization process is no more manageable 
than discrete relations.  Indeed they are typically non-linear 
"S-curves". Hence their use would require solving a constrained, non- 
linear optimization problem in 200 decision variables.  In practice, 
the 4 funding levels defined in figure 1 are used in the R&D alloca- 
tion problem. 

One way to reduce the prob lern size is to raise the decision 
variable to the R&D project level.  Since projects are composed of 
tasks, the number of decision variables is reduced to approximately 
600.  This translates to 100 projects per decomposed problem.  How- 
ever, because each project consists of subordinate tasks, a decision 
to fund any project is equivalent to funding its subordinate tasks. 
These tasks may, in turn, be technologically coupled to other projects 
in the R&D program.  As a result, we loose independence in the decision 
variables. 

Figure 1:  R&D Funding Levels 

Level     Description Definition 

0 Unfunded        No funds are allocated.  The task will not 
achieve its milestone. 

1 Sustained       Funding at this level will cause the task 
to slip Its milestone by some fixed time 
increment. 

2 Programmed      The level at which the task will achieve 
its scheduled milestone as planned. 

3 Advanced        Funding at this level will cause the task 
to advance Its milestone by some fixed 
time increment. 

A detailed discussion of these levels is presented in (3). 

1.2 Risk 

Because of the uncertain nature of R&D tasks,  the probability of 
achieving the benefit  predicted impacts  on  the solution process. 
Although this  argues  for a stochastic cost-benefit  relation,   the 
problem of size and  the  rapidly  changing nature of  the Army's  R&D 
program makes  it impossible  to  assess   these probabilities  in a , 
reasonable period of time.     Consequently,   a deterministic cost- 
benefit  relation is  assumed.     The  treatment of  risk in the R&D 
fund  allocation problem is described in  (4). 
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1.3 System Characteristics and Constraints. 

The decision point selected for the allocation process is the R&D 
task.  This level assures technological independence among the decision 
variables.  The R&D budget is taken as the single constrained resource 
to be allocated and a cost-benefit relation is available for each task 
at the four funding levels presented in figure 1. 

The computerized solution process must insure a near real time 
interactive operating system used in the R&D budget allocation process. 
The iterative nature of this system in assessing subjective decision 
criteria is fully discussed in (1).  In addition, the technique must 
be capable of handling a very large decision problem. 

II.  Problem Formulation. 

In this section, the allocation problem is formulated first as 
a capital budgeting, integer program, and then as a sequential decision 
problem. 

II.1 Integer Programming Formulation. 

The capital budgeting problem can be stated mathematically as a 
zero-one integer program: 

11.1.1 Max B = E™ - I     - x  b  subject to 

11.1.2 Z^=1 Z° 0 x  c  « K and 

11.1.3 ^4=0 X-M * ^ ^or every *■» where b  is the measure of 

benefit derived from funding task i at level j; c.. is the cost of 

funding task i at level j; K is the constrained budget and; 

fl if task i is funded at level j 

otherwise. "M " C 
Implicit in this formulation, is the assumption that a total 

additive benefit score, B. is meaningful.  The b  functions (figure 

2) for each task are taken to be strictly quantifiable performance 
measures such as nearness to completion or the fraction of total 
projected funds expended to date.  A more detailed discussion of the 
b  function can be found in (1). 
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Figure 2: Typical Cost-Benefit Relation for Task i 
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II.2 Multistage Formulation. 

The problem can also be stated as a multistage decision problem 
and can be solved using dynamic programming.  The combinatorial 
problems mentioned above can be clearly seen using this technique. 
A graphical representation of the backward solution process is 
depicted in figure 3. 

Figure 3: Sequential Multistage Decision Formulation. 
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Each stage in the process is a task (i) 

stage i where d 
ij 

D is the decision set at 

c. . is a decision that task i be funded at level j. 

The return (payoff) at every stage is the benefit scored for funding 
task i at level j.  The state vector, X , represents, the set of 

possible budget residuals at stage i after funds have been allocated to 
task i + 1. Hence xJ Xij " dij (J 0, 1, 2, 3) and X = {K}. ■ i-1, J 
Since the benefits, b^ _,, are stipulated to be additive, the objective 
then is: ij 

II.2.1 G' Maximum G [R  (X , D ), , R  (X , D )] 
m  m  m 

V n 
.n Maximum E~  R (X , D ) 

D , . .. , D 
i       m 

where R. (X., D ) is the return function at stage i given the decision 

set D and the state vector X .  Note that G is decomposable since it 

is monotonic and separable.* 

The optimal benefit at any stage, k, can be expressed as a 
recursive relation: 

II.2.2 
Max 

fk < V = \ f\ + fk-i <\-i>] where 

\-l = \ - \  and fo('> =-  °- 
f, (X, ) is the cumulative payoff from optimal fund allocations to tasks 

1 through k. Hence, f (X ) - G'. mm 

By way of  illustration,   consider  the simple  3  task problem depicted 
3-i in  figure  4.     Note  that  the state vector size  at  stage  i  is  A 

Since  all state vectors  except X_  are  required  for  the backward solution 

unfolding process,   the  total computer memory requirements  for  this 
simple problem is 

M = E3       A™"1 n      Li=l  * 
43-l - 21. 

*Monotonicity: 

Separability: Let G 

Then G 

i'       i'-l 
Zi=l Ri * Zi=l Ri f°r a11 Pairs (i» ±f)  where 

i' > i and i, i1 e {1, 2, ..., m} 

m 
Rlt and G2 Zi=l Ri and ± 4  i' 
G^  + G2 for all i' e {1, 2, ..., m} 

210 



An economy is gained if we realize that only one state vector at a time 
need be available for computation.  As a result, all others may be 
written to accessible storage files and called into high speed memory 
when needed.  However, for the 200 task problem, the high speed memory 
requirements at stage 1 is 4^'.* 

Figure 4: A three-task problem: 

Task(i) Level(j) Cost(c ) Benefit(b ) 
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f         1 i i 

100 200 300 

"lj 

- c 
2j 

'3i 

*In general, if p is the number of decision variables at each stage, 
the state vector size is pm_1 at stage i and total memory requirements 
for this simple problem is: 

M 
m   m-1 

Zi-1 P 
P-l 
p-1 ' 
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Given a budget, K - $825, what is the optimal allocation that maximizes 
total benefit? 

Solution: 

Stage 1: 

f 
Max Max 

! (X^ " b  t»! (xx. V + f0 (V] " D  Rl (X1* Dl) 

825 

718 

638 

623 

615 

573 

531 

518 

516 

466 

428 

413 

363 

331 

316 

266 

241 301 

\  (X1§ Dx) 

▼ 
0 

i 

T 
21.0 

31.1 

T 
31.1 

310 

40.3 

1 
40.3 

fl (X1> 

40.3 

i 

T 
40.3 

21.0 

310 

▼ 
310 

241 

d ■ optimal decision given X..   d  E D.; 
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Stage 2: 

Max 
*2 

(V " I>2     [R2  (X2«  V + fl (X1)] 

whe re X1 - X2 - D2 • 

^ 

o 187     | 202 252 
f2 <x2) R2 (X2, D2) + f1  (Xx) d2 

825 0+40.3 54.0+40.3 55.0+40.3 63.2+40.3 103.5 252 

718 Of40.3 54.0+40.3 55.0+40.3 63.2+40.3 103.5 252 

615 0+40.3 54.0+40.3 55.0+40.3 63.2+40.3 103.5 
! 
252 

518 0+40.3 54.0+40.3 55.0+40.3 63.2+21.0 95.3 1 202 

Stage 3: 

Max f3  (X3)  - D       [^   (X3,  D3)  + f2  (X2)] 

where  X2  -  X-  -  D 

107 J_ 210 J_J 307 

^   (X3,   D3)  +  f2   (X2) 

0+103.5      I 62.0+103.5      166.1+103.5 72.2+95.3 825 

Optimal solution: 

f3 (x3) 

169.6 

u3 

210 

Task 

1 
2 
3 

Recommended 
Funding Level 

3 
3 
2 

Cost 

310 
252 
210 

Benefit 

40.3 
63.2 
66.1 

TOTALS     $772 169.6 

Residual funds:  $825-772 - $53 

Even if the high speed memory requirements were not prohibitive, 
the interactive requirements or* the operational management system 
limits the execution time that can be tolerated. To test the execution 
time and to establish a control set of solved problems, a simple 5-stage 
dynamic program was developed.  A FORTRAN code listing is included in 
Appendix A.  Results of the time-to-compute study are discussed in 
Section IV. 
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III.  Pseudo Gradient Programming. 

The coupled problems of high speed memory requirements and the 
need to reduce computation time in the R&D study overshadowed any 
insistance upon pure optimality of results.  What was required more 
than the best solution was a quick solution that satisfied the budget 
constraint.  The solution should be as near optimal as possible, but 
need not maximize B in II.1.1 or G' in II.2.1. 

The main reason for this relaxation in requirements is the benefit 
functions required for the optimization process.  In order to create 
benefit functions for 200 or more tasks, only easily quantifiable 
measures could be used.  As a result, many subjective measures were 
not included in the solution process other than through user inter- 
action with the computer program (See (1)). 

III.l A Pseudo Gradient Search Technique. 

Simply put, the pseudo gradient solution algorithm consists of 
generating a basic feasible solution (BFS) and then iteratively 
improving the solution until a stopping criterion is satisfied. 

The BFS is taken to be the solution that funds tasks in order of 
benefit/cost scores.  For each task, the set of benefit/cost ratios 
are: 

III.1.1 *±  = If^lf^ - by/e^ and ^ 5 0} 

where i =  1,   2,   —,  m and j  - 0,  1,   2,  3.     The set 

* =  {*. ,  $0,   ...,  *  } V  "2 m 

is ranked on the ^...'s and funding begins with the task with the 

largest ¥. at the j level and proceeds until the budget, K is allocated. 

The solution improvement process requires that the slopes of the 
lines connecting the adjacent cost benefit points to the point currently 
in solution for each task be considered.  These slopes can be loosely 
thought of as first-order-correct approximations to the derivative of 
a continuous curve connecting the points of the cost-benefit curves at 
the current solution level.  If [b(c)]. describes the continuous 
benefit function for task i, then 

b,   = rikicl 
ij   ldc  Jij 

is the derivative of [b(c)] at the point (b.., c.,). 

The backward  approximation  to b1       is  defined by  the slope: 

III.1.2 A(JJ')   s b±1  - blV       (        M c      . 

Cij  "  Cij' 
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where j - j1  + 1.     III.1.2 is  a backward approximation since the 
adjacent point used  (h..t,  c    ,)  is at a lower  funding level.     For 

each task,  the set of all backward slopes  at iteration s is: 

111.1.3 A8(B)   =  UJJj,)|j  ¥ 0  and j  * j»  +. 1}. 

The backward pseudo gradient is defined as the set of all backward 
slopes from A|(B) for each task in the current solution: 

111.1.4 A8(B) = {AJJ3,)|AJ3J,) e AJ(B)}. 

The solution improvement procedure begins by selecting the largest* 
(11') A.    value in III.1.4.  Since reducing the funding level for task 

i from j to j' surrenders the least benefit for each unit of cost 
gained, task i is reduced accordingly and the cost savings, c  - 

c, ,, are then added to any residual from the last iteration.  An 

attempt is now made to increase the total benefit by increasing the 
funding level of some other tasks. 

We now wish to apply the new residual to increase the funding 
level of the task that will contribute the greatest amount of benefit 
for each unit of cost expended.  The forward approximation to b'   is 
now useful. J 

111.1.5 A£
JJM)

 = bl1" ' bi1  (c„ *  ct ) 

Cij" " Cij 

where j" > j.  The parallel to III.1.3 for forward slopes is 

111.1.6 A*(F) = {A^jM)|j" f  3 and j" > j}. 

and the forward pseudo gradient is defined as 

111.1.7 A8(F) = {ApJ,,) |ApjM) E A*(B)}. 

s        s s 
An important distinction is made between A (B) and A (F).  For A (F), 
the forward slopes in the set are not confined to just those that are 
calculated using the adjacent forward point in the cost-benefit relation. 
That is, there is no restriction that j" ■ j + 1. The reason for this is 
that the benefit received for each cost unit expended may be greater 
by Jumping levels than simply examining the adjacent level. 

(i1') *The A^    values are normally negative since most cost-benefit 
(11') functions are monitonically increasing.  However if A^J   Is 

positive, this indicates that an increase in benefit is possible if 
the funding level is dropped. 
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The new residual is first applied to funding the task with the 

largest A,    in AS(F) to the level j". The remaining residual is 
(11") 

then applied to the task with the next highest A     and so on until 

all the funds that can be applied are exhausted. 

The following stopping rule is used in the algorithm:  If the 
benefit forgone from dropping the funding level for task i from j to 
j' at iteration s, (b 

ij 
- b     »)  is  at  least equal  to  the benefit 

accrued  from increasing  the  funding  for other  tasks,   then  the best 
funding policy has been  achieved  at  iteration s.     Finally,   the 
iteration s  funding policy is  optimal if 

III.1.8 
«»Ij-V*- VeP(V " Vs + 1 

where P is the set of all tasks whose funding levels are to be increased 
at this iteration. 

Although this stopping rule guarantees that each successive 
iteration produces an increase in the total benefit score, the solution 
improvement rule does not guarantee convergence to the global optimum. 
Convergence problems are discussed in III.5 below. 

III.2 The algorithm. 

The solution process is iterative and proceeds in two phases: 
(1) Selection of a BFS, and (2) Solution improvement procedure.  To 
facilitate the manipulation of the backward and forward gradients for 
the solution improvement process, a slope matrix is used to display 

(j'j) niM f 11 M 
the A^JJ '  values for each task (figure 5).  Since A^JJ - A, 

the matrix is skew symmetric, 
needed to define all slopes. 

Hence only the right triangular is 

Figure 5: 

b(c) 

bi3 

bi2 

bil 

The Slope Matrix 

10 

jj' 

\ / 0 
I 

L * A*1! ')  
bi1 " V 1 

/ 
i CU - Cij' v i 1     c 2 

Ci0 Cil Ci2 Ci3 
Note 

Cost Benefit Function 
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Hence A<00)   5 0 

Slope Matrix 



Ba9lc Feasible Solution 

1. Calculate the set of benefit/cost ratios, 

* - {4^ *2, .... *m>. 

2. Rank the 4"  e * from high to low and set the iteration counter, 
8 - 1.       J 

3. Let K, be the residual budget after the first allocation (K » K). 

Select the largest ¥ and fund task i at level J if c.. < L. Other- 

wise select the next largest 4"  and repeat. 

4. Eliminate all other funding levels for task i from consideration by 
removing H1.,, for all j' from ♦, 

5. Set K1 « K- - c.. and repeat to 4 until there are no tasks for 

which c  « K., at any but the 0 level.  Calculate 

Bi = 'cu^Vj andci" Icu)1
Bu 

where  (ij)     represent  the  funding level  (j)   for each  task  (i)   in  the 
9 

solution at iteration s. 

Solution Improvement Procedure 

6. Set s ■ 8+1.  Select the largest A^   from AS(B).  Task i is 
the candidate for reduction. 

7. Decrease the funding for task i from c.. to c.., and set K - K , 
+ c  - e ij    ij'        s   s-1 

°ij  Cij'- 

8. Select the largest ^^   ' from AS(F), q >* i.  If K >,  c .„-  c . 
q MV"> S    qJ    ^ 

fund task q at level j" and delete AVJJ '   for all j" from AS(F). 

9. If K < c .„ - c ., find the next largest A^ } in AS(F) and repeat 
s   qj    qj (11"N q 

from step 8 until all A JJ  s have been considered.  If there are no 
(11") q 

A    's that have qualifying cost differentials, reduce the funding 
q (H'l 
level for the task with the next largest A,    and set K - K + 

1 ss 
c...  - c-.i«     Repeat  from step 8. 

10.  Set K    « K    -  (c   .„ - c   .)   and repeat  from step 9 until no more tasks s s qj qj 
can be  found  to  fund. 
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11. Apply the residual, K to the task that was originally reduced from 
s 

level j to j'. Beginning with level 3, if Ka > cn - c^, and b^ > b^ , 

increase the funding level to 3 i 

for level 2 if j' < 2 and so on. 

s   '13  "±y 13  ~ij 
increase the funding level to 3 and set Kg - Kg - (c13 - c±.,). Continue 

12.  Calculate B 
from step 6. 

III.3 Sample Problem 

2/, .v b,,.  If B >,B ,, terminate. Otherwise repeat 
(i,j)s ij      s   s-1 

Consider the sample problem solved earlier (figure 4).  The slope 
ices for the 3 tasks and the V.. 

The constrained budget is K0 - $825. 

matrices for the 3 tasks and the ¥.. values are recorded in figure 6 

Figure 6: Slope Matrices for Sample Problem. 

Task 1 

2     3 jj'  I  0     1 
 1 r  

0     0  ! .087  .103  .130 k* 

1 

2 

r ij 

L z    f -. 

.168  .280 ' 

-  1.022. 

Task 2 

0     1 jj'   _0   1     2     3_ 

0  I .289 I .272  .251 +¥ 

I 
—,—i. 

2j 
I .733 .142 

.104 

Task 3 

jj' 0 1 2 3 

0 0 .579 .315 .235 

1 - - .040 .061 

2 - - - .063 

-1» 
4> - {0, .087, .103, .130} 

♦ = (0, .289, .272, .251} 

$3 = {0, .579, .315, .235} 

Basic Feasible Solution. 

Iteration 1: 

Ranking the tasks on 4*  produces the following BFS: 
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Tableau I: 

(i.  j)x Cij bU 
(1. 3) 310 40.3 

(2,  1) 187 54.0 

(3.  1) 107 62.0 

Cl 
-  $604 Bi 

-    156.3 

The unallocated residual from this solution is K = $825 - 604 ■ $221. 

Iteration 2: 

The backward pseudo gradient is: 

A2(B) * {A[32), A^10), A^10)} - {-1.022, - .289, - .579} 

MV) The largest A JJ  = .289. Hence task 2 is reduced from level 1 to 

unfunded.  The increased residual then is: 

K - K + c,1 - c, - 221 +187-0 
z   i   z±   zu m  $408< 

The forward pseudo gradient is: 

A2(F) - U<12), A^13)} - {.040, .061}, 

The largest A (JJ") ,061.  Since K. > c_3 - c31 (408 > 307-107) task 3 

is funded at level 3.  The new residual is K_ - $408-200 - $208.  Now 

there are no more candidates for increased funding in A (F).  However 
since K„ > c_2 - c_  (208 > 202) , task 2 is funded at level 2 with 

residual K- - $6. 

Tableau 11: 

U,  j)2 °ij b« 

(1, 3) 310 40.3 

(2,   2) 202 55.0 

(3,  3) 307 72.2 

C2 - $819 B2 - 167.5 
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Since B2 > B- another iteration is required: 

Iteration 3: 

The backward pseudo gradient at this iteration is: 

A3(B) - {A<32), A<21), A<32)} - {-1.022, -.733, -.063}. 

The largest A^JJ ' - -.063. The increased residual is 

K„ K2 + C33 'C32 
$6 + 97 - $103. 

The forward pseudo gradient at this iteration is: 

AJ(F) - A (23) .104 

Since K- > c. - c22> task 2 is funded at level 3 and K. - $103 - 50 - $53. 

This completes this iteration since A (F) is exhausted and K_ is 
insufficient to increase the funding level for task 3. 

Tableau III: 

(i.  j>3 
  

Cij \i 
(1. 3) 310 40.3 

(2, 3) 252 63.2 

(3,  2) 210 66.1 

C3 - $772 B3 - 169.6 

Again, B- > B„ and another iteration is required. 

Iteration 4: 

A4(B) <A<32\ A<32\A<21>} {-1.022, -.164, -040}, 

(11') The largest A JJ  - -.040. The reduction of task 3 to level 1 leaves 

only tasks 1 and 2 to receive the increase In funds. However, both are 
fully funded and hence A^(F) is empty. As a result, task 3 receives 
the residual funds.  The effect Is no change to the solution and the 
process terminates. The "optimal" solution is displayed in Tableau III. 

III.4 Convergence. 

In most cases the pseudo gradient algorithm will produce the global 
optimum as in the sample problem.  However it is not too difficult to 
construct one for which it does not.  The simple problem presented 
below illustrates the suboptimal convergence problem that can occur 
using the pseudo gradient search technique for solution improvement. 
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Consider a simple 3 task problem with only two funding levels, 
unfunded and fully funded. Dropping the second subscript, suppose the 
costs, benefits and benefit-cost ratios are ranked as follows: 

cL < c2 < c3 

b1 < b2 < b3 

*2 < *3 < *1 

where c    ■  fully  funded cost  for task 1; b.  - the associated benefit; 

and  4\   ■ b,/c   .     If  the budget  is   large  enough  to fund at most  two 

tasks,   then the optimal policy  is  to  fund tasks  2 and 3. 

Using the pseudo  gradient  technique,   the BFS is  to  fund  tasks  1 and 
3.     For this  case 

A
10
  *01 f± - - A1 - A± . 

2 
A (B) - -4^, -y. and the largest V    «= 1"   At iteration 2 then 

tasks 1 and 2 are fully funded.  However, since b. + b~ < b- + b», the 

initial solution is the best we can obtain.  In general, if H"  is greater 

than either of V? and H*, the resulting allocation is sub-optimal.* 

In general, if the stopping rule is suspended, the benefit score, 
B , will either oscillate about the terminal solution or it will remain 
s 
constant.  For those cases in which the terminal solution is not 
optimal, a perturbation rule needs to be developed that will displace 
the search neighborhood. 

IV.  Test Results. 

The pseudo gradient programming technique was compared to dynamic 
programming for 100 five-task problems.  The input data is included 
in Appendix B.  FORTRAN listings for the programs used to conduct the 
test are included in Appendix A. 

IV.1 Methodology and General Results. 

A total of 125 tasks were divided into 25 sets of 5 each.  Each 
task was given a benefit score for 4 different funding levels.  In 
all cases the unfunded level earned a zero benefit score.  For each 
5-task problem, 4 constrained budgets were proposed.  Figure 7 
records two typical problems along with solutions from DYNA (dynamic 
programming) and GRAD (pseudo gradient programming). 

♦There are 6 possible orderings on *. The pseudo gradient programming 
technique will allocate optimally for all but the 2 cases described. 
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Of the 100 cases tested, GRAD produced the optimal funding 
allocation 69 times. However, considering all 100 cases, the GRAD 
solution was 97.7% optimal on the average and if only the 31 non- 
optimal cases are considered, the figure only drops to 92.6%. The 
percent optimal score for GRAD solutions is defined as the ratio of 
the total benefit at the terminal GRAD solution to the total benefit 
at the optimal DYNA solution. Standard deviations and confidence 
intervals are recorded in figures 8 and 9 along with frequency 
histograms.  The complete test results are included in Appendix B. 

Figure 7: Typical Test Cases at Two Budget Levels. 

Ta8k (1) ! bil  | Cil ■ b12  , Ci2 1 bi3  | Ci3 

1 

2 

3 

4 

5 

14.36 25 20.71 50 ; 

; 12.60 26 14.71 46 

7.29 14 14.23 22 

34.99 32 
1 

50.64 34 

91.24 164 1 93.55 201 

27.34 

17.36 

18.29 

57.29 

98.84 

92 

53 

27 

46 

210 

Note: b 
10   10 

for all i. 

= 0 

Test Budget Level: K 

GRAD Solution 

$200. 

Iteration 1: 
Task (i) Level (j) °«| b« 

1 1 25 14.36 

2 1 26 12.60 

3 3 27 18.29 

4 2 34 50.64 

5 0 0 0 
B, 95.89 

Task (i) 

1 

2 

3 

4 

5 

Iteration 2: 
Level (j) 

3 

1 

3 

3 

0 

Cij    |     bU 

92 

26 

27 

46 

0 

27.34 

12.60 

18.29 

57.29 

0 
B2 -  115.52 
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DYNA Solution 

Task  (i) Level  (j) ciil b« 

1 0 0 0 

2 0 0 0 

3 0 0 0 

4 3 34 50.64 

5             .        2 164 

opt 

91.24 
E 141.88 

Test Budget Level:    K -  $75 

GRAD Solution 

Iteration L: 
Task  (i)    j Level  (j) 

ic«. i V 
1 0 0 0 

2 0 0 0 

3 3 27 18.29 

A 2 34 50.64 

5 0 0 0 
B, 68.93 

DYNA Solution 

Task  (i) Level  (j) hi 1 bu 
1 0 0 0 

2 0 0 0 

3 3 27 18.29 

4 3 46 57.29 

5 0 0 0 

GRAD - 86.1Z optimal. 

Iteration 2: 
Task   (i)    j  Level   (j) I    c^   |  b^ 

1 

2 

3 

4 

5 

" 0 0 " 0 

0 0 0 

3 27 18.29 

3 46 57.29 

0 0 0 
B„ - 75.58 

opt 
75.58 

223 



Figure 8: Statistical Analysis; Full Test. 

1. Y - Percent optimal for GRAD Solutions (full test). 

Yn - 97.699, S' - 25.154, S 
1 xl xl 

2.  Confidence Intervals. 

5.015 

Pr {96.849 <  ju « 98.549} - .90 

Pr {96.716 * MX  « 98.682} - .95 

Pr {96.408 < u1 4  98.991} 

3.  Frequency Distribution 

.99 

f<Yx) 

1.0  . 

.8 

.6 

.4 

.2 

70 

fQlj)  - Pr {A « Yx $ B} 

M^   ,Q3 , 

.10 

m 1 

.69 

13 

I 

75 80 85 90 95    100 

Figure 9: Statistical Analysis; Non-optimal Results. 

1. Y„ - Percent optimal for GRAD Solution (non-optimal results only) 

2 
Y - 92.577, Sv - 43.726, SY = 6.613 z i2 i2 

2. Confidence Intervals. 

Pr {90.564 « u2 < 94.591} =  .90 

Pr {90.250 <  v2 * 94.905} =   .95 

Pr  {89.519 $  u2 « 95.636} .99 
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3.  Frequency Distribution 

f(Y2) - Pr {A « Y2 « B} 

IV.2 Benefit per Unit Cost Analysis. 

Although the program objective is to maximize total benefit, a 
measure of GRAD's effectiveness in allocating funds is the benefit 
per unit cost associated with the GRAD solution versus the DYNA 
(optimal) solution.  All things being equal, we prefer that solution 
for which the unit cost for benefit achieved is the smaller.  This, of 
course presupposes that an alternative use for the funds is available. 
That is, the R&D program is taken to be part of a larger allocation 
process. 

If we let Tc and Tß represent the total cost of funding all tasks 

at the highest level and the total benefit to be gained from funding 
at this level respectively, then T 

B/C T /T is the benefit per unit B' C 
cost that can be attained from full funding.  We now let G„ ,_, represent 

the benefit per unit cost achieved from the GRAD solution and D_._, the 
B/C 

benefit per unit  cost  achieved with  the DYNA solution.     In order to 
compare G   .    and D   .     across   the  31 sub-optimal  tes 

necessary  to normalize both measures.    Normalized G 
defined  as: 

compare G   .    and D.    across  the 31 sub-optimal test cases,  it was 

B/C  «nd DB/C  a" 

JB/C GB/C/TB/C and DB/C DB/C/TB/C 

Finally, we define 

A(B/C) » (DB/C - GB/C) X 100, 

the percent increase in benefit per unit cost provided by the optimal 
solution over the pseudo gradient programming solution. A summary of 
all  these data for  the sub-optimal  cases  is  included in Appendix B. 
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Figure 10 records the statistical results for A(B/C). Note that 
the average for all cases is -4.7%. Hence, on the average and for sub- 
optimal solutions, the pseudo gradient programming method generates a 
solution that provides 4.IX  more benefit per unit cost than does the 
dynamic programming solution. This result is not too surprising 
considering the fact that the BFS is arrived at using a benefit-cost 
ranking scheme. 

Care must be taken in weighing these results too heavily since 
insisting on a high G .„  score is equivalent to stating a dual objec- 

tive function for the allocation process:  maximize benefit and 
minimize cost.  The futility of coupling these two objectives is 
apparent when we consider that they represent conflicting goals: 
cost is minimized at $0 where benefit is also minimized. 

Figure 10: Benefit per Unit Cost Results. 

1. A (B/C) * -.0471, SA = .2830 

2. Confidence Intervals. 

Pr {-.1333 < uA s .0390} =■ .90 
A 

Pr {-.1468 <: y < .0525} = .95 

Pr {-.1780 <  uA < .0838} = .99 A 

IV.3 Execution Time. 

Earlier, it was pointed out that a process that allows for near real 
time solutions was necessary to support the interactive management 
procedures for Research and Development budget planning (1).  As a 
result, a comparison test on computation time was conducted.  Program 
execution time for the GRAD and DYNA programs were recorded for 2, 3, 
4, 5 and 6 stage problems.  In addition, execution time for a 25 stage 
problem was recorded for GRAD.  It was not possible to run that large a 
problem using DYNA because of high speed storage limitations.  The time 
units recorded are System Resource Units (SRU's). This measure is used 
by Computer Sciences Corp. on their INFONET time-sharing system.  The 
computer uspd is a UNIVAC 1108. 

Figure 11 records tne results of this test in graph form.  Note 
the dramatic increase in execution time for DYNA as the number of tasks 
exceeds 5.  The exponential rate of increase becomes effectively . 
vertical for very few tasks. The GRAD execution time on the other hand 
is- fairly linear with problem size.  The rate of increase is also small. 
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Figure 11:    Time to compute comparison. 

SRU's 
18 

16- 

14 ■ 

12 

io r 

8 

6h 

4 

2 

0 

■ DYNA 

# Tasks 

2 
3 
4 
5 
6 

25 

SRU's  DYNA SRU's  GRAD 

.7 1.0 

.7 1,-1 

.9 1.1 
3.1 1.4 

19.7 1.3 
- 4.0 

GRAD 

//  tasks 
5 10 

V. Conclusions. 

15 20 25  30 

In those cases where optimality is not critical and computation time 
is, the pseudo gradient programming process is an extremely efficient 
technique to use in capital budgeting.  Its main features are: 

(1) Large problems may be handled on conventional computers (200 
or more tasks at 4 or more alternative funding levels). 

(2) Processing time is dramatically shorter than conventional 
optimization technique.  (15 times shorter than dynamic programming 
for a 6 task problem, for example). 

(3) The expected degradation in optimality is only 2.3%. 

(4) The solution provides on the average 4.7% more benefit per unit 
cost expended. 

The process makes up in speed and manageability what it lacks in 
absolute accuracy.  For the interactive system described in (1), the 
technique is quite adequate.  However, if the global optimal is required, 
certain efficiencies can be made to allow the dynamic programming method 
described in this paper to handle larger problems.  This is the subject 
of the 3rd paper in this series (2). 
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A LIFE CYCLE COST MODEL FOR PROCUREMENT 

3Y 

MR. LYMAN SESSEN 

ANO 

COL DEAN B. DICKINSON 

US ARMY COMMUNICATIONS SYSTEMS AGENCY 

FT MONMOUTH, NJ 

There has been general agreement concerning the advantages (as yet 
mostly untapped) of design-to-life-cycle-cost acquisition of equipments 
and systems. ' Accordingly, the US Army Communications Systems Agency is 
trying a new approach to acquisition based on a life cycle cost model. 
The new approach makes use of the concept of "failure cost." Initial 
investment, operating, and failure costs together include the total life 
cycle costs of any system. The Government will allocate a fixed sum to the 
combination of Investment and failure costs in the RFP. This will give the 
supplier latitude to trade-off investment costs to be bid by him aoainst 
his proposed values for certain variables which determine failure costs 
(reliability, maintainability, repair parts). 

The new model considers only costs; and, thus, is one element of the 
overall benefit analysis process: 

Net Benefit =  [Gross Benefit»f (performance)]  - DLCC 

Where DLCC is design life cycle cost (including losses exterior to the 
system concerned). While determination of gross benefit is generally the 
more difficult task, this model for life cycle cost should shed some addi- 
tional light on the general benefit analysis problem. This is particularly 
true since certain mission oriented and loss-of-service costs appear in the 
cost model. 

In the past, system users have frequently experienced difficulty in 
specifying their statistical or stochastic requirements (e.g., reliability, 
maintainability, repair parts costs, etc.). Specifyina deterministic re- 
quirements has been easy by comparison. This model reduces all requirements 
to more easily understood and manipulated dollar values. 

Design life cycle cost (DLCC) consists of three costs: initial invest- 
ment, operating cost, and failure cost. The latter cost is the principal 
new element in this model. The model expresses failure cost in terms of 
the others: 
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C0 (LS+KJMTTRQ+PO+FFL  <,   DLCC-IC-CX;(PV) 

MTBF0
=Lo" MTHF0 Lil (PV) (1) 

Where: CQ is the cost of a standard failure. 

L0 is loss per life cycle hour due to failures. 

LS is loss-of-service cost per outage hour. 

R is the cost of the repair system per hour. 

MTTR0 is the mean time to repair. 

Pp is the repair parts cost of a standard failure (including 
management costs). 

FFL is a fixed failure loss. For continuously used systems, it 
is a function of LS, R, and repair system response time. For periodically 
used systems, it is the expected mission abort loss. 

i1TBF0 is mean time between failures. 

JLCC is design life cycle cost. 

IC is initial investment cost (hardware, software, initial pro- 
visioning, R&i), and all other one time costs) less salvage value. 

OC is life cycle operating cost (including replacement training 
and preventive maintenance). 

PV is present value factor. 

LH is the life of the system in hours. 

In an acquisition situation, the supplier proposes values for each of 
the parameters labeled with subscript "o" plus the investment cost (IC). 
The user must specify all other parameters in his RFP. Basically this means 
the user must decide how much he is willing to spend over the life cycle 
(JLCC) and how much of that he wants to allocate to initial investment and 
failure cost together. The supplier 1s then free to propose any combination 
of IC, MTBF0, P0, and MTTR0 which fits his equipment, maximizes his profit, 
and remains within the user financial constraints exoressed in (1). It is 
evident that, 1n a competitive situation, the supplier proposing the greatest 
inequality within the constraints of (1) will win the contract. 

The authors note that the operating cost can be affected by the sup- 
plier's design effort. It is clear that the supplier could propose num- 
ber and skill levels of operating personnel, consumption rates, and replace- 
ment training costs based on the type and configuration of the system or 
equipment concerned. The user would have to supply information on personnel, 
consumables, and training where these things are user constrained. The 
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authors have not yet explored this area  in detail. For the purposes of 
this paper, tiiey have tacitly assumed that OC will be constant and specified 
by the user. This is often the case In relatively stable, off-the-shelf, 
non-R&O situations. 

It is not necessarily easy to provide explicit values for the user 
parameters—particularly LS and FFL, which are costs partly external to the 
system. Often parametric costing" will be necessary until the user gains 
experience. There is some evidence that the model is relatively insensitive 
to errors in estimating these parameters, but this remains to be tested. 

Uoth user and supplier have somethino to gain from use of this model. 
The user can see b°tter, in dollar terms, how the supplier intends to "de- 
liver reliability, maintainability, and repair parts over the life cycle. 
Heretofor only initial investment was really visible. Further, he can 
better evaluate competing proposals because most factors of interest to him 
are out on the table. The user is relieved of the need to specify difficult 
parameters (Po, MTBF0, and *1TTR0)--he need only look at the overall failure 
performance parameter, Lo. The user gets the benefits of competition in 
these stochastic areas rather than only in initial investment. The supplier 
can propose costly, but high-performance equipment, and still be competitive 
over the life cycle. He can trade off MT3F0, MTTR0, P0, and IC to fit his 
own situation and product line. 

The use of a failure loss rate (L0) as an overall measure of "goodness" 
for the statistical parameters proves convenient when the user tests his 
new system. The supplier, having specified L0 1n the first place, can be 
made to demonstrate that the actual system will indeed generate failure costs 
at a rate no greater than Lo- This approach pleases the supplier because 
he no longer has to demonstrate rlTBFo, MTTRo. and Po separately. Random 
aberrations, which might cause one or two of these three parameters to fail, 
tend to cancel out when all are tested together in a coherent" manner. In 
general, risks are lower. 

Since each hour of testing is expensive, the authors favor tests which 
use test time most effectively, i.e., fixed length tests with inclined re- 
ject lines. 2 it is necessary to convert the usual reliability tests to 
loss-per-hour (L0) tests. We do this by weighting each failure for time-to- 
repair and parts costs 1n the proportions dictated by equation (1). Thus: 

(LS+R) (TTR-MTTRo) *■ (P-Pn) +C_ F.   _ 2 ?__o       (2) 
'-o 

Where; F is the number of standard failures per failure (the weight of an 
actual failure relative to a standard failure weight of 1 where TTR=MTTRo 
and PEP0). 

TTR is the actual measured time to repair. 

P 1s the actual parts cost for the failure being weighted. 

(TTR-HTTR0) and (P-P0) are the deviations of the measured failure 
from the averages. When the deviations are zero, F = 1. 
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The effect of the distributions of TTR and P on the operating charac- 
teristics of the above tests is being Investigated. 

When the user's repair system contains more than one tier of maintenance 
it 1s necessary to amend expression (1) as follows: 

m Y. [(LS+R) MTTRJ j  +P0+FFL  C    DLCC-IC-OC (PV) 
°  " MTBFQ" = LH(PV) 

••Where ^  is the level of repair.    In tiers of maintenance behind the flight 
line or operating station, LS and FFL are negligible and R and ,J1TTR0 are 
greater.    Multi-tier repair systems imply some investment in maintenance 
float.    The authors prefer to consider this float as part of initial  invest- 

ment (generally a multiple of   °      ); indeed, it differs little from built-in 
ITBFQ 

redundancies such as multiple main frames in computer systems or hot stand- 
by radios. Also, in this scheme, parts costs per failure (P0) pertain only 
to bad parts thrown away--whether these be modules or piece parts. 

Expression (1) tacitly assumes that all "failures" result in an actual 
loss of service. Whether this is true or not depends on one's definition 
of failure. The authors define failure to mean any situation requiring re- 
pair, whether service is lost or not. This matter can be very important 
during testing of systems with redundancies; if "failure" means service 
outage, the system may suffer few "failures" while continuing to drain away 
maintenance resources. 

If losses of service (LS and FFL) play a role in some failures and not 
in others, there are two TTBF's with which we must deal. By defining !1TBF 
for total system failure (MTBFos) and rearranging terms in (1), we can take 
into account both types of failure: 

£[R(MTTRQ)     ^li+Po+FFL LS(MTTRol)+ AFFL 
L0 =  - 

MTBFQ MTBFOS 

^JRiMTTRp)  3i+P0+FFL, + [LS(MTTR0i) + A FFLJ (MTBF0/MTBFOS),. (4) 
MTBFQ 

Where: A FFL is an additional increment of fixed failure loss associated 
with loss of service. 

IITBFQ is mean time between all failures. 

'1TBF0S is the mean time between failures which result in loss of 
service. 

MTTR0i is mean time to repair at the first tier of maintenance 
(where LS > 0). 

The corresponding failure weighting schemes analogous to (2) are: 
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For failure with no loss of service - 

C0+^|jR(TTR-MTTR0)]i+(P-P  )-     [_(LS) (MITRd)* A FFL]      (tfTBF0/MTBF08) 
F- r (5) 

For failure with loss of service 

C0+^[R(TTR-MTTR0)3i+(P-P0)+LS jjITRj-MTTRo!   (MTBF0/MTBFosf| 

 (6) 
+ A FFL   Cl-(MTBF0/MTBF0S)3 

In some systems, a partial failure will allow continued service 1n a 
degraded state. For such cases losses of service (IS and FFL) can take 
on more than one value. When that happens, the user must supply values 
for LS and FFL in each state. Then the supplier proposes an average value 
for LS and FFL based on the proportion of time he thinks the system will 
stay 1n each state. This will give the designer an Incentive to preserve 
a partial operating capability. 

3 
The approach described 1n this paper 1s one of many possible, but has 

the special advantage of being simple enough to mesh easily with Government 
and commercial procurement practice. It redistributes the task of specify- 
ing the various stochastic parameters to give the supplier more latitude than 
heretofor, without penalizing the user. At the same time, 1t gives the user 
an opportunity to look at the failure costs of his purchase over its whole 
life cycle. 

This approach could lead to better Government-contractor relationships 
and more effective use of defense funds. 
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USE OF QUATERNARY S-CURVES TO PREDICT 
PRODUCTION COSTS 

Mi. George V. Johnson 
U. S. ARM TROOP SUPPORT COMMAND 

INTRODUCTION 

Todays austere budget clim.-lc within DoD and Government-wide has 
generated an unparalleled need for better techniques for predicting and 
evaluating the cost of the Army's weapon systems.  This message is loud 
and clear as attested to by the recent renewed emphasis on the DoD design- 
to-cost concept and the Congress' intent in the structure of the 
Congressional Budget Committees that are being created by the Budget 
Reform and Impoundment Act which becomes effective in 1976. 

This paper discusses techniques for (i) predicting production costs or 
for evaluating design-to-corir. claims from R&D costs, (ii) predicting or 
evaluating R&D estimates based on a predetermined design-to-cost and 
(iii) predicting the R&D costs for achieving various performance levels. 
These techniques are based on an array of quaternary S-curves.  Actual 
case examples will be given. 

QUATERNARY S-CURVES 

Cochran^ recognized that during the early phases of production when many 
configuration and performance changes were taking place that plots of 
actual production costs were not approximated by the well known log- 
linear learning curve with an acceptable degree of accuracy.  Over a 
fifteen-year period Cochran developed the S-curve technique empirically 
for predicting production costs for a given production run early in a 
particular production process.  Subsequently, he developed a mathemati- 
cal procedure for approximating an array of these curves. Unfortunately, 
the concept could not be applied without making certain assumptions that 
were often untenable unless some actual production had occurred. 

In 1968 this author developed a procedure for expanding this technique to 
enable the prediction of the production cost, given a degree of change, 
prior to production commencing.  In 1969 the technique was expanded from 
an array of mono S-curves to the array of quaternary S-curves that is 
addressed here.  These findings were published in 1969 and are available 
from the Defense Documentation Center^. 

1 Journal of Industrial Engineering, July-August 1960. 

2 On Predicting Production Costs and Probable Learning Rates from R&D 
Investments by S-Curve/Learning Curve Relationships, October 1969, 
AD Number 750098. 
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This Is a log-log graphical portrayal of one of the array of the family 
of quaternary S-curves (Figure 1).  For the moment please disregard the 
X's on the chart. These will be referred to later to facilitate the 
review of two of the actual case examples that I will present. 

As you can see, there are four curves shown.  Each of these curves has a 
direct relationship to the other curves. They represent the four 
possible hardware even;? beginning with prototyping that occur in the 
materiel acquisition process« However, before proceeding, to avoid con- 
fusion let me make it clear that it is not necessary for all of there 
events to occur in a given situation in order for one to utilize th !r; 
technique. 

Proceeding from the top, the first of these curves, R&DSn, represents 
the R&D prototypes.  The second curve, PR&DSn, represents R&D production 
units. This is an event that is not frequently encountered. An example 
of this event is that a contractor has developed R&D prototypes, usually 
a small item.  The actual fabrication of the prototypes was accomplished 
by the designers and skilled technicians. The customer directs that the 
design be "frozen" and that a certain quantity of the same configuration 
as the prototypes be produced by the same personnel. The third curve, 
PPSn, represents the pre-production models that are fabricated, usually 
in a job-shop atmosphere, before proceeding into full scale production. 
The fourth curve, PSn, represents quantity or full scale production. 

These curves, as all of the curves in the array, are cubic and are 
expressed in the form 

a + bx + ex2 + dx3 

The coefficient values are based on the slopes of the inherent R&D and 
production curves utilized in the computation of the structure of each 
set of quaternary curves in the array (see 2). 

The DY shown on the graph represents the ratio of engineering costs to 
fabrication costs. The importance of this particular function can't be 
over emphasized.  A full understanding of DY is necessary to fully grasp 
the concept that is being presented and to enable one to accurately 
apply the technique.  In fact, the development of DY is what has made 
this technique so versatile in application and enables the user to avoid 
the pitfalls inherent in making several assumptions that are required by 
many other techniques. 

As stated a moment ago, DY equals the engineering costs divided by the 
fabrication costs. For example, if a contractor's bid or actual cost 
for the first R&D prototype is $350K, comprised of $250K for engineering 
and $100K for fabrication, then DY = 250/100 = 2.5. As will be seen in 
the examples, this tells us two very significant things.  First, the 
relative complexity of the contractor's approach with respect to what 
degree his design is off-the-shelf componentry versus design from 
"scratch" can be determined.  Secondly, the appropriate quaternary S-curve 
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that the contractor's approach can be predicted to follow can be 
identified. 

The derivation of DY for any given S-curve is 

DY = 1 
R&D Slope/100 -(l'dn Slope/100 -R&D Slope/100) 

Using the previous example of DY = 2.5 and an established production 
slope of 96% it can be determined that the R&D slope = 67%. This is the 
manner in which the S-curve tables are identified, i.e., for this 
particular set of quaternary curves one would look in the tables for R&D ■ 
67% and P - 96%. 

The final item on the graph is the values rlong the abscissa.  These 
values represent the increments of experience gained for a given config- 
uration of a system or item. As will be explained later, these 
increments do not necessarily represent the number of units of hardware 
that have been produced.  It should be nuic-d that the last value on the 
abscissa is 100. This point is defined ,ns the theoretical point where, 
for a given configuration, perfection in design and production methods 
has been achieved. 

As mentioned several times before, there is an array of the S-curves. 
This array parallels that of the well known log-linear learning curve 
and is identified in the same manner, i.e., by the slopes of the R&D and 
production curve that are utilized in the structure of a given curve. 
JTo date, the array of R&D slopes 67% - 99% and the production slopes 
67% - 99%, for an array of some 1100 S-curves, has been computed and is 
presently in publication for submission to the Defense Documentation Center, 

Perhaps what has been stated will become clearer by going through some 
case examples. 

EXAMPLES 

Case 1. 

An RFQ has been issued soliciting bids for developing one (1) R&D 
prototype of Widget "A".  The RFQ continues to state that a subsequent 
RFQ will be issued for the fabrication of three (3) full scale develop- 
ment test units and that two subsequent procurements will follow, one 
initial production buy of 100 units and a two-year multiyear procure- 
ment of 100 units each year. The RFQ incorporates a targeted design-to- 
cost of $5K per unit based on the cumulative average cost of the 300 
production units derived on a 96% production curve. 

Contractor YZ prepares a response stating his bid as $350,000 for the R&D 
prototype based on engineering costs of $250K and fabrication costs of 
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$100K. The contractor also states that his design will meet the target 
design-to-cost and all of the performance requirement.'; in the RFQ. 

Will it? Utilizing the S-curve technique based on an R&D slope of 67% 
and production slope of 96% with DY - 250/100 =1.5: 

A. The cost of the three (3) full scale development units would be 
the cost of R&DS2 taken from the S-curve plus the cost of PPS3 times tho 
cumulative total factor for tv.-o units from the log-linear curve with a 
96% slope. 

Cost for R&DS2 = R&DSi (unit factor R&DS2) = 
$350K (.44229) = $154,802 

The difference in the cost between R&DS2 and PPS2 is for the conversion 
of R&D drawings to production drawings. 

The cost for units 2 and 3 would be 

PPS3 (cumulative total factor for 2 units from 96% log- 
linear curve) 

or      R&DS-L (unit factor PPS3) (1.96) = 350K (.07328) (1.96) = 
$50,270 

be 
B. The cost for the initial production contract for 100 units would 

PPS4+PPS5+PS5 (cumulative total factor for 98 units) 

(350K)(.05392)+(350K)(.04357)+(350K)(.01927)(79.31460190) - 

$569,099 

C. The cost for the two-year multiyear procurement for 200 units 
would be 

1st year - 100 units 

PPS5+PPSg+PS6 (cumulative total factor for 98 units) 

(350K)(.04357)+(350K)(.03709)+(350K)(.01641)(79.31460190) « 

$483,823 

2nd year - 100 units 

PS7 (cumulative total factor for 100 units) (350K)(.01443) 

(80.83995724) = $408,323 

237 



D. Then the cui.vlative average cost for the 300 production units 
would he 

(569,099 + 483,823 + 408,323)/300 - $4,871 

Thus, provided the technical evaluation of the contractor's proposal 
indicates his design meets the desired performance characteristics, the 
contractor's bid and approach compares very favorably with the 
Government's targeted design-to-cost of $5K per unit. 

Case 2. 

The same situation exists as in Case 1 with the exception that the 
technical evaluation has determined that the contractor's design meets 
90% of the desired performance characteristics. What will be the cost 
to develop this basic design to conform 100% with the desired perfor- 
mance characteristics. 

This can be approximated (Figure 2) by relating the rate of change of 
cost to the percent of change in performance. The merit for this lies 
in the definition of unit 100 on the S-curve. As can be seen on the 
graph, the intercept for a 90% technical rating is 8.98 (the same value 
as R&DSio from the S-curve table X100), hence, it can be readily deter- 
mined that to accomplish 100% conformance the cost for the first proto- 
type would be 

R&DSi - 350K/.0898 = $3,897,550 

It then becomes obvious that this design cannot meet the original design- 
to-cost and conform 100% to the desired performance characteristics. To 
continue with this design it would be necessary to make trade-offs 
between cost and performance. 

SUMMARY 

The quaternary S-curve has proven to be a very valuable tool for pre- 
dicting and assessing costs.  The technique minimizes the number of 
assumptions that are usually necessary in cost analysis.  The technique 
has been successfully used in cost analysis on such items as the AVL 
bridge, FAMECE, and the mobile assault bridge. 
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DEADLINE COST MODEL STUDY 

MR. RICHARD D. HUSSON 
MR. GERALD L. MOELLER 

SYSTEMS ANALYSIS OFFICE 
US ARMY ARMAMENT COMMAND 
ROCK ISLAND, ILLINOIS 61201 

INTRODUCTION 

In the current environment of limited fiscal resources and competition 
for available funds, it is important that all economic factors relevant 
to the proposed program/project he considered using the best estimates 
available.  This is particularly true in the area of logistics support, 
where the nonavailability of repair parts can result in deadlined equip- 
ment and idled crews. Unless the penalty costs of idled equipment and 
crews are included in our supply models, the decisions regarding the size 
of inventories and/or the addition or deletion of items to the supply 
system may be economically sub-optimum. 

In December 1973, the Commanding General (CGj, ARMCOM, directed his 
Systems Analysis Office to develop a generalized model which would 
quantify the costs, direct and indirect, which are incurred by the Army 
when an item of equipment is deadlined.  "Deadline" used in the context 
of this study is taken to mean, "the removal of an item of equipment and 
its crew from operation or immediate operational readiness because of 
actual or potential mechanical, electrical, and safety device failure." 
In his memo, the CG made reference to a practice used by the construction 
industry which equates the cost of a deadline to the cost of having to 
rent a similar piece of equipment. While this approach apparently works 
well in the construction industry where project completion schedules and/ 
or penalty clauses are of sufficient impact to force the contractor to 
rent equipment, is it applicable to the military situation? A shortcoming 
of the construction industry approach is that it does not include such 
costs as operator/crew downtime or the cost of the repair and maintenance 
actions necessary to keep the equipment in service. 

The results of this study should be considered for incorporation into 
the present logistics models which currently consider only the direct 
inventory costs identified to the PEMA and/or O&MA appropriations. 

AR 310-25 defines deadlined equipment as follows:  "Any major end item 
of authorized equipment charged to a using unit or agency which has been 
removed from operation or immediate operational readiness because of 
actual or potential mechanical, electrical, or safety device failure. It 
does not include equipment scheduled for routine preventive maintenance 
or inspection." 
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SCOPE OF STUDY 

The initial phase of the study consisted of a literature search of 
data obtained from the Defense Documentation Center and the Defense 
Logistics Studies Information Exchange. Upon finding the available 
literature void of similar or related studies, several initial approaches 
to the model were investigated, of which the unit-level model was 
selected for further development. This model addresses those costs 
specifically identified to the deadline/failure event.  The reader is 
cautioned that this approach is not all inclusive because indirect costs 
such as mission abort are not included.  Initial testing of the model 
was conducted on the Howitzer, ML09A1; Vulcan Air Defense System (VADS), 
Ml63 and Ml67; and the Armored Recon Airborne Assault Vehicle (ARAAV), 

M551. 

UNIT LEVEL MODEL 

CD1 " Fl [CR1 + (CC)(V]  + 
F2 [CR2 + CC (V]   + 

r/(FL)(AC)\  (V + TC + CR3 + CC(V] F, 

where 

C_T  = Average cost of a deadline 

Ac  = Acquisition cost/standard price 

C.,  = Average crew cost 

F   = Portion of the repairs completed at the mission site 
0 <_ F _<1 (Basic assumption is that mission site 
repairs do not require issuance of a float.) 

Fo  = Portion of the repairs completed at the support level 
not requiring the issuance of a float, 0 <_ F„ £ 1 

F~  = Portion of the repairs completed at the support level 
requiring the issuance of a float, 0 <_ F, <_ 1 

F-L + F2 + F3 = 1 

Cp..  = Average repair cost for mission site repair 

C   = Average repair cost for support level repairs not requiring 
R2    a float 

C?R3 = Average repair cost for support level repairs requiring 
a float 
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DT1 = Avera8e deadline time for the mission site repairs 

D_,  = Average deadline time for support level repairs not 
requiring a float (includes transportation time to 
and from support organization) 

D   = Average deadline time for support level repairs which 
require the issuance of a float 

T   = Transportation cost to bring a float to the mission site 

TT  = Transportation time required to bring a float to the mission 
site 

S   = Unit service life 

FL  = Float level (number of items in the float) 

Data Impact on the Unit-Level Model Development was as follows: 

The maintenance data collection system utilized by the Army prevented 
deriving or estimating values for some of the parameters (F , F?, F~, 
Drp, , ^o» and %3^ re<luired in the above model.  In addition, a recent 
publication2 cited serious gaps existing in these maintenance records. 

DEVELOPMENT OF A GENERALIZED FORCE-LEVEL DEADLINE COST MODEL 

Upon reviewing existing data, it was discerned that force-level life 
cycle data are readily available or readily estimated. 

In quantifying the cost of deadline, it is necessary to make a basic 
assumption that in the allocation of the defense budget to provide a 
given level of combat capability, the benefit lost from not having an 
item of equipment and its crew operationally available is at least equal 
to the cost of acquiring, operating, and maintaining that unit in the 
force structure.  If this transformation of dollar resources into troop 
and hardware inventories has been properly effected, the marginal benefit 
derived from a given military operating unit should be at least equal to 
the marginal cost of that unit^.  In this context the term "unit" denotes 
an item of equipment and its crew.  The nonavailability of a deadlined 
item, therefore, reduces the overall value of our combat capability by 
an amount at least equal to the dollar resources consumed by that unit, 
prorated over the length of the downtime. 

2 
Technical Memorandum No. l6U, Vehicle Average Useful Life Study for Truck 

Cargo; 2-1/2 ton, 6x6, M35A2, Raymond Bell, Robert Mioduski, Edward Belbot, 
Robert Rosati, and Larry Crow, October 1973 - US Army Materiel Systems 
Analysis Agency, Aberdeen Proving Ground, Maryland. 

3 Richard H. Leftwich, The Price System and Resource Allocation, revised ed. 
(Holt, Rinehart and Winston, New York, NY, 1963), p 318-319- 
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It is reasoned that the fiscal resources consumed in the acquisition 
of the item amortized over its life, plus repair, maintenance, and crew 
costs, make available a certain number of productive service days per 
period for a given unit.  It is recognized that this is not the exact 
value lost when a specific unit is unavailable for service; but, rather, 
it is approximately the deadline cost incurred for the aggregate of end 
items of a given class utilized by the Army. 

It is proposed in this study that the total unit cost per service day 
(i.e., the average cost of a given unit per day) incurred by the Army 
be a proxy for the deadline cost. 

Therefore, 

C =  (1 + FF)(AC/SL + RMC) + CC 
+ IC 

365 

C  = Deadline cost per service day 

FF = Float Factor 

AC = Acquisition Cost/standard price 

SL = Service Life in years 

RMC = annual Repair and Maintenance Cost 

CC = annual Crew Cost 

IC = Impact Cost - i.e., the cost of other personnel and 
equipment dependent upon the deadlined unit for continued 
operation 

TRIAL RUN AND SENSITIVITY ANALYSIS 

To test the model, data (Appendix A) was collected for the ARAAV, M551; 
VADS, ML63 and Ml67; and Howitzer, M109A1; and entered into the model, 
Table 1. 

TABLE 1 - FORCE MODEL INPUTS 

M551       ML63 

Float Factor 
Acquisition Cost 
Service Life 
Crew Cost 
Maintenance Cost 

0.033 
$259,930 

20 Yr 
$U8,200/Yr 
$30,736/Yr 

0.09 
$276,377 

20 Yr 
$U7,580/Yr 
$l+7,859/Yr 

MI67 

0.09 
$220,*a6 

20 Yr 
$47,580/Yr 
$36,U3/Yr 

M109A1 

0.027 
$ll»5,8l2 

20 Yr 
$96,675/Yr 
$29,697/Yr 

The results obtained from the force level model are shown in Table 2. 
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TABLE 2 - FORCE MODEL RESULTS 

M551    MI63    Ml67    M109A1 

Deadline Cost per Service 
Day $256    $315    $272    $369 

Percentage of Acquisition 
Cost .09855   .11*    .12*     .25* 

It is of interest to note the impact of the higher crev cost for the 
MIO9AI upon the Deadline Cost per Service Day.  Also, the difference in 
the Percentage of Acquisition Cost for the M551 and M109A1 would clearly 
indicate that these factors are item peculiar and not common to a 
commodity class of items. 

Sensitivity analyses were conducted to determine model responsiveness 
to changes in data input and to identify those data elements which have 
the most significant effect on the independent variable, deadline cost 
per service day. First, an analysis of the major independent variables 
was performed in which each of these variables was increased by one percent 
while holding all the other independent variables constant and observing 
the percentage change in the dependent variable, Table 3. 

TABLE 3 - SENSITIVITY ANALYSIS 

(MAJOR INDEPENDENT VARIABLES) 

Independent Variable     M551       Ml63      Ml67      ML09A1 
(l%  Change)        %  CHANGE IN DEADLINE COST PER SERVICE DAY 

Float Factor .016 .0U8 .0U3 .007 
Acquisition Cost .1U8 .131 .121 .056 
Crew Cost .3^0 • U5U • UOO .718 
Maintenance Cost .516 .Uli» .Vf9 .227 

As can be seen, crew cost and maintenance cost have the most significant 
effect on the deadline cost per service day. Adding the independent effects 
of the two variables yields a value in excess of 86 percent for the items 
of equipment subjected to this analysis. 

To examine the sensitivity of the model at the account level, a similar 
analysis was conducted on each of the cost accounts which make up the 
annual crew and maintenance cost variables.  For a one percent increase in 
each of the account variables, the percentage change in deadline cost per 
service day shown in Table k,  were observed. 
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0.356 0.271 0.320 0.1+77 
0.035 0.037 O.OU2 O.0U6 
0.12U 0.101 0.117 0.19!+ 

0.051 0.109 0.101 O.0I+9 
0.01 0.025 0.02U 0.012 
0.022 o.oi+6 0.0U3 0.021 
0.166 0.202 0.182 0.115 

INSIGN INSIGN INSIGN INSIGN 
0.005 0.006 0.001+ 0.003 
0.077 0.065 0.01+7 0.02T 

TABLE 1+ - SENSITIVITY ANALYSIS OF ACCOUNTS 

ACCOUNT VARIABLE M551      Ml63      Ml67      M109A1 
(1%  Change) %  CHANGE IN DEADLINE COST PER SERVICE DAY 

Crew Cost 
Crew, Pay and Allowance - 
MPA 
Crew, Replacement Training 
Crew, Overhead 

Maintenance Cost 
Maintenance, Pay and Allowance 
MPA 

Maintenance, Replacement Trng 
Maintenance, Crew Overhead 
Consumption, Parts 
Consumption, Pet Oils and 
Lub - 0MA 

Transportation - 0MA 
Depot Maintenance 

It can be seen from this analysis that crew pay and allowance is the 
dominant factor, contributing nearly three times more to the deadline cost 
per service day than any other account. This variable, however, is easily 
computed based upon crew composite and pay grades and should have a very 
low estimating error.  It should also be noted that for three of the four 
items studied, repair parts are the next most significant variable.  Cost 
estimates prepared by the ARMC0M Cost Analysis Division, based upon repair 
parts demand history, provide reasonable estimates for this data element. 

Since the independent variable, service life, has a non-linear relation- 
ship with the dependent variable, deadline cost per service day, sensitivity 
calculation were made to observe the relationship between these two variables 
(Figures 1 through U).  As can be seen, service life does not effect the 
deadline cost per service day more than 10 percent providing the service 
life of the item does not fall below 12 years, using a base case life of 
20 years. The percentage increases a little more than double when moving 
from a service life of 12 to 8 years.  However, as service life is reduced 
to less than 8 years, the deadline cost per service day increases rapidly. 

For the items studied, the variable impact cost (IC) was not included 
because the effected organizations could not be identified. It was, however, 
of interest to get some idea of the relative magnitude of the cost of dead- 
line when impact costs are included.  A test case was developed to determine 
the impact cost resulting from the deadline of a 225 ton/hour rockcrusher 
and the four Horizontal Construction Platoons of an Engineer Battalion, 
which depend upon it for material.  It was found that when the rockcrusher 
was deadlined, 18 on-equipment crew personnel were idled, as compared to 
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85 personnel and their equipment (i.e., trucks, scrapers, etc.), who 
depend upon the output of the rockcrusher to accomplish their primary 
mission.  Cost data for equipment acquisition, personnel, and maintenance 
were estimated and inputted into the force level model. The results 
obtained are shown below: 

C =  (l + FF)(AC/SL + RMC) + CC     + IC 
365      

= (1 + 0)($U72,2^2/5 + $35.QOO/YR) + $l65,988/YR + $2,526/DAY 
365 DAYS/YR 

= $809/DAY + $2,5^6/DAY = $3,335/DAY 

As can be seen, the impact cost per deadline day is $2,526 or three 
times as large as the cost directly identified to the unit of equipment 
and its crew. 

COST ESTIMATING RELATIONSHIP (CER) 

The recommended method for computing the deadline cost per service day 
for a specific unit of equipment is by the force level model.  It is recog- 
nized, however, that there are situations in which an easily computed, 
approximate order of magnitude estimate will suffice. Based upon the results 
obtained from the force level model for the limited sample of four weapons 
systems studied the following CER was developed. 

C = .0006 (Acquisition Cost) + $32 (No. of personnel in Crew) 

Comparison of the deadline costs per service day obtained from the CER 
to the values obtained from the force level model disclosed that the CER 
results were accurate within -1%  to +11Ü. 

CONCLUSIONS 

For the hardware items used as test elements in this study, it would 
appear that the force-level model has a fairly high degree of stability. 
Except for the crew pay and allowance account, estimation errors of t  20 
percent or less in the independent variables will not have a significant 
effect on the dependent variable.  However, the crew pay and allowance 
account is readily computed based upon crew composition and grades for the 
item under study and the Military Pay and Allowance Tables and should have 
a very low estimating error. The remaining data required by this model 
are readily available for the items used in this study and for additional 
hardware items^.  It is, therefore, concluded that the force-level model 
may be applied, and it yields a reasonable estimate of the value lost to 
the US Army when an item of equipment is not available because of being 
deadlined. 

Technical Report No. 73-6 (unpublished), Comparative Cost Analysis WECOM 
Managed Items, I PEMA Hardware Unit Cost, II Annual Unit Operating Cost, HQ 
US Army Weapons Command, Cost Analysis Division, Rock Island, IL, April 1973. 
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APPENDIX A 

DATA ELEMENTS USED TO EXERCISE THE MODEL 

1. Float Factor 

M551 0.033 
M163 0.09 
ML67 0.09 
ML09 0.027 

2. Acquisition Cost 

M551 $259,930 
ML63 $276,377 
ML67 $220,l»l6 
M109 $lU5,8l2 

3. Estimated Service Life 

M551 20 years 
Ml63 20 years 
MI67 20 years 
MIO9 20 years 

k.    Crew, Pay & Allowance - MPA 

Based upon crew composition and average grade, level 

M551 $33,280/year 
ML63 $31,770/year 
Ml67 $31,770/year 
M109 $6U,280/year 

5. Crew, Replacement Training 

Based upon the percentage of annual turnover of item h  above 

M551 $3,300/year 
MI63 $1*,190/year 
M167 $l4,190/year 
MI09 $6,250/year 

6. Crew, Indirect 

Developed from data obtained from Comptroller of the Army, Cost 
Analysis, that the indirect cost per year for an individual soldier 
is $2,905. This factor is multiplied by the number of personnel in 
the crew. 

M551 $ll,620/year 
MI63 $ll,620/year 
ML67 $ll,620/year 

ML09 $26,lU5/year 
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TOTAL Crew Costs {h    + 5 + 6) 

M551 $U8,200/year 
Ml63 $l+7,580/year 
M167 $U7,580/year 
M109 $96,675/year 

7. Maintenance, Pay and Allowance - MPA 

Based upon equivalent number of man-years to perform maintenance 
actions. 

M551 $1t,630/year 
MI63 $ll,500/year 
MI67 $9,190/year 
MI09 $6,l*30/year 

8.  Maintenance, Replacement Training 

Based upon a percent annual turnover of item 7 above. 

M551 $l,7Wyear 
Ml63 $2,590/year 
MI67 $2,l60/year 
MLO9 $1,500/year 

9. Maintenance, Crew Indirect 

Based upon a computed percent value to allocate the indirect cost 
per individual soldier (item 6) to the number of equivalent man- 
years shown in item 7 above. 

M551 $l,956/year 
M163 $l+,859/year 
M167 $3,883/year 
M109 $2,717/year 

10. Consumption, Parts 

M551 $lU,990/year 
M163 $21,320/year 
MI67 $l6,590/year 
ML09 $15,020/year 

11. Consumption, Petroleum Oils and Lubricants - OMA 

M551 $60/year 
MI63 $100/year 
M167 
M109 $70/year 
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12.    Transportation - OMA 

M551 $U20/year 
MI63 $670/year 
MI67 $360/year 
mo9 $l+10/year 

13.    Depot Maintenance 

Overhaul costs prorated on an annual basis. 

M551 $6,9Wyear 
MI63 $6,820/year 
ML67 $l+,260/year 
M109 $3,500/year 

TOTAL Repair and Maintenance Cost  (7+8+9+10+11+12+13) 

M551 $30,736/year 
ML63 $U7,859/year 
M167 $36,Ul+3/year 
ML09 $29,697/year 
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REMOTELY MONITORED BATTLEFIELD SENSOR SYSTEM 

(REMBASS) DEFINITION EFFORT 

Mr. J. Douglas Sizelove 
US Army Electronics Command 

Mr. Lawrence W. Dennis 
Deputy Project Manager REMBASS 

System Description 

The Remotely Monitored Battlefield Sensor System (REMBASS) is a 
ground based supplemental surveillance system capable of remote opera- 
tions anywhere in the world. REMBASS is designed to provide the 
commander in the field with an all weather, day-night surveillance 
and target acquisition capability which will be used to complement and 
supplement other manned and unmanned surveillance systems. It is com- 
prised of small remote sensors, unattended data relays, and readout 
equipment which are capable of operation by the Army in the field. 

REMBASS is employed in the three basic roles of surveillance, 
target acquisition and alerting. These roles may take place in 
offensive, defensive and retrograde operations in high, mid, and low- 
intensity warfare, REMBASS sensors are to be employed by all echelons 
of the Army from patrol through division and employment within the 
maneuver battalion in fluid offensive and defensive operations is 
emphasized. In addition to tactical applications, the REMBASS alerting 
function is to be used for rear area and base security. 

The REMBASS is designed to be deployed both behind and forward 
of the Forward Edge of the Battle Area (FEBA) and will be capable of 
transmitting information over a distance of up to 60 km through the 
use of tandem radio repeaters. REMBASS sensors/relays are designed to 
be emplaced by hand, aircraft, and artillery. 

REMBASS must accomplish the following: 

a. Determining target classification, 
b. Determining the number of targets present, 
c. Determining the target direction, 
d. Determining target speed, and 
e. Determining the location of targets and sensors on standard 

UTM coordinates. 

The REMBASS will be composed of equipment that will fulfill the 
requirements generated by the using organization. The equipments will be 
organized into generic subsystems to describe the major functions of 
REMBASS. The six subsystems required for REMBASS are illustrated in 
Figure 1. 
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The function of the sensor subsystem is to report the presence of 
a target and to determine the class of targets that is being detected. 
Sensors are devices which use phenomena of a target to determine if a 
target is within the zone of influence of the sensor. Sensors will 
report this information to the sensor reporting unit where information 
can be assembled to fulfill the system surveillance, target acquisition, 
and alerting functions. Sensors will use acoustic and seismic tech- 
nologies to classify targets, and the information conveyed by a particular 
sensor will be identified with respect to that sensor. Sensors will have 
a detection range of 100 meters against men and 500 meters against 
vehicles. These ranges are dependent on environmental conditions. 

The function of the Data Transmission Subsystem (DTS) is to provide 
a means of data transfer between remotely deployed sensors and a Sensor 
Reporting Unit (SRU). This data consists of digital messages originating 
at the sensors as a result of target activations. These messages occur 
as short burst transmissions and contain control information, sensor 
identification, and various amounts and kinds of target data, dependent 
upon the type of sensor which originates the message. These messages 
may be received directly by a SRU receiver or they may be relayed through 
one or more repeaters if line of sight (LOS) between sensors and SRU 
cannot be achieved - The DTS may also provide a command link between 
the SRU and the Store and Forward Repeater. 

The DTS operates in the VHF band and several communication 
channels are available within the system bandwidth for independent, 
simultaneous, non-interfering operation between multiple sensor fields. 

The function of the Sensor Reporting Unit (SRU) Subsystem is to 
display incoming sensor data so that an operator can perceive and 
determine target activity in his area of interest. The SRU Subsystem 
provides the data processing, hard-copy recording, visual display and 
command capability for the REMBASS. Data presented to operator 
provides the basis for pattern analysis and assessment of target 
movements. 

The SRU subsystem may be used at battalion, brigade, and division 
levels. 

The function of the delivery subsystem is to deliver REMBASS 
equipment by one of the following three means: 

A. hand emplacement, 
B. aircraft emplacement, and 
C. artillery emplacement. 

The Target Position Location (TPL) Subsystem estimates location 
and velocity of a target in the area being monitored. The velocity 
measurement is useful in predicting target position a short time ahead 
so that effective counteraction may be initiated. There will ordinarily 
be an array of two or more sensors emplaced to cover the target area. 
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Data from sensor arrays assists in locating and predicting target motion. 
Array data is processed at the SRU, either manually or by computer. 
The TPL Subsystem also includes computer algorithms, where necessary, 
to process array data and to generate the required target location estimates, 

The function of the Power Sources Subsystem is to provide appropriate 
self-contained power sources for use in REMBASS unattended or portable 
equipment. These power sources must supply adequate voltage and current 
to power the REMBASS equipment for the full operational life and under 
all the specified environments. The principal REMBASS power source is 
the lithium organic electrolyte primary battery. This will be available 
in a standard Army format for hand emplaced equipment, and in a common 
REMBASS shock resistant format for air or ballistic emplaced equipment. 
Both formats will be compatible with REMBASS electronics and with standard 
Army battery test equipment. 

PROBLEM 

The basic problem was to define the REMBASS. Although the problem 
can be stated simply, it is a very complicated one to solve. 

REMBASS is not really a fixed system. It is rather an inventory 
of equipments from which the commander can select those items he requires 
for a certain mission. The system definition is complex and involves 
input from several different agencies. The definition process cannot 
be accomplished by the developer in a vacuum. The close cooperation of 
the user is necessary. 

To solve the problem, the Project Manager (PM) REMBASS established 
an iterative process between the AMC and TRADOC communities.  TRADOC 
first submitted a basic set of requirements. The PM then established 
six subsystem teams to review these requirements. 

Each subsystem team was composed of representatives from the MITRE 
Corporation, the Office of the PM, the ECOM Systems Analysis Office and 
various Government laboratories which were directly involved in development 
work in the subsystem area. 

The PM directed the teams to formulate a series of questions which 
had to be answered in order to define the subsystem. Alternative solu- 
tions were also generated. The questions and alternative solutions were 
reviewed and approved by the FW. 

Each problem was analyzed separately and the method used is described 
in the following section. 

METHODOLOGY 

After each problem was formulated, a list of viable solutions was 
generated. The subsystem teams attempted to make me  list a complete 
one, where no viable alternative was initially eliminated from further 
analysis • 
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Since there were a large number of analyses to perform and a 
limited time in which to complete them, a standardized method was devel- 
oped for collecting data, analyzing the data and documenting the results. 

Each subsystem team examined each problem individually and developed 
a list of evaluation criteria. These criteria were to represent all' 
pertinent factors which must be considered in solving the problem. 

At this point the alternatives and evaluation criteria were estab- 
lished. The data collection phase could now begin. This was a two step 
process. The first was to generate quantitative data (i.e. range in 
meters, cost in dollars, etc.). Once this had been completed, these 
quantitative values were converted to relative values on a common scale 
and are called scores. 

While the subsystem teams were engaged in the data collection, 
another group was generating weighting factors. This second group was 
made up of management oriented personnel who are familiar with basic 
priorities within the Army. The group included the PM and his deputy, 
and AMC, TRADOC and DA personnel.  The generation of weighting factors 
in essentially determining the relative importance of the criteria. 

A completed matrix of alternatives, scores and criteria weights 
is shown in Figure 2. 

The scores and weights were then combined to determine the preference 
ranking of the alternatives. Four weighting techniques were utilized to 
combine the scores and weights. They are described below: 

1. Additive weighting combines the weights and scores in a linear 
fashion. Subcriteria weights and scores are multiplied and summed within 
each major criteria. The sums are multiplied by tie appropriate major 
criteria weights and summed again. 

This can be expressed as follows: 

Where; 

ER  =  Evaluation Rating 

ai.k m       Relative Evaluation Score for Alternative i 
for Subcriterion k of Major Criterion j 

S
jk =  Weighting Factor for Subcriterion k of Major Criterion j 

W  =  Weighting Factor for Major Criterion j 

n = 

rj  = 

Number of Major Criteria j 

Number of Subcriteria of Major Criterion j 
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2. RMS Weighting ■ The resultant evaluation rating is the square 
root of the sum of the products of the evaluation score squared times 
its appropriate weighting factor. This can be expressed as follows: 

ER = 

K = l 

This method places greater emphasis on high scores. 

3« Multiplicative Weighting - The resultant evaluation rating is 
the product of all evaluation scores raised to the power of their appropriate 
weight. This can be expressed as follows: 

S   \   d 

■ft n-ii ;«i \K«I lJK 

This method places greater emphasis on low scores. 

k.    Logarithmic Weighting - The resultant evaluation rating is the 
logarithm of the sum of the products of 2 raised to the evaluation score 
power times its appropriate weight. This can be expressed as follows: 

ER  = IoG2 

TJ 
EJ E 2^' 
J-l  J\K = 1 

This method places extreme emphasis on high scores. 

The application of these four techniques to the data of Figure 2 
results in the Evaluation Ratings of Figure 3- 

The resultant ratings are based on nominal values of scores and 
weights. Both are subject to dispute as they represent opinions of 
persons involved. Because of the subjectivity of the values, it was 
decided to perturb them and examine the effects on the results. 

It was decided not to vary the scores. They were the output of 
technical "experts" and were based on quantitative data which could be 
supported. The weights, on the other hand, are strictly a matter of 
opinion, and should be varied. 

The group supplying weights was asked to supply a range on the 
nominal values. This is essentially an attempt to Preclude "what if'1 

questions at the end of the analysis. By using the minimum and maximum 
values for major criteria weights (and scaling the remaining weights up 
or down accordingly) and repeating the calculations, one can develop 
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confidence in the rankings. An example of these results is shown in 
Figure h.     (Because the impact of the subcriteria weights on the evalu- 
tion rating is much less than the major criteria weights, a sensitivity- 
study including subcriteria weights was not considered necessary.) 

It is very likely that the results will change when the weights are 
varied and when one weighting technique is compared to another. To 
resolve this, the final ranking of alternatives was based on a rank 
frequency chart as shown in Figure 5. This chart is a summary of rank 
position for all calculations made. It was decided to use rank as the 
final basis rather than scores, as scores shift in the different weighting 
techniques and averaging could erase the differences. 

The results were reviewed and used to generate conclusions and recom- 
mendations. A presentation was then made to the PM. 

APPLICATION OF RESULTS 

The results of these analyses were utilized in the next iteration 
with the user. The PM asked the user more specific questions about his 
requirements, specifically the types of functions he desired in REMBASS. 
When the user stated a requirement for a certain function, the PM could 
present the analysis addressing that area and explain how the function 
would be implemented in the system. 

Upon completion of this iteration, the results were taken by the PM 
and given to a Systems Group. This was made up of persons who were 
familiar with the results of the separate subsystems analyses. They 
were to examine all results and resolve any problems created by combining 
the separate pieces into a system. This effort.is currently being 
accomplished with a scheduled completion data of 2nd Quarter FY-75. 
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Figure 2 

A B c D E 

I. COST (.2000) 

1. R&D (.2000) k.o 6.0 10.0 7.0 10.0 

2. Acquisition (.3075) 10.0 2.0 2.5 6.5 1.0 

3- Life Cycle Support (.4125) 6.0 6.0 7.7 5.0 2.3 

II. PERFORMANCE (.2750) i 

1. Stability (.2900) 10.0 7.0 .0 10.0 7.0 

2. Power (.3150) 6.0 7-5 10.0 8.0 10.0 

3. Reliability (.3950) 6.0 8.0 8.0 8.0 10.0 

III. VERSATILITY (.1875) 9.0 k.o k.o 10.0 2.0 

IV. SCHEDULE (.1000) 7.0 7.0 5.0 7.0 5.0 

V. TECHNICAL RISK (.0875) 7.0 8.0 6.5 8.0 8.0 

VI. PHYSICAL (.O875) 7.5 9.0 10.0 8.0 9.0 

VII. HUMAN FACTORS (.O625) 10.0 8.0. 6.0 7.5 8.0 

ALTERNATIVE KEY 

A. DIGITAL FREQUENCY SYNTHESIZER 
B. SINGLE FREQUENCY OSCILLATOR MODULE 
C. CRYSTAL SUBSTITUTION 
D. COMBINATION OF ALTERNATIVES A, B, & C 
E. FIXED FREQUENCY/FACTORY SET 
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Figure 3 

Evaluation Ratings and Ranks Listing Nominal Weights and Different 
Weighting Techniques 

ALTER- ADDITIVE RMS MULTIPLICATIVE LOGARITHMIC 
NATIVE RATING RANK RATING RANK RATING RANK RATING RANK 

A 7.68 2 7.87 2 7.*e 2 8-57   2 

B 6.40 3 6.71 5 5.97 3 7.33   5 

C 6.03 5 6.72 it 3.62 5 8.14   k 

D 8.09 l 8.22 1 7.9^ I 8.75   1 

c 6.04 it 6.92 3 4.76 It 8.40  3 

ALTERNATIVE KEY 

A. DIGITAL FREQUENCY SYNTHESIZER 
B. SINGLE FREQUENCY OSCILLATOR MODULE 
C. CRYSTAL SUBSTITUTION 
D. COMBINATION OF ALTERNATIVES A, B, & C 
E. FIXED FREQUENCY/FACTORY SET 
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FIGURE 4 

OVERALL SCORES AND RANKS LISTING WEIGHTS CHANGING COST FACTOR 

ALTER- 
NATIVE 

ADDITIVE 
RATING RANK 

RMS 
RATING RANK 

MULTIPLICATIVE 
RATING RANK 

LOGARITHMIC 
RATING RANK 

MIN COST 

A 
B 
C 
D 
E 

7-73 
6.59 
6.02 
8.28 
6.29 

2 
3 
5 
l 
4 

7.90 
6.86 
6.71 
8.40 
7.09 

2 
4 
5 
l 
3 

7-55 
6.22 
3.50 
8.16 
5.11 

2 
3 
5 
1 
4 

8.55 
7.43 
8.14 
8.86 
8.46 

2 
5 
4 
1 
3 

MAX COST 

A 
B 
C 
D 
E 

7.58 
6.04 
6.05 
7.69 
5.53 

2 
4 
3 
1 
5 

7.8l 
6.4o 
6.75 
7.86 
6.57 

2 
5 
3 
1 
4 

7.34 
5.52 
3.88 
7.51 
4.13 

2 
3 
5 
1 
4 

8.60 
7.11 
8.15 
8.50 
8.30 

1 
5 
4 
2 
3 

WEIGHTS USED IN THESE RUNS 

MIN COST:  COST - .1250, PERF - .3008; VERS - .2051, SCHD - .1094, 
RISK - .0957, PHYS - .0957, H F - .0684 

MAX COST:  COST - -3500, PERF - .2234, VERS - .1523, SCHD - .08l2, 
RISK - .0711, PHYS - .0711, H F - .0508 

ALTERNATIVE KEY 

A. DIGITAL FREQUENCY SYNTHESIZER 
B. SINGLE FREQUENCY OSCILLATOR MODULE 
C. CRYSTAL SUBSTITUTION 
D. COMBINATION OF ALTERNATIVES A, B, & C 
E. FIXED FREQUENCY/FACTORY SET 
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Figure 5 

CUMULATIVE RANK FREQUENCY TABLE 
ALL METHODS 

ALT 1st 2nd 3rd Vth 5th 

A 1 58 1 0 0 

3 0 0 28 7 25 

C 0 0 2 29 29 

D 59 1 0 0 0 

E 0 1 29 2k 6 

ALTERNATIVE KEY 

A. DIGITAL FREQUENCY SYNTHESIZER 
B. SINGLE FREQUENCY OSCILLATOR MODULE 
C. CRYSTAL SUBSTITUTION 
D. COMBINATION OF ALTERNATIVES A, B, & C 
E. FIXED FREQUENCY/FACTORY SET 
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CAMOUFLAGE R&D - A CHALLENGE TO OPERATIONS RESEARCH 

By Messrs. R.H. Adams, F.P. Paca and A.T. Sylvester 

Army Mobility Equipment Research and Development Center 

I am Bob Adams.  For the past six months I have been helping the 
Camouflage Lead Laboratory at the US Army Mobility Equipment Research 
and Development Center (MERDC) evaluate camouflage testing.  I am here 
today to report on some of the more interesting challenges to operations 
research (OR) which are apparent in Camouflage R&D.  This paper is largely 
the product of briefings prepared by my coauthors, Mr. Frank Paca, Chief 
of the Camouflage Effectiveness Assessment Office and Mr. Allan Sylvester 
of the Countersurveillance and Topographic Division.  I have also borrowed 
liberally from thinking of our own Systems Analysis Office personnel and 
from contractual assistance, largely Battelle people. 

As you probably know, the Army Materiel Command (AMC) has recently 
begun working to camouflage the Army under HQ Department of the Army 
guidance.  Right here, in developing guidance, OR enters into the camou- 
flage picture.  But as you also probably know, this kind of guidance 
generally develops from an upward flow of requests for guidance.  In 
this paper we are going to discuss the analyses necessary to determine 
what detailed guidance is required at the R&D level, that hopefully, OR 
is going to assist in providing. 

Operational research techniques have been used to some degree in test 
and evaluation of items in the Camouflage R&D process, mostly in test 
design.  Integration of OR into systems analyses has been less frequent 
and only more recently attempted in the camouflage community.  Experi- 
mental designs were developed formally for field trials of the effect of 
various degrees of camouflage on fighter pilots' ability to detect and 
attack vulnerable segments of air defense sites.  Similarly, statistical 
design techniques have been used to set up tests of pattern painting's 
effect on detection and identification of various Army vehicles - tanks, 
APC's, tracked command posts, etc.  The first in-house major systems analy- 
sis of countersurveillance and counter target acquisition was attempted 
last year.  The draft study was evaluated by a committee made up largely 
of operations research oriented personnel, including a past president of 
the Operations Research Society of America, and led to development of a 
Master Plan for Camouflage R&D now being staffed in the US Army. 

One of the tasks made obvious by the Master Plan development was a 
requirement for review of testing methodology with an eye toward devel- 
opment of quantitative objective data.  There are very likely methodologies 
available which might integrate test data into generally usable quantitative 
measures of effectiveness (MOE's) of camouflage.  This we are starting on. 
And this is why we are putting forth a call for help today - how can OR 
and the OR community assist Camouflage R&D in determining where we want to 
go, and how far? What camouflage methods available today are cost effective 
for an Army company and are they more or less cost effective for a division? 
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How effective must new camouflage methods be to make R&D and the procure- 
ment cycle costs worthwhile in consideration of the detection threat 
probable at that time in the future when the new camouflage reaches the 
troops? 

We are going to enlarge on these questions in the rest of this paper 
and try to put them in context.  In the next section I want to give you 
some examples of development:  some just beginning, some in the test and 
evaluation phase of R&D, and some ready for near-term application.  The 
following phase of the discussion covers OR aspects of the R&D cycle for 
camouflage projects, including requirements for evaluation of concepts 
and hardware as camouflage development proceeds; criteria for decision 
as to continuation of camouflage R&D projects versus cutoff; and the 
relationships of development and assessment agencies. 

The final phase of this paper consists of a review of the basic steps 
of systems analysis as taught here at ALMC, and the normally recognized 
problems in OR analysis of "effectiveness", reviewed in terms of "what 
is good camouflage".  These should exemplify the challenge of camouflage 
to operations research.  In conclusion we will indicate our hope-, to 
obtain the OR assistance that you as individuals and your offices might 

ivide in response to the challenge. 

I believe that I should indicate what aspects of camouflage will not 
be discussed in this paper due to time and classification limitations. 
We recognize that the scope of the problem presented is much larger and 
has many aspects which we will not touch on today.  Discussion of the 
threat to our forces which might be countered by camouflage will be 
limited, the sensor spectrum which our camouflage must counter, and de- 
tailed examples of camouflage R&D will not be fully developed.  And 
although we will be talking "countersurveillance" and "counter target 
acquisition", MERDC's charter is limited to passive systems and only 
passive measures will be considered.  Destruction of enemy sensors or 
observation platforms are part of firepower solutions to the problem, 
not passive, and are not discussed.  Electronic countermeasures which are 
not part of the Camouflage Lead Lab's responsibility will also not be 
considered. 

So what are examples of the camouflage projects in R&D which lead to 
this challenge to OR?  I will mention eight or ten in a moment, but just 
grouping these projects for discussion raises an OR or systems analysis 
(SA) problem.  Measures of effectiveness (MOE's) and their assessment 
will be the principal area of camouflage requiring operations research, 
so I would like to take time to describe our current views as to groupings 
of MOE's.  Other studies have indicated that there are at least seven or 
eight levels of assessment from the item or bench level up to the US 
national goal levels.  Only four levels are of significant interest to 
the Army camouflage program.  The four levels are design, system, tactical, 
and force.  The first two are of prime interest to the AMC development 
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community.  The design and system levels make technical assessments of 
the items characteristics and technical performance.  The tactical and 
force level assessments study the utility of camouflage and ask "what 
did it do towards winning the battle? Chart 1 indicates the objectives 
or basic purpose of each assessment level. 

I would like to note one other major general OR subject pertinent to 
many of our comments about the current state-of-the-art of camouflage 
analysis.  The assumptions involved in camouflage evaluations have not 
been made explicit.  We are only beginning to realize that there are 
positive and negative assumptions implicit in our evaluations, and 
these assumptions may be of overriding importance. Will the commander's 
use of camouflaged vehicles be as effective if he cannot see them as 
when his forces are visible for all to see?  It is implicitly assumed 
to be in most camouflage evaluations. 

Back to Chart 1.  Projects in the early stages of development are 
generally subject to evaluation almost strictly from the point of view 
of design criteria.  Does this piece of equipment suppress the dust cloud 
normally raised by tank movements? To what degree does that type of camcu- 
flage net attenuate radar viewing or near infrared photography? Similar 
questions are being asked about various anti-sensor devices, hiding of 
vehicular movement behind smoke screens, and even about computer model 
simulations of heat generating features of electric generators, tanks, 
and fuel storages. 

Concept validation is also done at the design level.  How, and under 
what conditions, camouflage equipment is to be used, may well be the key 
to the effectiveness and value of the equipment.  I will be back to 
problems with higher level mission objectives a little later, but for 
examples of current camouflage R&D, I will stick to very low level system 
descriptors - movement camouflage, dispersion and decoys, smoke, etc. 
However, I will separate projects in early stages of development from 
those which we think might offer a near-term capability for camouflage 
and from projects in test and evaluation, because I will have different 
things to say about each of these groupings of projects. 

Camouflage which has proven successful in design evaluation must be 
considered for its effectiveness at the system level. What different 
camouflage equipment must accompany a unit moving through varied types 
of terrain, and what are the vehicle requirements to move it? Similar 
questions apply to camouflage of uniforms and equipment for the individual. 
What equipment is required to repaint a mechanized unit to provide a CBR 
protective coating?  How often must pattern painting be modified - telling 
us how much paint and thinner and how many spray guns must move with a 
battalion? What Is the weight of poles needed to support camouflage net, 
how should they be packaged and where should the poles, net, spreaders, 
and tie-down materials be carried?  These are system questions, and like 
technical design level questions, they are generally engineering, not OR 
problems, although they imply tactical level OR problems. 
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ASSESSMENT OBJECTIVES 

ASSESSMENT LEVELS 
OBJECTIVES DESIGN SYSTEM TACTICAL FORCE 

CONCEPT OR DESIGN VALIDATION X 

TECHNICAL PERFORMANCE OF 
ITEMS/SYSTEMS 

X 

EXPECTED PERFORMANCE 
DURING OPERATIONS 

X X 

TACTICAL CONSEQUENCE OF 
TECHNICAL PERFORMANCE 

X 

EFFECTIVENESS COMPARED TO EQUAL 
COST  ALTERNATIVE X X 

AGGREGATED CONTRIBUTION TO 
FORCE EFFECTIVENESS X 



Chart 2 lists some assessment methods used to measure effectiveness 
of various kinds at the four key assessment levels.  Facilities, equipment, 
installations, and methodology needed for test and evaluation can become 
a problem at the design and system levels of assessment.  Test design 
almost always becomes an OR problem when considered for tactical and force 
application levels. 

Experimental evaluations of effectiveness can lead to unexpected results. 
Camouflage of a Division Headquarters by paint and nets, evaluated at MASSTER, 
rather than providing indications of the value of paint and nets, indicated 
the need for camouflage discipline - personnel, beer cans and trash in the 
open, vehicle tracks leading to netted thickets, jeeps left uncamouflaged. 
Evaluation of various paint patterns for a moving tacked command vehicle, 
carried out at Fort Hood, indicated that the degree of color contrast with 
the background was more important than the pattern used.  Evaluation of 
patterns on pattern boards at Fort Knox indicated that positioning of thi 
boards relative to tree or contour lines was more important than the patterns. 

Time expended on systems analyses and OR for test and evaluation of camou- 
flage has only begun to be significant in the last few years.  Mathematical 
model development has so far been confined to specialized purposes such as 
sensor studies, with overall value of camouflage a second order parameter, 
often input.  Under our direction, Battelle has recently completed a study 
of MOE's for camouflage, but results are primarily requirements for MOE's; 
themselves.  A two manyear systems analysis effort in-house has produced a 
good analysis of the variables involved in camouflage evaluation, but mos t 
of the work to determine sensitivity and to fit available test inputs into the 
system remains to be done. 

That is about all I have time to tell you about what has been done. From 
these efforts to date we have learned largely about what we need to know. 
So now I would like to discuss the requirement for evaluation of concepts and 
hardware as camouflage developments proceed. First, there is the need for 
data to justify continuation of any camouflage project underway.  At what 
point in a series of design test failures should the basic project be stopped 
(assuming that other approaches are still possible)? More often our question 
is:  to what degree must desired capabilities be assured in order to justify 
continued funding of the project. The OR problem is: how effective is 
effective enough? 

Perhaps a few specific examples are in order. We are designing radar 
scattering nets and paints. We are confident that by the time such materials 
can be with the troops, the threat will be greater.  Should we continue 
with projects that will thwart surveillance by today's radars but which will 
probably not be effective against the higher resolution airborne radars o.: 
tomorrow? 

Another example:  preliminary testing indicates that pattern painting 
can significantly disrupt aiming capabilities under certain combinations of 
background, pattern and colors used, type of observing sensor, and distance 
from aiming point. What OR techniques, test designs and replications can 
confirm that pattern painting should be extensive? 

267 



ASSESSMENT METHODS 

ASSESSMENT LEVELS 

METHODS DESIGN SYSTEM TACTICAL FORCE 

LABORATORY EXPERIMENT 

ENGINEERING TEST 

ONE ON ONE MODELS 

X 

X 

X X 

FIELD EXPERIMENTATION 

HIGH RESOLUTION MODELS 

FIELD EXERCISES (1) 

X X 

X 

X X 

GAMES AND SIMULATIONS 

COMPUTER ASSISTED 

WAR GAMES 

COMBAT LESSONS LEARNED X X 

X 

X 

(?) 

(1) INCLUDES LARGE OPERATIONAL TESTS 



Two other examples of the problem of how effective is effective enough: 
First, considering the countless combinations of possible battle conditions, 
what scenario aspects so significantly influence the effectiveness of i 
type of camouflage as to establish "must" criteria for a type of camouflage? 
Must we use the criteria of the worst situation in terrain, flora, roacs, 
urbanization, footing, season, precipitation, ceiling, visibility, wind 
direction and velocity, space control ratio, firepower ratio, tactical 
skill ratio, and other scenario factors to evaluate effectiveness of a 
camouflage program? 

And the last example I'll mention relates to the influence of the 
logistic tail on the effectiveness (and cost) of projected camouflage.  Can 
equipment to be hidden carry its own cover or must extra vehicles be added 
to support the camouflage?  If vehicles carry their own camouflage, wha: 
decrease in efficiency or effectiveness results and how can this be 
measured? 

When a camouflage project satisfies whatever continuation versus cutoff 
criteria are used, at least two other significant questions occur in 
the RDT&E cycle for which OR should be conducted.  These will be discussed 
briefly. 

One very important OR factor concerns the measures of effectiveness 
(MOE's) referred to several times previously.  Design and system level 
MOE's have been shown to be of a different type than tactical level MOE's. 
What are the performance goals for a camouflage system in tactical situations? 
How do they vary with scenarios? And assuming we can say what the camouflage 
system must accomplish, how do we measure whether or not performance goals 
are obtained? 

Measurement of performance at the higher levels of assessment is very 
difficult.  Subjective measures have generally been obtained by maneuvers, 
or simulated tactical situations.   The MASSTER facility at Fort Hood has 
been used to evaluate tactical operations at the company and battalion 
levels, in this subjective manner.  The Combat Development Evaluation 
Center (CDEC), at Fort Ord has been used to measure results from platoon 
or company level tactical situations.  CDEC's facilities provide some 
quantitative measures, and we hope to use them more in the future. 

But the real-life use of tanks and helicopters and other real-life 
vehicles, with troops and necessary instrumentation is very expensive. 
It also has two other serious drawbacks.  It is so difficult to set up 
tactical tests that many types of testing are usually piggy-backed on 
a maneuver set up for some other basic purpose.  Because weather, time, 
or some other limitation causes cutbacks in original plans, some degrada- 
tion of the camouflage testing programs attempted at the tactical level 
has invariably resulted. 

The second serious drawback to the tactical level performance measure- 
ments result from the independence of development and assessment agencies. 
Chart 3, Organizations Vs Levels, indicates the agencies directly involved 
in the camouflage assessment process. Within AMC, various agencies are 
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ORGANIZATIONS VS LEVELS 

ORGANIZATION DESIGN SYSTEM TACTICAL FORCE 

AMC 
RDTE LABS 
STANO, BRL 

§                 TECOM 
AMSAA 

X 
X 
X 

X 
X 
X 
X X 

• 

X 

TRADOC 
CACDA 
CDEC X 

X 
X 

X 

FORSCOM 
MASSTER X X 

HQS - DA 

OTEA 

CAA 

X 

x 
X 

X 



responsible for testing, with TECOM responsible for testing most of the 
MERDC camouflage developments.  It is sometimes difficult to specify 
objective measurements needed.  There is often lack of assurance that 
testing is performed as desired because something is lost in the 
translation between agencies. 

The development and measurement of force level MOE's is the most 
difficult phase of camouflage R&D. What difference will use of individual 
and combined types of camouflage make on the outcome of a major engage- 
ment of forces? Here doctrine with regard to combat methods, along with 
doctrine as to use of camouflage, may be the most important factors deter- 
mining the effectiveness of camouflage.  The responsibility for developing 
doctrine lies with TRADOC, and to date, that command has only begun 
development of the requirements for doctrinal criteria believed essential 
to critically examine camouflage. 

The key problem, put another way, is to estimate military worth of 
camouflage per unit cost.  This evaluation is a combination of results 
from measuring performance for unit cost with military worth of a 
camouflage item's performance: 

Performance       Military Worth Military Worth 
Cost Performance Cost 

If we spend a million dollars on one type of camouflage for a brigade, 
what differen ce does it make in combat power or tactical results? Would 
other camouflage, or buying more tanks, trucks, or APC's do more to 
increase our combat power? 

By now I have mentioned some of the OR problems arising in camouflage 
R&D.  In the last section of this paper I would like to look at the 
challenge to OR from the point of view of systems analysis rather than 
from that of the camouflage program itself.  For this approach I am 
going to use the "six basic steps of systems analysis" and their list 
of major effectiveness problems in operations research, as taught right 
here at ALMC.  For each I will give an example from the camouflage R&D 
program. 

Step one in a systems analysis is selection of the objective. What 
objectives should the camouflage test and evaluation program have? How 
important is the requirement for assessments at the tactical and force 
levels with regard to the program of camouflage developments. 

Step two is to list feasible alternatives.  Camouflage has many 
purposes and there are often several possible methods for accomplishing 
each purpose.  Alternative methods of test and evaluation are usually 
technical choices, but alternatives in models and paper OR value assess- 
ment techniques are the logical alternatives. Can practical, acceptable 
models be developed for evaluating camouflage? 
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Step three is to estimate costs of alternatives. What are the costs 
of holding and deploying camouflage material, in CONUS, overseas areas, 
and forward combat positions? What units of measurement for loss of 
unit movement time when using camouflage nets are comparable to other 
incremental costs of nets? 

Step four is to develop an effectiveness scale.  Our previous 
discussions of MOE's illustrate this most important point.  I will only 
add that math models will almost certainly be emphasized in developing 
effectiveness scales to evaluate camouflage projects. 

Step five is to estimate the effectiveness of competing alternatives. 
Against how many backgrounds, at what ranges, with what type of observers, 
must what kind of measurements be made to be able to say that camouflage 
pattern A is more effective than pattern B in causing firing misses 
against tanks? What are the factors which must be variables in math 
models estimating effectiveness? 

Step six is to establish and apply cost effectiveness criteria. 
Under what conditions does smoke provide more effective camouflage than 
netting? What are the key factors in infantry, mechanized combat, 
and transportation units determining the effectiveness of various types 
of camouflage? 

Finally, in this section of examples of the challenge to OR offered 
by camouflage, I would like to talk about effectiveness problems. Again, 
I will use an ALMC list of "effectiveness problems in operations research" 
(from ALM-64-3497-H). 

The first problem is that of multi-attributes.  Camouflage may cause 
an item to be difficult to identify but simple to detect.  Under what 
conditions do these two attributes add to or subtract from the effective- 
ness of countersurveillance? And how do we make these measures objective 
rather than subjective? 

The second problem with effectiveness relates to measurability. Many 
attributes of camouflage are non-quantifiable. Even more are measurable 
only in units which are difficult to relate to each other. What units 
do we use to measure "flexibility" or "command interest" in camouflage 
items? And these must be related to units of measure, which have never 
been really satisfactory, for "morale" of troops, and "leadership". 

The problem of commensurability of effectiveness measures also was 
illustrated by the last examples. Another involves comparing the value 
of decoys in drawing fire with pattern painting in causing misses. 

The importance of attributes is the next problem area.  Is deceiving 
the enemy as to the size of the force opposing them more important than 
denying him indications of your intentions, say as to attack?  If the 
probability of detection of a forward refueling area is 95 percent 
against infrared photographic reconnaissance and 5 percent against visual, 
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is the camouflage method used better than if there is a 50-50 chance of 
detection by either method? 

The problem of sensitivity is of vital significance to camouflage 
effectiveness because of the very large number of variables involved. 
Attenuation of infrared night vision sensors is much more important 
at night than are methods to prevent visual observation. What factors 
should math model sensitivity studies concentrate on initially? What 
is the difference in sensitivity of dust suppressors on tracked vehicles 
as a function of terrain types and areas of the world? 

Lastly, the problem of uncertainty is intimately connected with 
measurement of camouflage effectiveness.  Is protection against aerial 
observation worthwhile if the probability of visibility is only 10 percert? 
What is the likelihood of contingency warfare in an area requiring snow 
nets as compared with one requiring woodland screen or a desert blend? 

In conclusion, let me reiterate that my purpose today has been to 
give enough examples of OR problems in camouflage to give you a feel 
for the challenge to OR it represents. We are thinking about approaches 
to many of these problems and are working actively on some. As we find 
obstacles, we intend to get out in this OR community for advice and 
assistance. 

But don't wait for us.  If ideas in this area hit you, my address 
and phone number are listed with the meeting agenda. And I would be 
pleased to discuss or just listen to your suggestions.  We are open to 
suggestions from uniformed people with hands-on experience, from those 
of you on military staffs and analysis agencies, and from the contractor 
community - in short, from anyone with an idea which will fit our problems. 
Application of practical OR to practical camouflage is not easy; rather 
it is highly complex and difficult. Most military people feel (from 
somewhere about the belt-line) that "camouflage is good". That's not 
enough, however, to sell expensive programs for R&D and procurement. 
Abilities to measure and quantify are important to our programs to 
provide the best in camouflage protection to the troops in the field, 
because if we can't sell the programs, the troops will never get the 
goods. 

That, gentlemen, is the real challenge to OR in the camouflage business. 
Questions?? 
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A COMBAT RATES LOGISTICS ANALYSIS 

MR. JAMES C. RICHARDS 

SYSTEMS ANALYSIS OFFICE 
US ARMY ARMAMENT COMMAND 

ROCK ISLAND, ILLINOIS 61201 

BACKGROUND 

The purpose of this working-session paper is to examine some problem 
areas in a good systems analysis study. The study that we will examine 
is the Combat Rates P76-8O Study performed by the United States Army 
Concepts Analysis Agency (CAA) in Bethesda, Maryland. The study was 
directed by the Department of Army staff and is a reoccurring study 
effort on an approximately annual basis.  Therefore, the resolution of 
these problem areas may contribute in a real sense to future studies. 
In fact, the Concepts Analysis Agency is currently running two studies, 
the AMMIP-II and P78-82 studies, that could possibly be effected by 
recommendations concerning these problem areas. All of the problem areas 
to be discussed have been brought to the attention of the Study Advisory 
Group for these two studies and to the Concepts Analysis Agency study 
teams that are performing these studies. The direction for the performance 
of the P76-80 studies from the Army to the Concepts Analysis Agency en- 
visioned a much narrower use of the study output than actually occurred, 
and it was this broader use that created problems in the study effort. 
However, these problems are of a general nature and may impact in other 
than the Combat Rates area. 

Before discussing the problem areas, however, it seems appropriate to 
present some background on Combat Rates Studies.  Combat Rates are the 
quantity of ammunition required per tube per day and are used in the 
determination of ammunition requirements (Shown in Figure l).  Concept 
Analysis Agency's rates, in Figure 1, were designed to be used for 
planning theater war reserves only. 

The purposes of these studies are shown in Figure 2.  In addition to 
these purposes, there is a driving need for Combat Rates Studies to pro- 
vide a mechanism for the introduction of new items into the ammunition 
system.  Facilitation and inventory acquisition depend heavily on having 
available a meaningful way to establish reliable and realistic combat 
rates.  The guidance that CAA received restricted their effort principally 
to the determination of Combat Rates for the initial period of conflict; 
however, they did run a second period for each theater that was called 
sustaining rates. Again, CAA looked on their task as the determination 
of theater stockage levels and did not plan or intend that the rates be 
utilized for CONUS inventory or production base planning. The Army staff 
had used these studies for theater war reserve planning for the "budget 
year plus five" time frame and had negotiated the rates even for this 
time frame with regard to availability of rounds and weapons.  However, 
in the case of the P76-8O Study, the Army staff planned to use the rates 
(since they were called sustaining rates) for Ammunition Acquisition 
Objectives and Production Base Planning.  The Combat Rates Studies that 
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WHAT ARE COMBAT RATES 

COMBAT RATES   -   NUMBER OF ROUNDS OF AMMUNITION FIRED PER TUBE PER DAY 

BY THEATER BY FORCE. 

REQUIREMENTS   -   WEAPONS DENSITY   X   COMBAT RATES   X   NUMBER OF DAYS. 

USE PLANNING THEATER WAR RESERVES 

PLANNING AUTHORIZED ACQUISITION OBJECTIVE 

-  PLANNING PRODUCTION BASE 

Figure 1 

PURPOSE OF THE COMBAT RATES STUDY (P76-80) 

TO PROVIDE THE DEPARTMENT OF THE ARMY WITH THEATER COHBAT RATES 

FOR US FORCES AND REPUBLIC OF KOREA FORCES FOR PLANNING AND PRO- 

GRAMMING PURPOSES. 

TO PROVIDE EXPECTED EXPENDITURES OF AMMUNITION TO BE USED IN THE 

CALCULATION OF FIREPOWER POTENTIALS WHICH, IN TURN, ARE AN IMPORTANT 

INPUT TO CERTAIN WAR GAMES. 

TO PROVIDE RATES OF LOSS FOR MAJOR END ITEMS OF EQUIPMENT SO THAT 

ESTIMATES CAN BE MADE OF EQUIPMENT REPLACEMENTS NEEDED DURING THE 

EARLIER DAYS OF COMBAT IN THE EUROPEAN AND PACIFIC THEATERS. 

Figure 2 

275 



had previously been run had not provided any sustaining rates, and, 
therefore, these studies had not been used in these roles previously.  It 
was the availability of these sustaining rates that permitted the broader 
application of combat rates to the Ammunition Acquisition Objectives and 
Production Base Planning areas. 

In addition to the background, it is interesting to examine the im- 
pact of these rates in the Ammunition Acquisition Objectives and Produc- 
tion Base Planning areas. Figure 3 shows a comparison of the current and 
study rates for small arms and howitzer ammunition. In addition, the 
last column shows the impact of adoption of the new rates in ratio form. 
These ratios are based on the Pacific Theater sustaining rates because, 
by DOD guidance, mobilization and production base planning is based on 
sustaining rates in the Pacific Theater. Furthermore, the largest part 
of the Ammunition Acquisition Objective (better than 5055 in the current 
budget) is also based on the Pacific Theater rates. 

In addition to the rates, it is interesting to observe the impact on 
Level II, III, and IV requirements as a result of the adoption of these 
rates. The Level II, III, and IV requirements are in essence a limita- 
tion on the capacity of plants that can be built, maintained, retained, 
or modernized for production of munitions in the event of mobilization. 
For comparison purposes, Figure k  shows the impact on Level II for the 
155 Howitzer rounds. This is a fairly typical case which represents 
the severity of the impact that could result if these rates were com- 
pletely adopted. 

PROBLEM AREAS 

The P76-8O Combat Rates Study raised some problem areas for this type 
study effort that required resolution before proceeding to the next combat 
rates study.  These problems are discussed in detail below. 

DEFINITION OF SUSTAINING PERIOD:  The definition of the sustaining period 
to be used as a basis for sustaining rates is probably the most pressing 
and difficult problem area. The P76-8O Combat Rates Study used the activ- 
ity depicted in the F0REW0N Study in the D+76 to D+165 day period as a 
basis for sustaining rates in Korea. The activity, as depicted in the 
F0REW0N Study during this period, is very passive as a result of the 
cyclic nature of conflict.  CAA used the rate of movement of FEBA as the 
criteria for activity and in the FOREWON Study during this period, the 
FEBA was very stable. Therefore, the battle activity was classified as 
a light defense which consisted of patrolling and probing.  As a result 
of this low activity, the combat rates for the determined sustaining 
period were extremely low as were shown in the preceding figures.  In the 
logistic community, the sustaining rates are utilized for materiel acqui- 
sition, modernization expansion, and retention planning for the produc- 
tion base. Therefore, had we used these rates, the production base which 
is supposed to supply ammunition for an indefinite period after the ini- 
tial conflict would have been sized to supply only that ammunition required 
in these very passive periods.  However, materiel support planning guidance 
clearly expects the production base to be able to provide the ammunition 
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necessary to re-establish the original boundaries after the losses sus- 
tained in the initial period of conflict. The definition used by CAA for 
the sustaining period was not of sufficient duration and did not cover a 
wide enough range of ammunition usage to permit the production base mana- 
gers adequate capacity or inventory to achieve the objectives of the logis- 
tic support planning guidance. I am happy to report that the Chairman 
of the SAG for the P78-82 Study has recognized the need for a definition 
of the sustaining rates period. It has been decided that a period long 
enough to be representative of the sustaining period defined in the logis- 
tics guidance will be used in the new study.  Threat, forces, sequencing 
of postures, and the rate of introduction of replacement troops and equip- 
ment will be taken into consideration in the new study.  It should be 
recognized that the definition of this threat with its accompanying 
sequence of postures is a difficult task and strains the gaming methodology 
that is currently used in studies such as the FOREWON Study.  The Army 
staff's agreement to tackle this problem should make the combat rates to 
be developed in the P78-82 Study a more meaningful and useful study effort. 

FIXED LEVEL OF EFFECTIVENESS: A method is required that enables trade- 
offs between items of ammunition during and/or after a ombat ates tudy. 
This method must permit these trade-offs to be performed at levels of 
effectiveness that makes the trade-off results comparable. Frequently, 
it has been and probably will be necessary to change the list of avail- 
able items during, before, and after completion of a Combat Rates Studies. 
The essence of Combat Rates Studies is the development of rates and subse- 
quently requirements for new items that are expected to emerge from the 
RDT&E programs in the next several years.  Under these conditions, the 
performance of Combat Rates Studies is always going to require the use of 
item lists that have a high degree of change. Also, the transition from 
production of the replaced items to production of the new item must be 
planned. This causes a need for transition rates. Therefore, it is 
essential that appropriate and comparable trade-off methodology be avail- 
able. 

Some of the reasons that the supply of new or standard items may be 
restricted and cause list changes are given below. 

(1) (Insufficient) or (no) funds have been made available for either 
item acquisition of or production capability for new items making it necessary 
to substitute available items. 

(2) The development and/or production programs have been terminated 
because items failed to meet desired criteria. 

(3) The development programs have been delayed because of technical 
or funding difficulties. 

(k)    The Combat Rates Team or the development team or the user team 
have over-estimated the effectiveness of the new item or system in compar- 
ison to its final developed capability. 

(5) The new or standard rounds have developed difficulties that re- 
quire limitation being put upon their use. 
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(6) A new or Standard round of ammunition has limited use because an 
incompatibility exists between it and the weapon that fires it. 

(7) Higher authority, such as congress, decrees restricted use of an 
item of ammunition or a weapon system. 

With these many and these kinds of problems, it seems very unlikely 
that future combat rates studies will be made that do not require adjust- 
ments of the results, including trade-offs between items. 

In the past, the approach taken has been to rerun the submodels, in- 
serting the substitute item for the item that the substitute item dis- 
places.  This has resulted in the determination of "equivalent" rates that 
are not derived from equivalent levels of effectiveness. As an example, 
the new item could result in a winning war game and the substitute item 
could result in a losing war game.  It is recognized that it may not be 
possible to achieve the degree of effectiveness with a substitute item 
that was achieved with the original item.  (Ways around this problem are 
suggested in the solution section below.) It is mandatory that the de- 
cision makers, using the trade-offs derived, be fully aware of the condi- 
tions under which the equivalent rates have been developed. 

PROPOSED SOLUTIONS:  Several alternative approaches to the resolution of 
this problem area are offered. Some advantages and disadvantages of 
each method are discussed. No attempt has been made to be exhaustive in 
either resolutions or in the discussion area.  It is suggested that these 
approaches, as well as those suggested by other sources, be considered 
in the resolution of this critical problem. 

PROPOSED SOLUTION 1:  Determine the degree of force attrition accomplished 
with the basic item availability list.  Force the models to achieve this 
level of force attrition, using the substitute items.  If necessary, 
release model constraints and increase force structure to achieve these 
goals. 

ADVANTAGE:  This would provide the decision maker with a full account 
of the necessary changes and impact of the decision to use substitute 
items. 

DISADVANTAGE:  It probably is not realistic to assume that the deci- 
sion maker has this range of choices available. However, it may serve 
to make him aware of the problems that are created by his decision to use 
substitute items. 

PROPOSED SOLUTION 2: Determine the level of effectiveness that is achiev- 
able by the substitute items and rerun the basic case for the initial 
items, using this new level of effectiveness. Make the trade-off or equiv- 
alency determination at this level of effectiveness. 

ADVANTAGE:  This would provide the decision maker with a trade-off 
at a comparable level of effectiveness that does not require force struc- 
ture changes or violate the model constraints. 
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DISADVANTAGE:  The use of this lower level of effectiveness may re- 
sult in planning to buy a quantity of ammunition that is not large enough 
to "win the war" or, putting it another way; it may result in a losing 
strategy instead of a winning strategy. 

PROPOSED SOLUTION .3:  Sort out the target where equivalent levels of 
effectiveness can be achieved and make comparison of equivalent rates 
only on these targets only.  In addition, report those categories of 
targets that cannot be defeated and the quantity of ammunition in the 
base case required to defeat these targets.  (As an example, HE rounds 
required to defeat soft targets compared to ICM rounds, since equivalent 
effectiveness could be achieved plus ICM rounds to defeat hard targets 
for which only unreasonable amounts of HE could achieve the required 
defeat criteria). 

ADVANTAGE:  The use of this technique wouia permit a strong argument 
to be waged for an interim production capability and inventory of ICM 
rounds at least equivalent to that required to defeat the hard targets. 
In essence, this may provide a minimum capability in ICM rounds that is 
essential to the national defense of this country. 

DISADVANTAGE:  This methodology provides a continuous chain of 
interim solutions rather than one expensive and difficult long term 
solution when annual Combat Rates Studies are run. 

PROPOSED SOLUTION k:     Determine the force attrition achieved by the base 
case items and force the methodology to achieve the same level of force 
attrition with the items in the substitute list of items.  Release model 
and force structure constraints if it is absolutely necessary to achieve 
the level of effectiveness in the base case.  (This solution is similar 
to Proposal 1, except that, all items in the available list are being 
traded for each restricted item. 

ADVANTAGE:  (Same as Proposal l) 

DISADVANTAGE:  (Same as Proposal 1, plus the following) This makes 
trade-off between items extremely difficult, since, for each restricted 
use item, every other item in the system is allowed to change. 

CONFIDENCE LIMITS:  The P?6-80 Study derived one number for each item. 
Since these rates were developed, using both deterministic and subjective 
analyses, it is suggested that some estimate of the range in confidence 
levels of these estimates of combat rates be made.  These confidence levels 
should reflect the uncertainty in the combat rates as a result of potential 
variability in length and activity of the conflict during the sustaining 
period, the uncertainty in the scenario and theater of future conflict, the 
uncertainty in the input data used in the study and the uncertainty in the 
models and their heuristic rules.  It is suggested that scenarios, theaters 
of conflict, length of sustaining periods, intensity of conflict and data 
input be thoroughly studied using extensive sensitivity testing.  It is 
essential that future combat rate studies carry out their sensitivity 
testing in order to provide flexibility in planning and a higher confidence 
level in our ability to defend the country against any aggressor anywhere 
in the world. These suggestions have been brought to the attention of the 
chirman designate for the P78-82 SAG, and they will be addressed in the 
course of that study. 
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AMMUNITION COST INPUTS; The P76-8O Combat Rates Study was based on level- 
off costs for new items. These level-off costs included only the variable 
costs required, to produce the item.  Investment costs were not included, 
(investment costs normally include RDT&E funding, plus funds to establish 
the production base necessary to produce the item.) In addition, level- 
off costs do not include the variable costs required to learn to make the 
item plus the facility maintenance and layaway costs. The use of these 
level-off costs may not have provided the realistic basis upon which new 
item selection, should be made. 

The original guidance for Combat Rates Studies was to determine the 
supply rates for ammunition to be used during the initial 90 days of con- 
flict.  During this time period, the theater was not expected to be re- 
supplied; and, therefore, these rates were principally used for theater 
war reserve determinations.  It did not appear reasonable to spread these 
fixed costs across this relatively small amount of ammunition. The level- 
off costs were the best approximation available for an appropriate cost. 
However, after the initial studies were complete, the rates were frequently 
used to derive new supply bulletin rates, and these rates have a large 
impact in selection of items throughout the life cycle of ammunition. 
ACSFOR and CDC recognized this problem and established several study efforts 
to address this and related problems (examples, AMMIX by RAC and the 
original AMMIP studies by CDC). These studies did not develop appropriate 
methodology for handling mixtures of fixed and variable costs or non- 
linear cost quantity relationships.  It is recognized that inserting non- 
linear or fixed and variable costs in the present methodology is an 
extremely difficult problem and would probably unduly complicate these 
models. 

Since the present methodology does not address the total life cycle 
costs, and these costs are not highlighted in the study, the present 
methodology does not provide the necessary justification for these fixed 
investment expenditures when they are requested on the basis of decisions 
made, using the study results.  In the past, this has resulted in the es- 
tablishment of large requirements on items for which the Army has no pro- 
duction capability and low requirements (insufficient to support the 
existing base) on items for which we have existing production capability. 

The new Army staff structure, which places production as the last 
phase of the research, development, and acquisition cycle ,emphasizes the 
necessity to incorporate all appropriate costs. 

PROPOSED SOLUTION 1: Develop new methodologies that are capable of 
handling fixed and variable non-linear cost input. 

ADVANTAGE:  Provides combat rates that are truly based on life cycle 
or original operating costs. 

DISADVANTAGE: Attempts to achieve this goal in the past have resulted 
in models that were overly complex, difficult to operate, and required 
assumptions that were even less saleable than the current methodology (See 
AMMIX Study). 
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PROPOSED SOLUTION 2:  Develop new methodology that chooses ammunition 
expenditure unrestrained by costs.  Determine Combat Rates based on this 
methodology.  Then, spread total life cycle costs across this quantity 
of ammunition, determining an average cost per round for each specific 
item. Use this average cost for ammunition in the current models and 
determine if Combat Rates have changed significantly. If the Combat Rates 
have changed, redetermine average ammunition costs and rerun current models 
again. Repeat until combat Rates are determined to be stabilized. 

ADVANTAGE:  Models and methodologies required to perform these runs 
are probably available or can be developed with a minimum effort. 

DISADVANTAGE: Requires one or more reruns of the current methodology 
in order to develop appropriate rates. 

PROPOSED SOLUTION 3:  (Same as Proposed Solution 2 above, except process 
is started with level-off cost rather than unrestrained by cost.) 

ADVANTAGE:  (Same as Proposed Solution 2, but with shorter running 
timeT) 

DISADVANTAGE:  (Same as Proposed Solution 2, plus the following:) 

It may miss some opportunities to use new systems that would be available 
with Proposed Solution 2. 

PROPOSED SOLUTION k:     (Same as Proposed Solution 2, but process is started 
with an estimated life cycle cost based on recognized RDT&E and facility 
costs and estimated for a quantity based on the current production of the 
item to be replaced.) 

ADVANTAGE:  (Same as Proposed Solution 3.) 

DISADVANTAGE:  (Same as Proposed Solution 3.) 

STUDY RESULTS 

In order to evaluate the results of the Combat Rates Studies, it is 
critical that the study output include a measure of the success of the 
Blue forces in overcoming the Red threat. The user of the study output 
(for the logistics' side of the house, DCRDA) in the acquisition of ammuni- 
tion should know whether that quantity of acquired ammunition permitted the 
achievement of the Blue objectives.  Therefore, the methodology developed 
for use in the study should include a statement of results of the war game 
at its termination. 

The Concepts Analysis Agency has developed means of portraying the 
results of the game since the publication of the P76-80 Study. These 
results show the residual Red and Blue forces in equipment and personnel. 
This is a significant improvement in capability. 
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example, the decision maker should know that the quantity of ammunition 
calculated, using the P76-80 rates and current logistic guidance with 
designated force structures, will provide adequate ammunition to achieve 
our national objective of maintaining current boundaries in 10$ of the 
world situations; that we may face aggressors 90$ of the time, and in 30$ 
of the world situations, 10$ of the time. At the present time, the 
decision maker does not have any estimate of the confidence limits and 
probably a&sumes that the estimate of the risks are safe sided and will 
provide "adequate" ammunition for 90/? of the world situation, 90$ of the 
time.  By performing sensitivity analysis on inputs, using the current 
theaters and by looking at theaters and other potential conflict 
situations, an estimate of confidence could be placed on the combat rates 
output, and the decision maker would have this valuable information. 

Fourth, the P76-8O Combat Rates methodology did not tell the decision 
maker the probable results achieved by the quantity of ammunition.  In 
this study, the Blue forces did not attempt to regain any lost territory; 
therefore, it must be assumed that the Blue forces would ultimately lose 
the war, and the quantity of ammunition acquired would be "adequate" to 
bring about this defeat of our forces. Systems analysts must be acutely 
aware of the impact that these study outputs will have on future decisions 
and must take into account these facets of the study effort. The P78-82 SAG 
is going to address this problem area. 

The P76-80 Combat Rates Study is the type of effort that we in the 
logistics community need to assure that we can get these new, highly effec- 
tive systems into our national armory. But, we must make sure that the 
systems analysts that run the study and the SAG that provides the guidance, 
do their job, so that the product of their efforts is useable by the logis- 
tic planner. 
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TITLE:   Qualitative Risk Assessment Planning 

AUTHORS: Mr. William D. West 
Mr. John S. Bezner 
Mr. Wayne A. Wesson 
US Army Logistics Management Center 

Early in the life cycle of a new weapons system, it is desirable to 
have information relating the relative risk associated with developing 
each of the feasible alternatives. This information can be used to help 
in the decision process by giving the decision makers all of the available 
data for each alternative. The problem with performing a risk analysis, 
or risk assessment, early in the life cycle is that the data at that time 
is generally incomplete, unavailable, or highly subjective in nature. 
This paper will address the technique used by members of the Systems and 
Cost Analysis Department of the Army Logistics Management Center to assess 
the technical risk associated with each of the sixteen alternatives for 
the proposed Scout Helicopter. The risk assessment included only techni- 
cal risk, as cost and schedule risk were addressed by elements from AVSCOM's 
Systems Analysis office. 

SCOUT HELICOPTER SYSTEM DESCRIPTION 

The Scout Helicopter (SH) is to be a lightweight helicopter for use in 
cavalry, attack helicopter and field artillery units, which will be highly 
survivable. It will be used for reconnaissance, security and target ac- 
quisition functions around the clock and in all intensities of warfare. 

The SH will have a minimum crew of two, with complete dual flight 
controls, and have a flight performance compatible with the Advanced Attack 
Helicopter (AAH) and the Utility Tactical Transport Aircraft System (UTTAS), 
as well as nap-of-the-earth (NOE) day/night flight capability. Communica- 
tions with all Army ground units, other Army aerial vehicles and USAF air- 
craft will be possible. The crew and critical components will be provided 
with ballistic orotection. 

Sixteen design alternatives to be evaluated for technical risk were 
provided by the Aircraft System Division of the Scout Helicopter Special 
Task Force (SHSTF). The engines powering the alternatives for the Scout 
Helicopter were combinations of current and advanced technology designs 
with both single and twin configurations considered. Possible target 
acquisition equipment included the Airborne Laser Locator Designator (ALLD) 
and Forv/ard Looking Infrared (FLIR), while mission equipment was studied 
at two levels, light and heavy. The permissible combinations are designated 
in Table 1. 

TABLE 1 

(1) ALLD - Target Acquisition by Airborne Laser Locator Designator. 
2) FLIR - Target Acquisition by Forward Looking Infrared. 
3) LIGHT - Only Mission Essential Equipment (no Target Acquisition Recorder, 

no Projected Map Display, no Armament, no Air Conditioning, 
AN/APR 39 Radar Warning System instead of AH/APR 39/41, no Laser 
Detector, and other equipment reductions). 

(4) Current Single - This aircraft corresponds to the Bell Helicopter Model 
214 A. 



(5) BO-105 
(6) WG-13 

RISK ALTERNATIVES 

Engine No. of Mission Equipment Target Risk Assessment 
Technology Engines Package Acquisition Nomenclature 

Advanced Twin Heavy ALLDp) 
FLIRV2) 

ATE-T-H-A 
- _ _ ATE-T-H-F 
- - Light<3) ;,LLD ATE-T-L-A 
- - - FLIR ATE-T-L-F 
- Single Heavy ALLD ATE-S-H-A 
- - - FLIR ATE-S-H-F 

Current Twin Heavy ALLD CUR-T-H-A 
- - - FLIR CUR-T-H-F 
- - Light ALLD CUR-T-L-A 
- 

Single^ 
- FLIR CUR-T-L-F 

- Heavy ALLD CUR-S-H-A 
- 

/ f- \ 
- FLIR CUR-S-H-F 

German Twinw' Light ALLD GER-T-L-A 
- 

f C \ 
- FLIR GER-T-L-F 

English TwinW Light ALLD ENG-T-L-A 
•* ■ - FLIR ENG-T-L-F 

METHODOLOGY 

The general approach for assessing the risk of the proposed design 
alternatives consisted of obtaining risk assessments for each major 
component and then combining these results to assess the risk of each 
alternative. This approach for assessing risk is largely subjective 
in nature. To provide a common scale for assessing technical risk of 
items of equipment, a risk assessment plan was developed. 

The data collection and evaluation was conducted as follows: 

a. A questionnaire was developed which asked pertinent questions 
regarding schedule, cost, and technical requirements, capabilities, and 
risks associated with the major equipment packages to be used in SH designs. 
Cost and schedule risks were not directly considered in this report. The 
implications of schedule risks do enter indirectly into the technical risk 
assessments. 

b. These questionnaires were distributed to and completed by those 
members of the SHSTF whose area of responsibility covered a specific item 
of equipment. Each evaluator was provided a copy of technical risk guide- 
lines to insure uniform ratings. 

c. The results of these questionnaires were supplemented by interviews 
with other members of the SHSTF on such matters as Reliability, Availability, 
and Maintainability (RAM), logistics, fuel consumptions, vulnerability, etc. 

d. The results of this data collection were used by the risk assessment 
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team members to make pertinent observations and conclusions regarding 
technical risk associated with the given alternatives. 

The questionnaires included definitions of the various risk levels 
that were to be utilized during the study effort, to insure that the 
responses concerning risk would be as consistent as possible between the 
various responders. These risk level definitions are shown in Table 2. 

TABLE 2 

RISK LEVEL DEFINITIONS 

Risk 
Level Definition 

None On-the-shelf, fully developed, in production, and meets 
mil-specs. 

Low Small likelihood of not meeting requirements, at most 
15%. Fully developed, producible item meeting mil-specs 
but not in production. 

Moderate       At most 30% chance of not meeting requirements. Pre- 
Military Qualification Test (MQT) item requiring little 
further development effort. 

High At most 40% chance of not meeting requirements. Early 
prototype or breadboard requiring further development 
effort and debugging. 

Very High      At most 50% chance of not meeting requirements. Concep- 
tual , laboratory designs, item requires extensive R&D. 
Item may be pushing state-of-the-art. 

Unacceptably    Greater than 50% chance of not meeting requirement. Con- 
High Risk      ceptualized on paper. Item is theoretical in nature and 

exceeds current state-of-the-art. 

The risk assessment based on the questionnaire responses, considered 
only those attribute risks that varied between the attributes, as considera- 
tion of factors with uniform risk would not affect the relative ranking of 
the 16 alternatives. The results from the questionnaires as they applied 
to the technical risk of system elements are shown in Table 3. 
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TABLE 3 

PO 
00 

RISK SUMMARY OF ATTRIBUTES HAVING DIFFERENT RISKS 

ALLD FLIR ALLD FLIR ALLD FLIR ALLD FLIR 
ATE-T-H ATE-T-H CUR-T-H CUR-T-H CUR-T-L CUR-T-L ATE-S-H ATE-S-H 

ENGINE 
ATE-T High High 
ATE-S Moderate Moderate 
CUR-T None None None None 
CUR-S 

AIRFRAME 
COMPS Moderate Moderate Moderate Moderate Moderate Moderate Moderate Moderate 
METAL 

NAVIGATION 
ASN-99/ID-1655 Moderate Moderate Moderate Moderate Moderate Moderate 
INSTRUMENT MK III Moderate Moderate Moderate Moderate Moderate Moderate 

TAR ACQ 
ALLD High High High High 
FLIR Moderate Moderate Moderate Moderate 

TAR ACQ REC Low Low Low Low Low Low 
COMMO-AT-470 High High High High High High High High 
PFLIR High High High High High High High High 

ASE 
AN/APR 39 Moderate Moderate 
AN/APR 39/41 Moderate Moderate Moderate Moderate Moderate Moderate 
LASER DET High High High High High High 
FLARE DIS Moderate Moderate Moderate Moderate Moderate Moderate 
CHAFF DIS Moderate Moderate Moderate Moderate Moderate Moderate 

ARM SAWS Moderate Moderate Moderate Moderate Moderate Moderate 

(THIS CHART IS CONTINUED ON THE NEXT PAGE) 



TABLE 3  (cont) 

ro 
CO 
U3 

RISK SUMMARY OF ATTRIBUTES HAVING DIFFERNET RISKS 

ALLD FLIR ALLD FLIR ALLD FLIR ALLD FLIR 
ATE-T-L ATE-T-L CUR-S-H CUR-S-H GER-T-L GER-T-L ENG-T-L ENG-T-L 

ENGINE 
• 

ATE-T High High 
ATE-S 
CUR-T Low/Mod Low/Mod Low Low 
CUR-S None None 

AIRFRAME 
COMPS Moderate Moderate 
METAL None None Low Low Low Low 

NAVIGATION 
ASN-99/10-1655 Moderate Moderate 
INSTRUMENT MK III Moderate Moderate 

TAR ACQ 
ALLD High High High High 
FLIR Moderate Moderate Moderate Moderate 

TAR ACQ REC Low Low 
C0MM0-AT-470 High High High High High High High High 
PFLIR High High High High High High High High 

ASE 
AN/APR 39 Moderate Moderate Moderate Moderate Moderate Moderate 
AN/APR 39/41 Moderate Moderate 
LASER DET High High 
FLARE DIS Moderate Moderate • 

CHAFF OIS Moderate Moderate 
ARM SAWS Moderate Moderate 



RANKING 

To determine the relative ranking of the 16 alternatives it was 
necessary to develop a method for converting the subjective estimates of 
risk from the questionnaires, into an overall numerical figure of merit. 
This figure of merit would allow the 16 alternatives to be ranked sequen- 
tially. 

Each alternative is composed of five system components; capability, 
performance, survivability, avionics and armament. Each of these com- 
ponents is in turn characterized by system elements. Capability is 
composed of Target Acquisition, Target Acquisition Recorder and PFLIR. 
Performance is composed on the Engine and Airframe. Survivability is 
composed of the elements of ASE. Avionics consists of Communications 
and Navigation equipment and Armament consists of SAWS. In some alter- 
natives not all system components are present. In these cases the compo- 
nent has no risk; e.g., the lightweight packages have no armament. 

RAM is also listed in the DRP as a major area for consideration in 
design trade-offs. RAM was not quantified in this ranking procedure 
because risk of achieving the ROC reliability goal is considered high for 
all candidates and risk of achieving the ROC availability and maintaina- 
bility goals is considered low for all candidates. Thus, weighting RAM 
would have no effect in quantitatively rank ordering the design alternatives. 

Each system element has been classified according to risk as being 
no risk, low risk, moderate risk or high risk. The risk levels are defined 
in Table 2. No system elements were assessed a very high or unacceptably 
high risk. In the analysis, the midpoints of the ranges are used for rank- 
ing. For example, according to Table 2, moderate risk denotes between 
15% and 30% chance of failure, or an average of 22.5% chance of failure. 
A sensitivity analysis shows that the relative ranking is insensitive to 
this choice of the midpoint over any other choice. In the analysis, the 
average risk level for no risk is 0, low risk is 7.5%, moderate risk is 
22.5%, and high risk is 35%. The technique used is as follows: 

Element F F 
Risk 
Level 

Average 
Risk 

1 - Average 
Risk 

None 
Low 
Mod 
High 

0 
.075 
.225 
.350 

1.000 
.925 
.775 
.650 

1. For each element within a component, list the average risk, F. Then, 
for each of the elements determine F (i.e., 1-F). For each component, 
multiply the F's for each element together and subtract this product from 
1.000. The results will be risk of total component success. 

From the DRP document it was determined that in rating the alternatives, 
capability is more important than performance which is more important than 
survivability which is more important than avionics which is more important 
than armament. Weighting factors for each component were chosen which are 

consistent with these DRP statements. 
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WEIGHTING FACTORS USED 

SET   CAPABILITY   PERFORMANCE   SURVIVABILITY   AVIONICS   ARMAMENT 

(1) .22        .21 .20 .9       .18 
(2) .4 .4 .07 .07       .06 
(3) .5 .3 .07 .07       .06 

2. Multiply the risk of total component success by the weighting factor 
for that component and sum these for each alternative. This result is a 
measure of risk of the alternative. 

3. Rank the alternatives in order of ascending risk by using the measure 
of risk found in step 2. 
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EXAMPLE 

ro 
ro 

ALTERNATIVE: Current Engine - Twin - Heavy Package - FLIR 

(Refer to Table 6 for risks.) 
(Weighting factors in Set 1, previous page, are used.) 

Capability 

Item FLIR 
Risk Moderate Low 

.925 

Acquisition 
Recorder   PFLIR 

F   .775 

Performance 
Item Engine 
Risk None 
F   1.0 

Survivability 

Item 

Airframe 
Moderate 
.775 

Laser 
Detector AN/APR 

39/41 
Risk   Moderate High 
F     .775     .65 

Avionics 

Item AT-470 
Risk High 
F .65 

Armament 
Item SAWS 
Risk Moderate 
F .775 

ASN-99/ 
ID-1655 
Moderate 
.775 

High 
.65 

Flare Chaff 
Dispenser   Dispenser 

Moderate 
.775 

Moderate 
.775 

MK III 
Warning.System 
Moderate 
.775 

Product 
of F's 

.466 

,775 

.303 

.390 

,775 

B 
Weighting 
Factor 

C  B X C 
1-Product Risk 

.22 

.21 

.20 

.19 

.18 

of F's 

.534 

.225 

.697 

.610 

.225 

Contribution 

118 

.047 

139 

116 

.040 
Sum of Risk Contributions        .460 

Measure of Risk for Given Alternative .460 



KANIUMl»   WtlUMIi   5tl    I 

ALTERNATIVE MEASURE OF RISK 

ENG-T-L-F .251 

CUR-T-L-F .268 

ENG-T-L-A .268 

GER-T-L-F .280 

CUR-T-L-A .286 

GER-T-L-A .296 

ATE-T-L-F .325 

ATE-T-L-A .343 

CUR-S-H-F .413 

CUR-S-H-A .430 

CUR-T-H-F .460 

CUR-T-H-A .477 

ATE-S-H-F .478 

ATE-S-H-A .514 

ATE-T-H-F .517 

ATE-T-H-A .534 

* Weight Sets 2 and 3 produced minimal changes in ranking of alternatives. 
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CONCLUSION 

The technique presented here proved useful in evaluating the relative 
risk of the various system alternatives for the Scout Helicopter. It is 
felt that the technique is applicable to this specific situation within 
the constraints of the problem as presented to the risk assessment team. 
However, other problems might have certain characteristics which would 
reduce the effectiveness of this ranking procedure. This ranking technique 
should not be taken as a generalized method for risk ordering, although 
understanding this basic process will allow similar techniques to be 
developed which would apply to other specific problems. 
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SAMPLE SIZE FOR DURABILITY TESTS 

Mr. Abraham S. Pollack 
Headquarters, Department of the Army 

Office Chief of Research, Development, and Acquisition 

INTRODUCTION 

The number of units to be used for durability testing has a profound 
effect on cost and schedule for many materiel acquisition programs.  All 
too often program decisions are made before adequate consideration is 
given to the size of the sample for durability testing.  The result of 
such neglect is commonly to prevent the design of an adequate durability 
test. When durability test sample size is given substantial considera- 
tion, the tradeoff of sample size against acquisition program cost and 
schedule is often done poorly.  Much of the blame for this situation can 
be traced to inadequate communications from statisticians, test planners 
and product assurance personnel to decision makers.  The purposes of this 
paper are to examine this problem and to illustrate how the implications 
of sample size can be communicated simply and effectively.  The paper is 
limited to acquisition of militarized trucks: however, similar approaches 
to consideration of sample size can be used when other materiel items are 
to be acquired, particularly those with aging characteristics similar to 
trucks.  Most of the work on which this paper is based was done as a part 
of the "Special Analysis of Wheeled Vehicles (WHEELS)."1 Substantial 
contributions to the part of the WHEELS study dealing with sample size 
for durability tests were made by Johnson.2 

Until the early 1950's only one or two trucks were procured for all 
developmental and operational test activities at each major phase of a 
truck acquisition program.  Since then there has been a trend to increase 
the number of vehicles procured for these purposes.  In recent years, 
perhaps eleven or twelve vehicles would be typical: three each for dura- 
bility testing at engineering, service, and environmental test sites; 
and two or three vehicles for other testing.  The durability testing pro- 
vides data with respect to most truck performance and cost characteristics 
as well as durability characteristics.  The increased testing provides a 
better basis (i.e., more performance and cost data and more confidence in 
the results) for program decisions on suitability of the design and of 
production vehicles for Array use, and for establishing policy decisions 
with respect to management of the fleet (e.g., policies for vehicle re- 
placement, maintenance, manpower, and overhaul). Further, the larger 
number of test vehicles permits concurrent testing at different test 
sites, which speeds up recognition of problem areas and reduces the total 
time consumed by testing.  It also permits testing of several representa- 
tive body styles instead of just one. 
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DURABILITY REQUIREMENTS 

The dictionary defines "durability" as the quality of enduring or 
the ability to withstand wear and tear.  Of course, a quantitative meas- 
ure of durability is needed if it is to be used as a characteristic in a 
requirements document or specification.  Military standard MIL-STD - 
721B3 contains the following definition of durability: "See reliability 
of which this is a special case."  From the definition given for 
"reliability," this means that durability is a probability that an item 
will perform its intended functions for a specified interval under 
stated conditions. 

The following is a typical durability specification for a truck: 

"The vehicle shall have a .50 probability...of 
completing the first 30,000 miles of operation without 
a replacement or overhaul of the engine, transmission, 
transfer case, front and rear axles, and frame.  Re- 
placement is considered to have ocurred when repair 
or corrective action exceeds... organizational and 
direct support levels.  The vehicles shall (have)... 
the following operational cycle:  (a) 25% highway- 
50% with rated towed load; (b) 60% secondary road- 
50% with rated towed load and (c) 15% cross-country- 
25% with rated towed load." 

In general, the thrust of vehicle durability characteristics is an 
attempt to limit the need for higher level maintenance, for replacement 
of major components, and for overhaul or replacement of the vehicle 
itself. 

Vehicle durability is often stated In this form (i.e., as a proba- 
bility of achieving a stipulated number of miles without the need for 
replacement of a major component).  It is also stated as an average 
mileage to first failure of any major component or as average miles to 
overhaul or rebuild.  Another form is the probability of achieving 
stipulated mileage without the need for depot overhaul, rebuild or 
disposal.  Current Army criteria for vehicle replacement are stated in 
Technical Bulletin TB 750-98-23, Maintenance Expenditure Limits. This 
bulletin contains tables which provide the maximum permissible expendi- 
ture at one time for maintenance below the depot level, depending on the 
vehicle's age, mileage, weight class and acquisition cost.  If a tech- 
nical inspection indicates that required maintenance exceeds the Mainten- 
ance Expenditure Limit, then that vehicle would be turned into a depot. 

Until recently the rationale for selecting the form in which to state 
durability (more than one form is sometimes specified) and the specific 
required level (for each form), tended to boil down to knowing that this 
level of durability was relatively acceptable based on current exper- 
ience.  Now we are beginning to use more disciplined approaches for 
establishing durability requirements, with the general aim being to 
provide the overall operational capability needed at the lowest possible 
cost.  Our ability to systematize the acquisition of materiel items in 
this way is rather rudimentary, however.  Formidable real-world obstacles 
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inhibit both the collection of field experience data that corresponds to 
durability characteristics that can be engineered into trucks and the 
measurement of durability achievement. *"*•• 

DURABILITY TESTING 

Definition 

"Durability tests" are tests that determine the ability of the 
vehicles (or other items) to continue performing satisfactorily for a 
long time; that is, the word "durability" is used in its qualitative 
dictionary sense.  The test vehicles are operated a large number of miles 
(usually related to a durability or life requirement), carrying out 
numerous missions under varied environmental and use conditions as 
representative as possible of the anticipated mission performance 
envelope.  Such tests are sometimes referred to as "durability/relia- 
bility," "life," or "endurance" tests. 

Conduct of Tests and Use of Test Data 

Durability tests provide varied performance and cost data to support 
program and policy decisions.  Certain data are unique to durability 
tests and are not obtainable elsewhere.  These are data that serve as a 
basis for quantitative estimates or evaluations of durability and 
reliability characteristics, and data on capabilities-and costs as the 
vehicle ages. A durability test of prototype vehicles should normally 
be conducted to determine suitability of the design for Army use, and 
there should be another durability test at the start of production.  In 
addition, it is extremely important that substantial testing be conducted 
as early in development as possible in order to speed up the process of 
arriving at a mature vehicle design. The emphasis at this early stage is 
on thorough investigation of all problems that occur in order to deter- 
mine corrective action needed to eliminate possible causes of vehicle 
failure.  Durability tests provide data to support analyses of life cycle 
costs, which in turn provide bases for policy decisions.  Policies for 
vehicle replacement and for Maintenance Expenditure Limits are examples 
of policies that are based on such economic analyses. 

If durability tests are required at more than one location to obtain 
representative worldwide conditions, then the preferred approach is to 
conduct a complete test at each site; however, program considerations 
may dictate using the same vehicles, moving them from one location to 
the other. Another possible approach is to test fewer vehicles at each 
site and then attempt to combine test results from the different sites, 
although this tends to make the statistical validity of the results 
highly questionable.  In general, at least a "minimum durability test" 
as described below should be used at each site except for tests in 
support of engineering design rather than management decision.  Test re- 
sults must be assessed in light of good technical and management judgment, 
since there is no way that the test itself can perfectly duplicate field 
conditions.  An example here is the inability to accurately simulate 
deterioration in the field of certain components (such as rubber items) 
no matter how large the sample. Other examples are the difficulties of 
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simulating such things as turbulence of operator and maintenance 
personnel, operational abuse of vehicles, accidents, battle damage, and 
shortages of replacement parts. 

Refinement of the estimates (from test data) of performance and 
cost characteristics, including durability and reliability, must be 
made subsequent to initial fielding of the vehicles.  This requires a 
management information system based on collection of data from the field. 

Assessment of Durability and Reliability 

The primary factors determining durability test duration and sample 
size are the estimates or evaluations that must be made of durability 
and reliability.  Estimates or evaluations of other characteristics are 
not usually limiting factors. To assess durability quantitatively, a 
large number of vehicles must be operated until durability failure occurs 
or a stipulated high mileage is reached.  To a degree, quantitatve as- 
sessments can be made with a sample size as small as three vehicles. 

Usually, assessment of reliability requires a shorter test and fewer 
test vehicles than assessment of durability, because primary concern is 
with the ability of the vehicle to perform one mission at a time. How- 
ever, this may be offset in two ways.  First, mission reliability needed 
usually has a rather high probability factor (e.g., the Army usually 
will not be willing to have a substantial percentage of its vehicles un- 
able to perform a single mission).  Second, vehicles do not have the same 
reliability throughout their lives.  The finer the age requirements in 
which the Army wants to know reliability, the larger the sample size 
needed (assuming test duration is fixed by durability considerations). 
For example, if the Army wants to know how reliablity changes when 
averaged over each 2000-mile increment, the sample needed would be five 
times that if reliability averaged over 10,000-mile increments were 
acceptable.  Thus, reliability could become the limiting factor in 
determining test size. 

Clearly, if the number of items to be procured for field use is 
relatively small, then statistically valid demonstration of durability 
is simply not compatible with the program.  This is also true with 
respect to reliability, especially if reliability is quite high. 

Test Duration 

Durability tests should preferably be continued beyond anticipated 
replacement life rather than terminating when data adequate to support 
a program decision are available.  Data developed through such testing 
are required for development of the data base to support fleet manage- 
ment decisions and to support economic analyses (including determina- 
tions of economic life). Program decisions, including those related to 
assessments of durability and reliability need not be delayed until the 
end of durability testing. 
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Sample Size 

Although estimates of durability and reliability could be made 
simply by extrapolating from the results of the test of a single vehicle, 
such estimates could be quite far from the average characteristics of 
the entire vehicle population that the test sample represents. The 
larger the fraction of the total population and the longer the test of 
each vehicle, the closer the test estimates are to the average for the 
entire population.  Clearly, the most important consideration in 
answering the question of how much testing is enough is just how good 
our estimates of durability and reliability have to be. The relation- 
ship of sample size to the precision of the estimates of these charac- 
teristics is discussed in some detail in the following paragraphs, 
which illustrate the potential impact of the general approach to the 
problem on the range of possible choices available to decision makers. 

ALTERNATIVE APPROACHES 

Background 

DA guidance has been provided which specifically requires that 
coordinated test programs (CTP) address test duration, sample size, 
and associated test risks to developing and using agencies.  The 
guidance is being executed and enforced on all new acquisition programs 
prior to the final funding and schedule decisions. While test duration 
and sample size are now usually surfaced in a timely fashion, all 
possible alternative approaches to durability testing are not being 
fully explored.  These alternative approaches may involve lower 
resource consumption for testing, yet provide sufficient data to permit 
making the necessary decisions with high confidence.  Throughout this 
area, there seems to be a communications breakdown. Although statist- 
ical handbooks contain a great deal of useful data, the statistician is 
not communicating to the manager the various alternative approaches 
to his particular durability testing problem, and the full significance 
of the various possible decisions the manager might make with respect 
to test duration and sample size.  It is also true that managers are 
not asking the right questions because of lack of knowledge of the 
possibilities that exist. One apparent area of great confusion involves 
the distinctions between design requirements and estimates of achieve- 
ment based on a test.  Failure to make this distinction properly has 
commonly resulted in a perfectly good vehicle or component being unable 
to pass a test; or, as industry representatives have pointed out, the 
need to substantially overdesign with respect to the true capability 
needed simply to pass the test. 

The following paragraphs illustrate possible approaches to durabil- 
ity testing which deserve consideration, and also illustrate the kind of 
information that should be presented to vehicle managers.  Certain 
approximations are made which a purist would resist. These approxima- 
tions introduce relatively little error into the decision process as com- 
pared to the errors introduced by the difference between the actual field 
situation and the assumptions inherent to any of the mathematical/ 
statistical models and formulations. 
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Testing by Attributes Criteria 

General.  From the viewpoint of test statistics, there is a sharp differ- 
ence between testing by attributes criteria (e.g., testing each vehicle 
to 15,000 miles and simply determining whether a durability failure 
occurs or not) and testing by variables criteria (e.g., continuing 
testing of each vehicle until durability"failure does occur and deter- 
mining mileage of the occurrence). The simplest test and evaluation 
procedure and also the one requiring the least assumptions concerning the 
durability characteristics of the vehicle is an attribute type demonstra- 
tion plan. 

« 
Sample Size and Discrimination Power.  If a good quantitative estimate of 
durability is required, then large test sample sizes are needed.  This is 
particularly true in the case of testing by attributes.  For example, 
approximately 130 vehicles would have to be tested to distinguish between 
82 and 90 percent durability. Much smaller sample sizes (perhaps seven 
or nine vehicles) are usually adequate for all other purposes.  For ex- 
ample, a sample size of seven vehicles permits distinction between 40 and 
90 percent durability.  There would be little risk of failing the test if 
the vehicles were as good as they should be (90 percent durability), and 
little risk that extremely bad vehicles (40 percent durability) would 
pass the test.  In order to avoid playing a numbers game, there must be 
a strong basis for belief that the vehicles submitted for test do, in 
fact, have 90 or 95 percent durability.  The basis for such belief 
would normally be engineering analysis of relevant field and test data, 
and prior contractor testing of the vehicles in question.  Vehicles with 
true durabilities in the 50 to 80 percent range would be about as likely 
to pass the test as to fail. However, the vehicle manager may be willing 
to take these risks as long as the test is capabje of pointing out gross 
mistakes (i.e., little risk of accepting 40 percent durability) at the 
time a program decision has to be made.  The manager's justification 
for taking substantial risk with respect to small mistakes (i.e., dur- 
ability lower than our basis of belief, say in the 50 to 80 percent 
range), would lie in the judgment that a larger test sample would involve 
excessive acquisition and test costs relative to the risk and conse- 
quences of fielding such below par vehicles.  Table 1 illustrates the 
way approximate discrimination power for different sample sizes could 
be displayed.  A discussion of the statistics underlying attribute type 
acceptance criteria is provided in the US Army Materiel Command Engin- 
eering Design Handbook, AMC PAM 706-109.A 
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TABLE 1 
DISCRIMINATION POWER OF TEST vs DURABILITY TEST SAMPLE SIZE 

Probability of No Durability Failure 
Number of test 

^Vehicles Good* Bad* 

3 .80%+ 20%- 

7 83%+ 40%- 

20 87%+ 64%- 

50 89%+ 75%- 

130 90%+ 82%- 

*There would be less than a 10 percent risk that vehicles with good 
durability would produce unacceptable test results; and there would be 
a 10 percent risk that vehicles with bad durability (e.g., 40 percent 
in the case of a test with sample size of seven vehicles) would 
produce acceptable test results. 

Minimum durability test.  Generally speaking, a test of three vehicles 
under representative varied operating/environmental conditions until a 
specified high mileage is a minimal test for providing any valid 
quantitative durability or reliability data at all.  If all three 
vehicles operate satisfactorily throughout the test without major 
problems, this indicates that the vehicle is good.  If all three have 
premature durability failures, then the vehicle is bad.  On the other 
hand, if one or two fail in this way, there is no clear indication as to 
whether the test samples represent vehicles with good or bad durability. 
For example, vehicles with 20 percent durability might (at a 10 percent 
risk level) produce only one failure; yet much better vehicles with 80 
percent durability (10 percent risk) might produce two failures. 
Clearly, a good quantitative estimate of durability cannot be obtained 
from this test. 

On the other hand, it is possible that such a test will permit a 
program decision to be made.  If there is a sound basis for believing 
that the vehicle design at this stage of development should have 
matured to the point that 80 or 90 percent of the vehicles survive to 
a specified mileage without a durability failure, then such a test 
provides confirmation that there are no really gross mistakes. Vehicles 
with durability in the 30 to 70 percent range would be roughly as likely 
to pass as to fail the test. 

This minimum durability test is often adequate to provide an overall 
quantitative estimate of vehicle reliability, but not of the behavior 
of reliability with age or of component reliability.  Since there is no 
quantitative measure of just how good the vehicle's durability is, and 
since durability has significant impact on vehicle availability and on 
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operating cost of the vehicle fleet, substantial risk is present in 
important areas with respect to management of the fleet. 

Testing by Variables Criteria 

Comparative discrimination power. Testing by variables criteria 
involves determining for each test vehicle the actual mileage at which 
durability failure occurs. Of course, implied in this approach is that 
we expect to generate durability failure on essentially all the 
vehicles within the mileage that individual vehicles could-be operated 
under the limits of the test program. Testing by attributes criteria 
involves determining the probability of failure before a fixed mileage. 
This approach has the advantage of not requiring any knowledge or 
assumptions to be made concerning the distribution of the mileage 
between occurrences of durability failures.  If previous data from 
similar vehicles permit making a reasonable assumption concerning the 
distribution of miles to durability failure, then a variables test will 
permit demonstrating the durability requirement with comparable discri- 
mination power using a smaller number of vehicles. The procedure is 
more complex.  It is necessary to compute from the test data the mean 
and standard deviation of the mileage to durability failure prior to 
evaluating the probability of completing a specified number of miles 
without durability failure. Table 2 shows a comparison of sample sizes 
that approximately match in discrimination power (for certain specific 
hypothetical test situations).  Details on variables testing plans 
based on the assumption that the mileage to durability failure is 
normally distributed are given by Lieberman and Resnikoff.  Variables 
testing plans based or. other assumptions are also provided in the 
literature; e.g., increasing failure rate distributions by Barlow and 
Gupta^, lognormal distribution by Gupta?, and the exponential 
distribution by Sobel and Teschendorf8.  The exponential distribution 
is not recommended for durability failures of trucks (or other items 
which have definite wear out characteristics).  It would apply for 
example if a vehicle which has operated 50,000 miles had the same 
likelihood of durability failure in the next 1,000 miles as a vehicle 
which has operated only 2,000 miles. 

TABLE 2 
SAMPLE SIZES WITH SIMILAR DISCRIMINATION 

Approximate 
Discrimination 
Ratio 

3.5:1 

2:1 

1.1:1 

Sample Si ze 

Attributes Variables 
Test Test 

4 3 

9 7 

136 73 
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Average mileage to durability failure and average replacement life.  In 
economic analyses we are usually more concerned with average mileage to 
durability failure and/or average replacement life than we are with the 
probability of completing a specified mileage without a durability fail- 
ure.  Since testing by variables involves determining the mileage at 
which durability failure occurs for each vehicle under test, the test 
data will permit direct calculation of the mean for the test vehicles. 
As discussed before, the test sample may deviate somewhat from the 
entire population of vehicles. The discrimination power of the test or 
confidence interval should be presented somewhat differently than above 
if average mileage to failure is of paramount interest.  To illustrate 
such a presentation, consider a vehicle for which a projected average 
mileage to durability failure is 30,000 miles. Suppose a number of 
prototype vehicles are operated at a particular test site until each 
vehicle fails.  The average miles to failure under test conditions can 
now be directly determined. The mean miles to failure for the entire 
vehicle population would be related to the test statistic approximately 
as shown in Table 3.  For a more detailed discussion of this type of 
acceptance criterion see AMC PAM 706-110. 

TABLE 3 
CONFIDENCE INTERVAL vs DURABILITY 

TEST SAMPLE SIZE 

Confidence Interval 
Number of Related to Test 
Test Vehicles Mean (miles)* 

3 + 10,000 

7 + 5,000 

20 + 2 ,700 

50 + 1,700 

130 + 1,000 

*Life is assumed to be normally distributed with a standard deviation 
equal to 30 percent of the mean. This assumption is somewhat risky with 
sample size as small as three. Further, it is assumed that the 
precision of the test must be such that there must be no more than 10 
percent risks (each) that a true mean above or below the interval shown 
in the table, would have produced the observed result. The confidence 
interval shown is based on a 30,000 mile average durability life and 
should be changed in direct proportion to such durability life. 

Extended Minimum Durability Test.  The minimum test discussed under 
testing by attributes can be extended to be significantly more powerful 
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In contributing to the vehicle manager's decisions by continuing to 
operate surviving vehicles at least until durability failure occurs 
(preferably beyond anticipated overhaul life). With such a test, a 
rough estimate may be made of average mileage to durability failure 
(e.g., the estimate would be good to approximately + 10,000 miles for' 
a 30,000 mile vehicle, as shown in Table 3). 

Small Sample Size Management Considerations. 

Several significant points have been made above with respect to 
management of acquisition programs in which the sample of trucks 
available for durability testing is quite small.  Sample sizes of 
seven (or even smaller in some cases) may be able to provide the data 
needed by management under the following conditions: 

a. Engineering analysis of relevant field and test data and prior 
contractor testing provide a strong basis for belief that the vehicles 
to be tested will meet their durability requirements. 

b. Management is willing to make a decision to proceed with the 
program based on testing that is only adequate to detect gross errors. 
The justification for taking substantial risk with respect to the 
vehicles being moderately below expectations is that a larger sample 
would involve excessive cost relative to the risk of fielding vehicles 
that are somewhat below par. 

c. Preferably, the program schedule is arranged so that the program 
decision (to be made in light of the test data) will be made at or near 
the completion of testing of all vehicles. Each vehicle is tested at 
least until durability failure occurs.  If this is not feasible, enough 
samples must be provided for test to enable the program decision to be 
made with acceptable risk (e.g., in the sense noted in Table 1) based 
on operation of each vehicle until a stipulated mileage.  In this case, 
if the program decision is favorable, testing will be continued on each 
vehicle at least until durability failure occurs (preferably beyond 
anticipated overhaul life), in order to permit some refinement of 
estimates of performance and cost characteristics, to include dur- 
ability and reliability. 

d. Further refinement of these estimates of performance and 
cost characteristics will be made subsequent to intial fielding of the 
vehicles based on valid data feedback. 

Extrapolation from Previous Experience. 

In most cases, the majority of components incorporated in new vehicles 
are proven components; only a few components are new or modified. 
Accordingly, durability data on the proven components may be applied 
with good engineering judgment to the new vehicle in light of its 
projected replacement life.  Hence, it may be necessary to test only 
the durability of the new and modified components.  An "extended 
minimum durability test" of the new and modified components may suffice 
to supply the decision makers with what they need. 
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CONCLUSION 

There is no simple answer to the best approach to the testing of 
durability or to the proper selection of test duration and sample size; 
nor can formulas or statistical tables provide answers without communi- 
cation to the decision maker of their implications and the exercise of 
judgment on his part.  Several examples have been given of how sample 
size considerations can be presented in the hope of shedding some 
light on this communications problem. 
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PROJECT BULLETS - A SYSTEM ANALYSIS 

(COL Richard I. Wiles, LTC William H. Reno, 
and MAJ Charles W. Jarvis - Program Analysis 
and Evaluation Directorate, Office of the Chief 
of Staff, U. S. Army) 

Since the height of the Vietnam War the Secretary of the Army (SA) 
and the Chief of Staff (CSA) have had less flexibility in determining 
Army programs.  The principal reasons for this are decreasing or at 
best, constant budgets and increasing costs driven by inflation.  In 
terms of current dollars the President's FY 75 Army Budget is about 92% 
of the FY 68 budget at the height of the Vietnam War.  In terms of 
constant dollars or buying power the FY 75 budget is only about 567» of 
FY 68. Many cc>3ts facing the Army have increased faster than the 
inflationary trends in the rest of the economy.  To have a volunteer 
Army we must pay our soldiers more, and provide greater services to 
them and their families to insure continued career attractiveness.  These 
costs become fixed in the sense that they are related to the structure 
and deployment of the force. Aside from changing the size of the force 
or its deployment, there is little Army management can do to reduce these 
fixed costs. We must look to other parts of the Army program for fiscal 
flexibility. 

The approved FY 75 Budget request includes $l;8B for Research, 
Development, Test and Evaluation (RDTE) and $2.6B for procurement in a 
total appropriation of $20.3B.  Unlike manpower, and operations and 
maintenance (O&MA) costs, RDTE costs are not driven by the size and 
structure of the force but by the requirement to insure that the force 
is provided with modern weapons sufficient to counter the potential 
threat. As RDTE costs are not force related they can be considered even 
more fixed than military pay and operations and maintenance. What is 
left are the procurement accounts.  If there is to be increased fiscal 
flexibility we must look for it here. Of the procurement appropriations 
in the approved FY 75 Budget request, ammunition at $0.89B is by far ehe 
largest, accounting for about 347» of the procurement dollars. 

Size of the ammunition Program 

During the past decade the Army has spent over $13B for the procure- 
ment of ammunition.  For the five year period ending with FY 80, the 
Army has programed to spend $5B for the procurement of ammunition.  This 
procurement program will provide the ammunition needed to meet current 
training, rebuild our war reserve stockpiles, and replace obsolete and 
obsolescent munitions. 

In addition to the expenditures for ammunition hardware items, the 
Armv recently has spent over $600M on the ammunition production base and 
programed an additional Sl.tB during the period FY 76-30.  Over 807, of 
the $1.8R v:ill be for modernization and expansion of tne production base. 
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Procurement of ammunition hardware items and support of the pro- 
duction base constitute the ammunition program. Additionally, the Army 
must use Military Construction, Array (MCA) funds to provide storage 
facilities for the war reserve stockpile and O&MA funds for storage 
operations and_maintenance of the war reserve stockpile.  RDT&E funds 
are needed also to develop new munitions for both old and new weapons. 

Management of the Ammunition Program. 

Before Project Bullets, ammunition management could be classified as 
micro-management, since different agencies were responsible for, and 
provided intense management of the various aspects of the program.  Re- 
quirements determination was managed by the Assistant Chief of Staff for 
Force Development (ACSFOR).  (This responsibility is now assigned to the 
Deputy Chief of Staff for Operations and Planö (DCSOPS).)  Procurement, 
production base support, distribution and maintenance were managed by the 
Deputy Chief of Staff for Logistics (DCSLOG).  (The first two are now the 
responsibility of the Chief of Research, Development and Acquisition (CRDA) 
while distribution and maintenance remain with DCSLOG.)  Research and 
Development was managed by the Chief of Research and Development (now CRDA), 
There was no agency to assist the CSA and Vice Chief of Staff (VCSA) in 
providing macro-management for all aspects of ammunition.  (Prior to March 
1972 the Directorate for Ammunition in ODCSLOG did provide a degree of 
macro-management.) 

Origin of Project Bullets 

During the summer of 1973, the Vice Chief of Staff's (VCSA) primary 
assistant for resource management, the Assistant VCSA (AVCSA) Lieutenant 
General James G. Kalergis, asked the Director of Planning and Programing 
Analysis (now the Director of Program Analysis and Evaluation (PA&E)), 
Major General J. R. Thurman, to look into the ammunition program.  The 
reason for the review was to insure that the Army was getting the most 
for its dollars spent on ammunition.  The VCSA, General Fred C. Weyand 
indicated some areas of special concern.  He expected to be personally 
involved.  Subsequent study planning was done with his guidance in mind. 

Preliminary analysis revealed the magnitude of the ammunition program 
and its relation to other programs.  It was determined that an analysis 
of the scope envisioned could not be accomplished in one step but must be 
done in discrete steps.  (Eat the elephant one bite at a time.) 

The Model 

A model of the ammunition system was developed.  An early version of 
the model is at Exhibit 1. We believe the model was the first attempt 
by anyone to depict graphically the Army Ammunition System.  It is, 
admittedly, a gross aggregation of the complex parts of the system.  Many 
of the nodes could themselves be expanded into models more complex than 
the one shown.  Nevertheless, it has served many useful purposes. 
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It shows the interrelationships of the parts and has allowed us to 
look at the system as a whole. Further, it has permitted categorization 
of parts of the system as influencing variables, requirements, demands, 
and assets. Finally, it provides discipline for further study by 
identifying discrete elements which can be examined in detail without 
losing the perspective of how an element fits int» the system. 

The Analysis Brief 

As an additional discipline, the Project Bullets Team developed a 
study format called an Analysis Brief. The Analysis Brief, like the 
Commanders Estimate of the Situation and Staff Study in their respective 
fields, merely standardizes analysis of the components of the ammunition 
system. The outline of the Analysis Brief is at Exhibit 2 below. 

ANALYSIS BRIEF 

1. REFERENCES 

2. PURPOSE 

3. BACKGROUND 

4. ANALYSES 

5. CONCLUSIONS/RECOMMENDATIONS 

EXHIBIT 2 

Army Management Development 

As mentioned previously the VCSA had particular interest in Project 
Bullets and had expressed a desire to be personally involved.  It was 
decided that this could best be accomplished by submission of monthly 
progress reports.  The progress report itself highlights significant 
findings since the previous report, indicates important followup actions, 
and outlines future efforts of the Project Bullets Team, other staff 
agencies, and commands.  The progress report is supported routinely by 
three inclosures. The first is the latest version of the System Model. 
Next is the Study Schedule.  An example is at Exhibit 3.  The first 
column of the schedule identifies the study objective in relation to 
elements of the Ammunition System.  The next column indicates related 
studies by PA&E, the Army Staff or other agencies.  The final column 
provides pertinent remarks and the current status of the study efforts. 
The Study Schedule is further supported by current Analysis Briefs.  The 
final inclosure is a Milestone Chart.  This chart displays progress toward 
overcoming selected shortcomings which were identified during the course 
of the study. Additional inclosures are added, as required, to portray 
the status of related Project* Bullets actions. 
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PROJECT  I1UT.MTS  STITIY  SOIEDULE 

The following display  lilt» examples of these elements of the Army arariml t Ion program currently under «C"dy by the 
Investment Program« Analyst« Tram,  1A&E and agencies of  the Amy Staff. 

STUDY OBJECTIVE 

PAiE  OR  RELATED 
STAFF ACTION 

(COMPLETION  PATE) 
REMARKS 

(RF.KAay  DATE) 

INFLUENCING VARIABLES 

Ratca ODCSOPS  (OACSFOR) ammo rat« 
atudy   (Europa,   NEA,  SEA).     SAG, 
chaired by Dir Rqmts ODCSOPS 
(OACSFOR).     PA&E member. 

R-sults of CAA simulation were completed and SAG approved  rate« 
for  further staffing.    On  17 Kay ACS FOR approved rate* 
for programing and planning purposes.    Comment» on atudy fro« 
major command«  have been received  and  are  being  reviewed   for 
incorporation  into current or  f-jture atudy effort«.     Results 
of study extensively used  in development of  the  76-80 POM, 
(Sep  74) 

ODCSOPS Nonnuclear Ammo Combat 
Rale« Methodology Improvement  - 
Part  II  (AKMIP II).    Final 
report due Dec 74.   PA&E member. 

SAG formed  Jul   74,  chaired by Mr. Vandlver  (ADUSA-OR).   Purpose 
1« to develop and  Incorporate  Improvements  in noi.nuclear ammo 
rates study methodology to be used for AKMORATCS P7B-87. Study. 
Second neetlng scheduled   for  75 Sep 74.   (Sep  74) 

ODCSOPS/OACSI  review of Soviet 
combat ammo race«.   (Apr  74) 

Results  used   Internally by ODCSOPS  in  review of AKMORATES 
P76-80 Study.    Significant  finding - Soviet combat consumption 
rates vastly greater   than U.S.   rate«.   (Sep  74) 

ODCSOPS review of WWII/Korean 
rates versus current rate«. 
(Nov 73) 

Re«ult« used  for  Internal  review of computer based ammo rate«. 
(Sep 74) 

REQUIREMENTS 

• Training ODCSOPS  review of U.S. 
training allowance*   to 
deicrnlnc  validity of re- 
quirements.   (Nov 73) 

Training  allowances   In CTA  challenged   in  many   instances, 
now at TRADOC for review.     (Sep 74) 

Study 

ODCSOPS (OACSFOR) /OACSI 
review of Soviet training 

allowance. 

TRADOC apeclal analysis of 
training ammunition require- 
ment«. 

Soviet« by comparison shoot much less.  Example:  U.S. 10) 

hrvitzer is 208 Tng Rds/Yr; USSR 177 gun howitier is 15 Tns 
Rds/Yr.  This in-liouse analysis 1« being u»ed by ODCSOPS and 
TRADOC in the study described below.  (Sep 74) 

Study will address training ammunition requirements and 
integration of simulators in training to Improve cost effective- 
ness. Specific attention will be f.lvcn to rifle proficiency, 
«rtlllery, and tank t;»»nnrry.  (Sep 74) 

• Basic load 

• HASP 

PA4E review. 

PA&E review. 

Basic load ammunition represents normally a 3-5 day enmbat 
supply for initial consumption in the event of hostilities. 
Baalc load requirements have been reduced by 15. SK short tana. 

Oct 73 study determined basic load cost to be S104M. (Sep 74) 

Laos reverted to KAP in FY 75. Ammunition program for RVN has 
been withdrawn from Army budget and placed in separate Defense 
assistance to Vietnam (DAV) account administered by HOD. Con- 
gressional Intent is for RVN to revert to HAP in FY 76. (Sep 74) 

EXHIBIT 3 
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Army Staff Involvement 

The Project Bullets Team could have accomplished very little without 
the support and assistance of the Army Staff.  Most of the information 
needed for individual analysis was provided by the Staff. The Staff 
also served as teachers to the team. They educated us on the inner 
workings and hidden mechanisms of the various components of the ammunition 
system. 

Last but definitely not least, our discussions with them provided 
the seeds of ideas for improvements in the system.  Indeed many of the 
ideas were more than seeds but were well germinated.  Similar help was 
received from the Office of the Deputy Under Secretary of the Army 
(Operations Research), the Concepts Analysis Agency, the Armament 
Command, the Project Manager for Production Base Modernization and 
Expansion Planning, and the Army Materiel Command Ammunition Center. 

Copies of draft analysis briefs were submitted informally to interested 
staff officers for comment prior to being incorporated into Progress 
Reports. Additional information and ideas resulted from this informal 
coordination. 

Initially, the draft analysis briefs were the only documents furnished 
to an agency outside the Office Chief of Staff, however, all facts were 
checked with appropriate agencies.  Shortly after the project got underway, 
Project Bullets efforts were given wider dissemination.  Subsequently 
progress reports were distributed after review within the Office Chief 
of Staff. The current distribution list is at Exhibit 4. 

Where Project Bullets Team analysis indicated a shortcoming, this 
fact was brought to the attention of someone who could do something 
about it. This was usually done informally by analyst to analyst 
contact or memo from the Director of PA&E to an appropriate official 
of the agency involved.  Formal tasking documents rarely were used, 

THE ANALYSIS 

After modeling the system and establishing a progress repotting 
procedure and accompanying discipline, the team was ready to proceed with 
detailed analysis. 

The System Model (Exhibit 1) 

The nodes on the system model became the subjects of most of the 
detailed analyses. These discrete analyses could be made with the 
knowledge of what other elements of the system affected the element under 
study and what other elements were affected by it. The model became 
dynamic. As additional knowledge was gained from these analyses, the 
model was changed. It became almost a living thing. 

311 



Distribution of Project Bullets Progress Reports 

Deputy Under Secretary of the Army (Operation Research) 

Deputy Chief of Staff for Logistics 

Office of the Deputy Chief of Staff for Logistics 
(Log Plans, *Ops & Sys Directorate) 

Office of the Deputy Chief of Staff for Logistics 
(Supply & Maintenance Directorate) 

Office of the Deputy Chief of Staff for Operations and Plans 
(Requirements Directorate) 

Office of the Chief of Research Development and Acquisition 
(Munitions Div, Combat Spt Sys Dir) 

Office of The Inspector General 
(Spl Insp Div) 

Headquarters U.S. Army, Europe 

Commanding General, U.S. Army Concepts Analysis Agency 

Deputy Commanding General, U.S. Army Armaments Command (AMC) 

U.S. Army Audit Agency 

EXHIBIT 4 

Quick Fix 

The first analysis after development of the model was called Quick 
Fix.  It was so called as its purpose was to get a feel for the world- 
wide ammunition asset picture.  It was an attempt to answer the question, 
"Is our current asset position balanced and located where we want it?" 
Taking the 15-85 principle from business (namely that 15% of a firms 
product line accounts for 85% of its profit) we set out to find the 157» 
of the ammunition line items which would account for 85% of the AAO. We 
didn't quite get that far. We identified 25 line items (6%) which 
represented 53% of the dollar value of the AAO assets on hand. These were 
all killing rounds which would be used, in combat.  Based on requirements at 
that time, we were able to determine that the Army was in reasonably good 
shape with regard to its AAO and the distribution was appropriate. 

Influencing Variables 

The influencing variables are, by and large, external to the Army 
ammunition system but drive it never-the-less. 
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Force structure in conjunction with ammunition consumption rates 
(ACR) drive requirements.  The force structure is determined by the 
force planners. ACR are a function of weapons density (itself a 
function of force structure), enemy forces, and nature of combat. War 
gaming and computer models developed and used by the U.S. Army Concepts 
Analysis Agency, provide the basis for the ACR. ACR are determined for 
different levels of combat (intense, sustained), different theaters for 
U.S. and selected Asian Allies forces.  Many assumptions used by war 
gainers and computer modelers are based on Department of Defense guidance. 

Army regulations provide guidance for prepositioning requirements, 
operational projects and training requirements. 

An Aside:  Demands vs Requirements 

Initially we categorized the second portion of the ammunition system 
model (Exhibit 1) as "demands" and the third as "requirements".  It 
didn't take long to find that we had the terms reversed.  The Army 
Dictionary (AR 310-25) was helpful here.  It defines a (military) require- 
ment as "an established need justifying the timely allocation of resources 
to achieve a capability to accomplish approved military objectives, 
missions or tasks."^ A demand, on the other hand, is "a valid require- 
ment for materiel placed on the supply system by an authorized customer... 
and is measured in terms of frequency and quantity."2 We modified the 
model accordingly.  (Exhibit 5) 

The Ammunition Equation 

The categorization of the parts of the model lead to the ammunition 
equation, viz: 

Demands ■ Requirements - Assets 

This is, of course, an oversimplification as demands are also a function 
of the condition of the base.  If the base is ready to produce ("hot"), 
we will need less of a stockpile to tide us over to the time when the 
output of the base equals combat consumption than if the base is laid- 
away ("cold"). This is discussed in more detail in the section on 
Demands (pgl5). 

Requirements 

Recall that requirements are "established need(s) justifying the 
timely allocation of resources to achieve a capability to accomplish 
approved military objectives, missions or tasks."  In the system model, 
requirements are further stratified in sub-categories for analysis. These 
sub-categories are discussed individually in the following paragraphs. 

1. AR 310-25, ps 330. 
2. Ibid, pg 173. 
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• U.S. War Reserve Requirements.  U.S. War Reserve Requirements are 
a function of consumption rates and weapons density. Weapons density, in 
turn, is a function of force structure and the deployment.  Planners use 
the force requested by the theater commanders and the deployment assump- 
tions approved by the JCS based on forces available in the Joint Strategic 
Capabilities Plan (JSCP).  The force availability of the JSCP represents 
the best estimate of deployments for the next fiscal year.  The Program 
Objective Memorandum (POM) force is the force the Army is programed to have 
during the POM years. The POM depicts deployment schedules for the POM 
force for given scenarios. There is a significant difference between the 
Prepositioned War Reserve Requirement (PWRR) for the JSCP force and deploy- 
ment schedules and the POM force and deployment schedules.  The primary 
difference is in the larger force deployments projected for the POM out- 
years.  The Army regulatory structure is being changed to more closely 
align current distribution requirements with projected outyear deployments. 

• Basic Loads.  Basic loads are stocks of ammunition kept by units 
for use in wartime.  The composition of basic loads are determined by 
commanders.  Basic loads are commonly reckoned to be about a 3-5 day supply. 
Composition of the basic load is based on the enemy and type fighting 
expected and ability to be resuppli»d.  At the time of the study of basic 
loads the value of authorized basic loads was about $105M. 

• Operational Projects. At the time of our review, operation project 
stocks were worth $99M.  Operational project stocks are set aside for 
specific operational purposes.  The majority of these stocks are bulk items 
needed for constructing barriers (e.g., mines and explosives), however, 
there are also requirements for conventional munitions for small arms and 
crew served weapons.  The latter are required for specific contingency 
missions.  Current regulations require that operational projects be reviewed 
annually, however, there were several "requirements" for obsolete munitions. 
While the requirements for some of the obsolete munitions was. justified by 
a specific operational need, further analysis revealed that in other cases 
the projects had not been reviewed annually as required, hence the "require- 
ments" for obsolete ammunition. "Major commands have revalidated their 
operational projects.  They are now being reviewed by the Army Staff. 

• War Reserve Stocks, Allies (WRSA).  Like U.S. War Reserves, WRSA is 
a function of consumption rates and weapons density which is itself a 
function of force structure. WRSA constitutes a large portion of the 
ammunition Authorized Acquisition Objective (AAO). When the 75-79 POM was 
developed, the Army was uncertain of the force structure which should be 
used to establish the WRSA requirement.  OSD acknowledged this deficiency 
and provided more definitive guidance for the 76-80 POM.  Meetings also 
were held with representatives of the appropriate overseas commands, MAAGs, 
missions attache offices, and the Army Staff.  The purpose of these meetings 
was to validate accurate allied weapons densities for OSD approval in 
determining requirements for the allied forces. 
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• Modernization. We spend about $220M a year for modern ammunition 
items. About half is for chemical and nuclear munitions which are • 
beyond the scope of this paper. The remainder is for conventional 
ammunition requiring new production equipment or facilities or both. 
Included are such items as improved conventional munitions (ICM) and 
high-fragmentation projectiles.  Hardware procured under this category 
is to meet the Initial Operation Capability (IOC). After the IOC is 
filled, the item is procured for other requirements and is considered 
as AAO assets. 

• • Military Assistance Service Funded (MASF). MASF has become an 
historical category.  During the present budget cycle, the Congress 
eliminated MASF and established a new Defense appropriation to provide 
support for South Vietnam called Defense Assistance to Vietnam (DAV). 

• -Training.  The training category includes requirements for peace- 
time and mobilization training.  Peacetime authorizations are specified 
in Common Tables of Allowance (CTA's).  In the past, about $170M worth 
of ammunition has been authorized for training for any given year.  CTAs 
are under review within the Army Staff and at Training and Doctrine Command 
(TRADOC). 

Assets 

Skipping Demands for a moment, Assets will be discussed next as 
they are categorized in much the same way as requirements.  Project 
Bullets analyses revealed that not all assets were counted in calculating 
the PWRR.  This anomaly is discussed in more detail below. 

• War Reserves, Other.  Included in this category are war reserves 
which are not prepositioned.  These are exclusively stored in depots in 
the continental U.S. (CONUS).  Some of the NATO war reserve, contingency 
stocks, and stocks required to fill a wartime pipeline are in this 
category. 

• WRSA. WRSA stocks are located in the US and overseas. Allied owned 
assets are considered when determining WRSA shortfall, 

• PWRR.  Authorization for PWRR is contained in Army Regulation 11-11. 
The disconnect between JSCP forces and deployment schedules and the POM 
force and deployment schedule has been explained.  The impact of this 
disconnect is that ammunition may not be at the proper place rather 
than not being available at all.  The AAO, in conjunction with assets 
and current consumption, determines the procurement program and is based 
on the POM force and deployment schedules not the JSCP force and deploy- 
ment schedules.  Thus, if we buy out the AAO we will have the required 
ammunition on hand.  Use of AR 11-11 results in a slightly different 
quantity being in the PWRR category.  The difference would be absorbed 
by the war reserves, other category. AR 11-11 is under active revision 
and shoild, at least partially, correct the problem.  In the meantime 
the EWRR includes "safety" levels which should insure that committed 
forces have the ammunition required. 
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• Modernization.  Initial procurement of modernization items is to 
meet the IOC.  Some modernization items are consumed in familiarizing 
troops with these new munitions.  The balance is included in AAO assets. 

• MASF. All MASF ammunition is considered to be consumed as that 
is the purpose of the program. As previously noted it is now of historical 
interest. 

• Training. At the outset we thought that the inventory of ammunition 
assets for training would follow the classical inventory sawtooth curve 
(Exhibit 6) or some variation. We found tnat while there may be a 
sawtooth curve, it is a very fine toothed saw. Ammunition is replenished 
at almost the_same rate it is consumed.  Therefore, at any one time there 
is about $170M worth of ammunition designated for training.  Aoout 607, of 
this is service ammunition (killing rounds), the same ammunition which 
would be used against an enemy in war. The remaining 40% are training 
peculiar munitions; inert rounds, simulators and blanks. Ammunition which 
would be required for mobilization training is also included in the AAO. 
Our review revealed that while training assets were considered when 
determining AAO shortfall and thus procurement needs that these assets 
were not considered by the oversea commands when determining war reserve 
requirements.  The revised AR 11-11 will require the oversea commands to 
count service training ammunition assets as PWRR assets in determining 
their FWRR shortfall. 

• Basic Load.  Our review of basic loads revealed two poincs.  First, 
in spite of the fact that basic load authorizations are determined by 
commanders, reported assets exceeded authorization by about 207». 
Additionally, as with training assets, basic load stocks were not con- 
sidered when determining war reserve requirements. The revised AR 11-11 
also recognizes this. Additionally, the excess basic load stocks have 
been restratified, primarily as FWRR. 

• Operational Projects.  In the discussion of operational projects 
requirements determination, it was pointed out that many "requirements" 
for obsolete munitions were found. While some of these requirements are 
justified, it should not be surprising that a review of operational 
project assets revealed shortages of many of these munitions.  Updating 
the requirements should eliminate many of the requirements for which 
there are no assets. 

• Storage.  Ammunition not properly stored and maintained will 
deteriorate and have to be replaced before the end of its otherwise use- 
ful life. Ammunition not safely and securely stored may result in 
incidents which are destructive to life and property. To determine 
if our ammunition stocks are properly, safely, and securely stored and 
maintained, the Project Bullets Team reviewed storage in three geographic 
locations - Europe, the Pacific and CONUS. 
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In early 1973 a team headed by VA.DM Eli Reich of the Office of the 
Assistant Secretary of Defense for Installation and Logistics (OASD(I&L)), 
visited representative U. S. Military ammunition storage sites in Europe. 
The report of the Reich group revealed significant weaknesses in the 
storage of stocks at U. S. Army facilities. An audit by the U. S. 
Army Audit Agency (USAAA) revealed other weaknesses. On site surveys 
by a member of the Project Bullets Team in late 1973 verified the magnitude 
of the corrective action required.  U. S. Army Europe (USAREUR) has sub- 
mitted a four phase program to correct the weaknesses. The phases each 
correspond to fiscal years. The first phase (FY 74) utilized Secretary 
of Defense authorized contingency funds.  The subsequent three phases 
are 'included in the FY 75 appropriation and the 76-80 POM (76, 77 portions). 
A portion of the funds required is coming from NATO infrastructure. 
Another portion may come from Duetsch-Mark off-set funds but the bulk will 
come from the U.S. Appropriation.  The funds required are divided between 
the Military Construction and Operations and Maintenance Appropriations. 
The program will correct weaknesses arising out of neglect during the 
Vietnam War when attention and resources were focused elsewhere. By the 
end of Phase IV USAREUR should be able to bed down its PWRR in reasonably 
adequate, safe, and secure facilities in the United Kingdom, Germany and 
Italy. 

In late 1973 the Project Bullets Team was planning to participate 
with a Headquarters DA DCSLOG team to make a survey of Army ammunition 
storage facilities in the Pacific. As plans were being finalized it 
was learned that OASD(I&L) was preparing to form a team to look at 
representative storage sites of each of the services at about the same 
time.  Upon consultation with the OASD(I&L) team chief, BG Louis Rachmeler, 
it was determined that the two surveys could and would be combined to 
cause the least inconvenience to the Pacific Commands.  The Army element 
was composed of two groups to provide broader coverage in the time alloted 
and constituted half of the total team.  Every major Army conventional 
ammunition storage site was visited by one or both of two Army survey 
groups. While weaknesses were discovered they were not of the magnitude 
of those in Europe.  Independently, ODCSLOG was reviewing the requirement 
for PWRR and other stocks in the Pacific.  As a result it appears that 
most of the weaknesses will be corrected by the reduction of stocks. A 
formal program to correct the remaining weaknesses has not yet been 
developed; however, self-help programs have been initiated.  The Army 
Inspector General has made these weaknesses a matter of interest for 
inspections in the Pacific Area. 

As yet no on-site surveys have been made in the CONUS by members of 
the Project Bullets Team. As a surrogate, we reviewed reports of visits 
and inspections in files of the DOD Explosive Safety Board (DDESB) and 
the IIQDA Office of the Provost Marshal General (OPMG). Within the DDESB 
files we were looking for ammunition safety deficiencies which persisted 
over a period of years.  Similarly within the OPMG files we were looking 
for uncorrected security deficiencies.  Most of the munitions stocks 
in the CONUS are stored in AMC Depots.  The review of the files indicated 
that these AMC depots are relatively free of safety and security deficiencies, 
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The few deficiencies discovered were brought to the attention of the 
AMC Chief of Staff.  Other deficiencies were discovered at various 
installations under the command of Forces Command (FORSCOM) and TRADOC. 
Relatively small quantities of ammunition are stored at these installations. 
The results of our review were brought to the attention of appropriate 
HQDA Staff Agencies for followup action. 

Demands 

Simplistically, Demands are Requirements less Assets.  In actuality 
it is not that simple.  Basic to the understanding of Demands is an 
understanding of the Authorized Acquisition Objective (AAO).  The AAO 
is depicted at Exhibit 7.  It is composed of stocks required for a 
contingency, a NATO war and the pipeline required to support an Asian 
War.  To these reserves must be added stocks which would be consumed 
in mobilization training and combat operation by US Forces and Allies 
in an Asian war between the day the war starts (D-Day) and that day 
when production from the ammunition production base equals consumption. 
This day is called P-Day.  This gross requirement must be reduced by 
the amount of ammunition which would be produced between D and P days. 
The stocks required for a portion of the NATO war may be counted toward 
the Asian pipeline provided that those assets which are counted for both 
purposes are stored in the CONUS.  Thus the AAO equals contingency stocks 
plus NATO stocks plus Asian pipeline stocks (minus authorized overlap) 
plus Asian D to P consumption minus Asian D to P production.  The variable 
within the demand portion of the system is D to P time. 

The Base.  D to P time is a function of the readiness of the pro- 
duction facilities and workers; in the jargon of the production mobili- 
zation planners, the "temperature" of the base.  A facility which is 
producing at maximum is "hot".  One producing at some economic level 
below maximum is "warm".  One which is out of production in layaway is 
"cold".  Thus D to P is a function of the temperature of the base.  Pro- 
duction planners would like never to buy out the AAO for then the base 
would go cold.  There are in fact, two AAO's computed for each line 
item of ammunition; a warm base AAO and a cold base AAO.  The cold base 
AAO must be larger than warm base because of the longer D to P which 
results from a "cold" start.  On the other hand, it is more expensive 
to maintain a warm base than a cold one.  The added expense must be 
offset against the cost of acquiring and maintaining a larger AAO for a 
cold base and the cost of heating the base when required. 

Production Base.  The production base being used now consists 
primarily of 18 Government O^ned Contractor Operated (GOCO) plants.  This 
base is largely left over from World War II.  Much of it was reactivated 
for the Korean War and again for the Vietnam conflict. At the present 
time it is being used *:o rebuild our stocks which were depleted by 
Vietnam.  The base, boing old, is well worn and inefficient, it pollutes 
the environment and does not comply with the Occupational Health and 
Safety Act (OSHA).  Additionally, many modern munitions cannot be 
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manufactured using the existing base.  Recognizing this the Array has 
developed a modernization and expansion plan - a plan to modernize 
existing facilities so that they are efficient, do not pollute and 
complies with the OSHA; and to expand the base to accommodate the 
manufacture of modern munitions and fill other production voids. 
The modernization and expansion plan will require about $6B and take 
until the mid 1990's to complete. 

The Small Caliber Ammunition production (SCAMP).  This plan is a 
part of the modernization and expansion plan.  Under this plan automated 
equipment will be acquired to replace existing facilities.  SCAMP 
facilities will operate with a minimum of workers and provide attendant 
labor savings.  This program is under review to insure that we do not 
acquire unwarranted excess capacity. 

Alternate Fills. Analysis of explosive requirements and production 
capabilities indicate that it would be very expensive to modernize 
and expand to meet requirements for currently approved explosive fills. 
Approved fills are the most effective of those which meet military re- 
quirements for safety and storage.  They are not necessarily the least 
expensive.  Some alternatives are known which are slightly less effective 
(about 10%), meet military requirements for storage and safety and are 
cheaper.  These are called approved alternatives.  Still other alternatives 
are known which are about as effective as the approved alternatives, are 
much cheaper than preferred or approved alternatives but it is not yet 
known if shells and bombs filled with these alternatives meet military 
requirements for storage and safety.  These matters are currently under 
study by the Army.  The work is to be finished in mid 1975. 

RESULTS TO DATE 

The analysis of the Army Ammunitions System (Project Bullets) has 
been underway for over a year now.  The Project Bullets Team has completed 
its review of Requirements and Assets and has monitored corrective actions 
for the VCSA.  Monthly progress reports have been provided to key officials 
within the Office Chief of Staff from inception to date.  Additionally, 
individual reviews and analyses have been furnished to interested staff 
agencies and commands.  Complete progress reports have been provided to 
selected agencies responsible for or interested in selected portions of 
the ammunition system.  Presently distribution is being made to those 
agencies shown at Exhibit A.  One of the results of Project Bullets was to 
focus high level Army management attention on ammunition problems. The 
Project Bullets Team cannot take full credit for this attention as VCSA and 
AVCSA awareness of ammunition problems resulted in the initiation of Pro- 
ject Bullets.  The fact that the VCSA and AVCSA were concerned about 
ammunition problems focused attention of other Army managers on these 
problems. 
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Perception of the System 

Distribution of the Progress Reports has resulted in those respon- 
sible for portions of the system having an awareness of how they fit 
into the total-system. A briefing prepared at the direction of the 
AVCSA has been used to acquaint others with Project Bullets and the 
Ammunition System. 

• Model Changes.  As a result of increased knowledge about the 
system there have been changes in the system model.  It has grown. 
Strengthening the system to overcome perceived weaknesses has also 
resulted in model changes.  The latest version of the model is at 
Exhibit 5. 

• Procedural Changes.  Procedural changes have also resulted from 
efforts to strengthen the system.  The revision of AR 3 1-11 is typical 
of these. 

INTO THE FUTURE 

The Project Bullets Team has not finished its job.  Actions started 
by Project Bullets to strengthen the system must be followed to completion. 
More review and analyses are required in other areas.  These apply 
especially to the center portion of the model-demands. 

The Production Base.  A considerable portion of our resources are 
being devoted to a review of the production base. The objective is, 
as always, to insure that ehe Army is getting the most for its invest- 
ment dollar. During the course of this review we will look at several 
specific aspects of the base. We have seen that the temperature of 
the base affects the size of the AAO through the determination of D to P 
time. We will be looking for cost effective methods of reducing D to P 
time and a corresponding reduction in AAO. 

We plan to look at the modernization and expansion plan to see if 
Army requirements are met. We will look at the Small Caliber Ammunition 
Program with the same objectives.  We will also track the efforts to 
qualify additional munition explosive fills for use in munitions destined 
for indefinite storage. 

Reducing Inventory Requirements.  One way to reduce the AAO and 
storage requirements is to reduce the requirement for stocks 
to fill pipelines.  Our analysis of the pipelines reveals that the 
transit times used are probably valid.  Likewise transshipping times 
(time required to change mode of transportation and form convoys) are 
probably valid considering methods presently used. We are not sure 
that the transshipping methods are the best. We will examine alterna- 
tive methods.  The alternates may improve throughput ;.iir,es, reduce 
pipeline requirements and AAC.  Among the alternates v/e plan to look 
at are containers and barges. 
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SUMMARY 

Project Bullets was initiated within the Office of the Chief of 
Staff, Army in the Summer of 1973. The purpose of the project was 
to insure that the Army was getting the most for its ammunition 
dollars. The ammunition system has-been modeled.  Detailed reviews 
of portions of the system have been and are being conducted by the 
Project Bullets Team and Army agencies outside OCSA.  The Project 
Bullets Team has sought to relate all these efforts to the ammunition 
system. As a result the Army ammunition system has been strengthened. 
Project Bullets will continue until all initiated actions are completed, 
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SCENARIO ORIENTED RECURRING EVALUATIONS "SCORES' 

Mr.   Ellwood C.   Hurford,  Scientific Advisor 
US Army Logistics Center 

Within the US Army Training and Doctrine Command (TRADOC),  as 
many research activities as possible are related to scenario situation 
evaluations.    The use of scenarios in accomplishing combat developments 
research is referred to as Scenario Oriented Recurring Evaluations (SCORES). 
The process uses a scenario as an integrating mechanism to incorporate 
appropriate expertise and reliable data to provide a flexible approach in 
evaluating force packages.    The process focuses on capabilities and 
limitations of existing forces and evaluates the  changes possible with the 
introduction of doctrinal,   organizational and materiel improvements. 

Within the US Army Training and Doctrine Command,   three integrating 
centers are responsible for the combat development effort.    They are the 
Combined Arms Center at Fort Leavenworth,  Kansas; the Logistics Center 
at Fort Lee,   Virginia; and the Administration Center at Fort Benjamin 
Harrison,   Indiana.     The Army service schools are assigned the mission of 
supporting the integrating centers in the accomplishment of the combat 
developments.     For example,   the Combat and Training Development Divisions 
within the Quartermaster,   Ordnance,   Missile & Munitions,   and Transportation 
Schools assist the Logistics Center in developing logistics concepts,   doctrine, 
materiel requirements,   organization and ADP systems design.    All 
doctrinal,   organizational and materiel developments are evaluated in the 
SCORES Process. 

The scenarios which will be used by TRADOC in SCORES will be 
designed to provide a variety of situations varying from large land-mass 
operations to actions in underdeveloped regions.    TRADOCs current plans 
call for 7 scenarios for use in the SCORES Process. 

Since TRADOC research activities are related to the SCORES Process, 
operations research analysts working at the integrating centers and schools 
become involved in scenario evaluations.    Within the Logistics Center's 
evaluations of the Airborne D Package and the Middle East I (Light Corps) 
and Middle East II (Heavy Corps) evaluations,   Logistics Center's ORSA 
personnel have contributed essentially in providing data and manipulating 
that data.    For example,   prior to the accomplishment of the D Package 
analysis,   most scenario planning factors were found in FM 101-10-1 on a 
basis of pounds per man per day.    That approach is satisfactory for Class I 
(subsistence) but it does not provide the sensitivities needed for ammunition, 
major end items and POL requirements.    The Logistics Center Operations 
Analysis Directorate is,  therefore,   committed to developing more useful 
planning factors.    I will describe their approaches in Class V (ammunition) 
and Class VII (major end items). 
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WEAPON 

1. HOWITZER 
LIGHT TOWED 
105MM.M102 

2. LAUNCHER 
GRENADE 40MM 

3. MACHINE GUN, M60 
7.62MM 

4. PISTOL, CAL.45 

5. RIFLE, M1BAI 
5.56MM 

C/3 319 FA 
CONSUMING WEAPONS 
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1 
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9.82 
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.000 

.004 
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2.41 

2.00 

2.37 

LOGC DAILY 

CONSUMPTION S/T 

23.66 

.0022 

.07 

.000 

.01 

717427 

Figure  1 

Figure 1 illustrates an approach taken in computing ammunition 
requirements for an artillery battery.    As shown the battery has 104 
weapons which consume various types of ammunition.    It is obvious that 
the Howitzers drive the tonnage problem.    The Logistics Center data base 
provides the quantities of weapons and the average daily consumption in 
short tons.    The average daily consumption factor in the Logistics Center's 
data base is obtained from supply bulletins.    These factors are based on 
total monthly ammunition resupply requirements over extended periods of 
time.    While these averages are adequate for planning total ammunition 
requirements for a theater of operations,   they are not sensitive to the day 
to day changes in combat postures that take place in the brigade and lower 
levels.    To provide for variations,   the Logistics Center's research analysts 
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developed a combat posture factor.    The factor shown for the attack was 
developed by analysts using a variety of sources.    FM 101-10-1 provided 
historical experience from World War II and the Korean conflict.    The 
COLED-V studies on Vietnam provided consumption rates for that conflict. 
Other Department of the Army major study efforts such as the Army 
Logistic Support Concepts - Airlines of Communication (LOGALOC II) 
also addressed this problem.    When the combat posture factor was applied 
to the average daily consumption,  the tonnages shown in the last column 
provided a workload for which the capabilities of ammunition and transportation 
units could be evaluated. 

EQUIPMENT LOSSES BY COMBAT POSTURE (PER SEQUENCE) 
DESTROYED/RECOVERABLE) 

TANKS APCS. SHERIDANS 
TOTAL LOSS: 

TOWED ARTY (MCLUDIN6 ANTIAI) 
TOTAL LOSS: 

SP ARn (INCLUDING ANTIAI) 
TOTAL LOSS: 

OTHEI CREW SERVED WEAPONS 
TOTAL LOSS: 

WHEELED VEHICLES 
TOTAL LOSS: 

NELICOPTEIS- 
OBS 
ATI 
ITL 

12 
pursuit 

01Xxk 
.03 

01 oos 
.015 

•0,/.oi 
.02 

■«/.HI 
.015 

Figure! 2 
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The problem of providing losses of major end items required analysis 
by operations research personnel.    Various studies underway including 
the Combined Arms Combat Developments Activity's war game of the 
SCORES scenarios and data obtained from the recent Middle East conflict 
contributed to the Logistics Center's methodology.     Figure 2 provides a 
table of factors which can be used to provide equipment losses by combat 
posture.     These factors are then applied to the equipment in a particular 
unit.     Figure 3 shows the losses sustained by the Zd Battalion,   5th Armored, 
1st Cavalry Division.    The figure to the left of the slash refers to the 
quantity of each item in the left hand column that was destroyed during a 
particular sequence.    The figure to the right refers to items which were 
damaged but considered recoverable.    Together the figures represent the 
total combat losses of this particular unit for the entire ME-I scenario. ' 

COMBAT LOSSES FOR 2-5 ARMOR 
(DESTROYED/RECOVERABLE) 

[SEQUENCES 3   1   4              5          |          | 

EQUIPMENT             P0STU"ES 9 9      4 5   | 12    TOTALS | 

TANKS (54) 1/3 1/3 3/6 2/4 1/1 •8/17 

APCS (24) 0/1 0/1 1/3 1/2 0/0 2/7 

VTRS (7) 0/0 0/0 0/1 0/0 0/0 0/1 

MTR CARRIERS (4) 0/0 0/0 0/0 0/0 oyo 0/0 

.50 CAL's {24) 1/1 1/1 1/1 1/1 0/0 4/4 

WHEELS (96) 2/1 2/1 4/2 2/2 i/i 11/7 

Figare 3 
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During the past year the Logistics Data Base has provided much of the 
basic data used to determine support requirements for the TRADOC scenarios. 
Several of the reports generated by the data base are very useful in the 
formats available; however,   in many cases,   they have only provided the raw 
data for manual requirements computations on the part of our LOGEX 
Directorate and the Logistics Center's associated schools.    Our goal is to 
eliminate as much of this manual work as possible; and,   eventually,   do all 
the detailed requirements work on the computer.    We have made some initial 
progress toward this end,   including the development of a system we call 
SCALE. 

SCAJLE SI3Ti:i FLOW 

IKPUT 
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Figure 4 

DATA HSI 
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SCALE is an outgrowth of the trend to develop support requirements and 
evaluate capabilities in as much details as possible.    We found there was 
considerable need for an automated method to sort-out or "arrange" the scenario 
forces in terms of types of units,  and changing locations and combat postures 
for each day of the scenario. 

Figure 4 illustrates the flow in the SCALE system.    Input to the SCALE 
system is created by a prescribed method of recording each unit's activity 
during each day of the scenario,   including unit location and combat posture. 
This information is converted into a card file which feeds a computer 
program that processes and arranges the data.    There are several types of 
outputs,  including card formats designed to interface with the Logistics 
Data Base Programs. 
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Figure 5 
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Figure 5 illustrates an output troop list.    This output is simply a 
program generated troop list,   which provides a means of validating the input 
data and keeping up with any unit changes that may be made in the scenario. 

C8T NIHJERTYPE   UNIT UNIT UNIT    LOAN 
DAY AREA     S.R.C.        POST U»ITS (KIT KU.V.SER NAHE OR DESIGNATION       STRENGTH    IXFO 

I 5 09036G90000 I 

8 S 09036G90000 I 

9 1 03500!l2iAOO H 

9 1 03500H2JAOO H 

9 1 05510H2FB00 I 

8 1 0S510H2FB00 I 

C 15100 HHC BOTH OUDBN (AMMO DS/GS)  89 

B  12500 14TH CML DET[CBR EL) S   TO 11 

I    12800 89TH EHG DET(FFTG-FT) 20 ENG BDE   6 TO 11 

B    12900 90TH ENG DET(FFTGFT) 20 ENG B0E   6TO 11 

Figure 6 

Figure 6 provides a force roster by area by day.    This is one arrangement 
of output demonstrating the amount of detail possible from this system.    The 
example is taken from ME-II,  and shows for each day of the scenario the 
actual units located within each area,   and their combat postures and strengths. 
The provision for identifying areas can be used to represent actual geographical 
areas; or,   as in this example,   arbitrarily designated areas.    The Area 5 
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indicated here represents COSCOM units in ME-II,   and the Area  1  represents 
the  1st Cav Division.    The last column is a provision to identify attachments 
and detachments that occur in the theater.    There are several other reports 
similar to this one; however,   this is representative of the greatest detail. 

The SCALE System was developed in-house by the Logistics Center 
and is operational on the CDC-6500 at Fort Leavenworth.    The system was 
used on a limited basis with ME-II to fee^d the ammunition methodology 
and will also be used with the European scenario.    One of the major features 
of this system is that it provides a means of permanently documenting the 
scenario.    Once a scenario has been created,   it can be maintained indefinitely 
for future refinement or application to a study or project.    Although SCALE 
was developed primarily for our logistics efforts,   it appears it may be 
useful in other areas of SCORES. 

There are several other improvements in our data support capability 
that are planned. 

(1) Automatic combat losses involves using the output of SCALE to 
produce actual major item combat losses - both destroyed and recoverable; 
for every day of the scenario,   depending on the combat posture of each unit 
during that day.    This builds on the methodology described previously. 

(2) The second item involves modifying the data base problems to 
accept Unit Identification Codes rather than Standard Requirements Codes 
which is one of the limitations of our present capability. 

(3) The third project is to develop the capability to compute discrete 
repair parts requirements for deploying forces.     This will be important 
to the Logistics Center's repair parts efforts as well as SCORES.    It will 
provide a basis for departing from pounds-per-man-per-day factors in Class 
IX. 

(4) The last item is to fully automate the Logistics Center's ammunition 
methodology,   which presently involves considerable manual effort. 
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The Utilization of a Simulation Tool 
in Logistics Planning and Evaluation 

Mr. 0. W. Roush 

U.S. Army Logistics Evaluation Agency 

1.  Introduction. 

a. The Simulation and Gaming Methods for the Analysis of 
Logistics (SIGMALOG) project was initiated some ten years ago 
by the DA DCSLOG to develop, test, and apply simulation tools 
and methodologies.  Their use was intended for the study of 
Army logistics problems encountered in the support of strate- 
gic and tactical operations and for assisting the DCSLOG in 
the discharge of his missions to "review and validate logis- 
tics analyses by application of operations research, systems 
analysis, and economic analysis techniques" and to "evaluate, 
the logistics portions of contingency plans." 

b. Originally, the work was oriented to the analysis of 
logistics procedures in oversea theaters.  Consequently, a 
group of computer-assisted, deterministic simulation models 
was contracted for, each capable of calculating requirements 
for a specific logistics function in a theater of operations. 
Examples of these time-phased requirements include certain 
combat service support units; prestock and resupply materiel 
by tonnages, line item numbers, and Department of Defense 
Ammunition Codes (DODAC); and intra- and intertheater trans- 
portation to move those computed requirements.  These models 
and the methodology for their application to the analysis of 
theater logistics problems are the first phase of the system. 

c. Subsequently, the DCSLOG initiated action to develop 
a means to assess the Army's capability to provide the 
required support.  The resulting four modules, which form 
the second phase of the system, accomplish this objective. 

d. In summary, SIGMALOG I assists analysts to determine 
detailed Army logistics requirements within functional areas 
of supply, transportation, medical/replacements, maintenance, 
and construction in support of contingency plans or Army 
studies.  SIGMALOG II compares current and projected combat 
service support units, selected ammunition rounds and major 
items of equipment, and intertheater transportation assets 
with the previously computed requirements to indicate 
national capability to accommodate one, two, or three simul- 
taneous operations. 

e. The proponent and user of the SIGMALOG System is the 
U.S. Army Logistics Evaluation Agency (LEA), an organization 
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responsible to the Directorate of Logistics Plans, Operations 
and Systems. This Directorate, in turn, is an element of the 
Office of the U.S. Army Deputy Chief of Staff for Logistics. 

f.  The system is programmed on an IBM 709 4 computer at 
the New Cumberland Army Depot, Pennsylvania, and on a UNIVAC 
1108 at the U.S. Army Research, Development and Acquisition 
Information Systems Agency, Radford, Virginia.  The system 
models are run in an irregular sequence and vary from 10 
minutes for the fastest to 200 minutes of central processor 
unit time for the slowest.  The analyst team has varied from 
five to nine military/civilian members and is dependent upon 
computer programmer/operator and logistics technical liaison 
assistance in varying degrees.  It is imperative that a hard 
core of trained and experienced civilian analysts be main- 
tained to insure timely continuity and a quality product. 

3.  SIGMALOG I - Description.  The components of SIGMALOG I 
are a set of data base programs and logistics-function 
simulating, computer-assisted models.  See Figure 1. 

a.  Force Employment Data Automation (FEDA) Programs. 

(1) These are a series of ADP programs developed to pro- 
vide automatically certain portions of the large volumes of 
input data required by the Data Base Programs (DBP) and the 
Force Employment Model (FEM).  The FEDA Programs reduce sig- 
nificantly the manual coding and verification processes 
required formerly.  In addition, they provide the data more 
efficiently and timely. 

(2) Army data source files used by the SIGMALOG System 
are maintained by various organizations in various formats. 
Selected data from these files must be extracted in specific 
formats.  The theater time-phased force and deployment list 
(TPFDL) contains the A and B card records of the Joint Chiefs 
of Staff (JCS) Deployment Reporting (DEPREP) System, in 
addition to other type cards of DEPREP required for the par- 
ticular application.  The JCS Geo-Location File includes the 
geographical locations of all pertinent areas and destinations 
worldwide to which troop units can be assigned.  This file 
provides the data for a location-theater region cross- 
reference table.  The JCS TYPEA File provides a cross- 
reference source to transpose unit records from the unit 
type code (UTC) control to standard requirement code (SRC) 
control. 

(3) The FEDA Programs produce as output three magnetic 
tape files and a series of hard-copy reports.  Two files 
contain the FEDA troop list data regarding theater TPFDL 
unique units.  Data Base Program (DBP) II processes these 
files to match the unique Table of Organization and 
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Equipment (TOE) units with authorized units as an authentic- 
ity verification.  The third file contains FEDA troop unit 
deployment data and movement data for the tactical units. 
It is an input source for the Force Employment Model. 

b. Data Base Programs (DBP) II, III, V, VI, VII. 

(1) These routines accumulate information from three 
sources, reformat the data elements to provide compatibility 
with the processing procedures of the entire system, and copy 
the data on magnetic tapes.  The restructured data serve as 
input to certain other models in the system. 

(2) The FEDA-provided troop list is an initial source to 
the DBP.  Among other Army automated files which serve as a 
second input source are the Computerized Movement Planning 
and Status System (COMPASS) File, the TOE Master File, and 
the DCSLOG Data Processing Center (DDPC) Unit Weight File. 
The third input source is card data provided by the analyst. 

c. Force Employment Model (FEM). 

(1) The FEM simulates the deployment and employment of 
theater military forces and the variable postures of combat 
and combat support forces.  Produced from this simulation 
are certain related workloads, troop lists, and strength 
aggregations.  These provide input to the subsequently- 
processed functional models. 

(2) FEM programs require data from FEDA and DBP magnetic 
tape files and analyst-prepared cards.  The tape files con- 
tain information defining characteristics of the troop units 
and their equipments.  The analyst must provide, for the 
deployment and employment of troop units, certain policies 
such as specific time on position and location of employment. 
Also, routing rules must define theater arrival time and 
intratheater routing.  Four different modes, or combinations 
of modes, of transportation are considered:  air, surface, 
split air (personnel)/surface (equipment), and split air 
(personnel)/prepositioned equipment. 

(3) Further, the model simulates activities of addi- 
tional groups of personnel.  Based upon analyst-defined 
parameters, computations are completed for quantities of 
indigenous or local-hire laborers, refugees collected and 
supported, prisoners of war (PWs) captured and confined, and 
indigenous laborers required to augment type B units. 

(4) Output products are hard-copy reports and magnetic 
tape files. For analysis, the reports provide details rel- 
ative to employment and intratheater movement of units, 
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'arious strength aggregations of unit personnel, PWs, indig- 
;nous laborers, refugees, etc  Files for further processing 
.n subsequent models contain these same data in appropriate 
format. 

d. Medical/Replacements Model. 

(1) The Medical routines compute workload imposed on a 
ledioal system while supporting theater military operations. 
Jchelon workloads are presented in terms of hospital beds 
required and distribution of patients through evacuation, 
returned to duty, and death.  Time-phased personnel replace- 
tients for all non-returned to duty, killed in action, and 
nissing in action are required.  Such quantities determine 
;he impact of receipt, processing, and intratherater movement 
Df personnel on the Materiel, Construction, and Transportation 
4odels. 

(2) Troop-strength information is received from a FEM 
tape file.  Medical policies pertaining to hospitalization 
and evacuation and casualty-causation factors are card input 
by the analyst.  Certain invariant data, such as hospital- 
ization experience, are contained in program data banks. 
Output reports provide medical requirements in terms of fixed 
and non-fixed hospital beds.  The Materiel Model calculates 
support for patients occupying beds and the Construction 
Model computes medical facility requirements by echelon. 

(3) Regional time-phased replacements are generated by 
the Replacements routines.  Gross values, i.e., sums of the 
wounded in action, disease and non-battle injured, killed in 
action, and missing in action, are reduced by returnees to 
duty.  Resulting net replacement requirements are transported 
in from an out-of-theater source by the Transportation Model. 

(4) Detailed and summary reports are produced for review 
and analysis.  Magnetic tape files are prepared for process- 
ing by the Materiel, Construction, and Transportation Models, 
if required. 

e. Materiel Model. 

(1) This model quantifies selected operational aspects 
of a theater supply system.  Requirements are in terms of 
receipt, storage, and shipment of materiel.  Upon these 
materiel tonnages are based a significant portion of the 
intratheater transportation requirements and the facilities 
needed to store the supplies. 

(2) Tape file input from FEM, modified by Medical/ 
Replacements values, contains troop strengths to be supported 
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in theater segment regions for appropriate time period inter- 
vals.  Troop strength is classified by "user", a term denoting 
an aggregation of personnel who consume materiel at a common 
rate.  Input card data define user consumption rates in 
pounds per man per day, theater resupply and stock-level 
policies, and requests for optional tape and hard-copy output 
reports.  A 30 by 20 consumption factor matrix defines the 
user-consumption factor relationships upon which consumption, 
and therefore resupply, is based. 

(3) A supply system is represented by a chain of nodes, 
signifying supply-handling activities or depots, at which 
specified levels of materiel are received, stored, and 
shipped.  These sites are connected by links over which 
supplies in specific quantities are moved. 

(4) The model presents the customer with the option of 
specifying prestock levels or of permitting the program to 
calculate required levels.  Prestocks, or TR-1, are quanti- 
ties of materiel stored within the theater.  Their purpose 
is to sustain the forces, both those in-theater on D-Day and 
those arriving prior to a defined post-D-Day date, and 
include a safety level. 

(5) The simulation of resupply begins with the consump- 
tion of materiel by users.  Initially their demands are met 
from prescribed and basic loads of supply available at the 
unit level.  Exhaustion of these quantities creates a demand 
for replenishment, which is met by pulling the proper amounts 
from the direct-support node. This replenishment action 
causes the node to examine its stock status, i.e., stock 
level, in relation to its computed stockage objective.  The 
stockage objective is the computed stock level the node must 
attain by the next time period increment.  If the stock level 
has fallen below the stockage objective, a replenishment 
action is generated.  It is transmitted to the next support- 
ing node in the chain which satisfies the demand, examines 
its own stock level in terms of its stockage objective, and 
so on through the defined system.  The last node(s) in the 
theater chain pulls from the CONUS source to attain its 
required stock level. 

(6) Materiel is considered in the model by supply class 
or subclass category.  The 10 DOD-defined classes of supply 
may be examined in any combination of 20 categories. 

(7) Resupply activities calculated at each node include 
the number of short tons by materiel received, stored, and 
shipped, by category and time period interval.  Category 
quantities of materiel stored at a node provide the basis 
for storage facility construction requirements.  Shipments 
of materiel over the resupply links account for major 
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transportation loads.  In addition to hard-copy reports, the 
program records these values on tape files to be processed 
by other SIGMALOG models. 

f. Transportation Model. 

(1) This model computes requirements for Army transpor- 
tation units and independent cargo carriers to receive, dis- 
charge, and move troop units, personnel replacements, and 
resupply materiel. 

(2) The transportation analyst has, within this model, 
the capability to determine the location, time period of 
occurrence, and degree of deficiency of any line of commu- 
nication (LOC) constraints.  These LOCs may be defined as 
precisely as the customer desires within the analyst's 
resources.  The model is capable of accomplishing movements 
over five transportation modes—pipeline, air, rail, highway, 
and inland waterway.  In accomplishing movements, the model 
computes the actual number of transportation troop units 
required and reports any deficiencies in net capacities. 
This permits a comparison between customer estimates and 
model-calculated requirements. 

g. Construction Model. 

(1) The Construction Model computes engineer construc- 
tion requirements, i.e., construction battalions and materiel, 
to support the study in question.  The computations consider 
four categories of construction performed:  construction of 
new facilities, conversion of previously constructed facil- 
ities, maintenance of LOC facilities, and repairing of facil- 
ities damaged by enemy action.  The requirements for facili- 
ties are computed as functions of units in the theater, 
theater troop strength, materiel stockage, utility require- 
ments, and LOC activity.  The model also reflects the various 
degrees of refinement and services to which facilities may 
be provided using the Engineer Functional Component System 
(EFCS) . 

(2) The model computes gross theater facility require- 
ments, reduces these by the existing usable facilities, and 
reports net or new construction requirements.  War damage 
repair and LOC maintenance effort are functions of the 
existing and newly constructed facilities.  Manhours of work 
in three categories—horizontal, vertical, and indigenous — 
and construction materiel requirements are calculated by 
region and time period.  The number of required engineer 
construction units is dependent on manhours of work. 

(3) Output of the model includes several mandatory and 
optional reports, as well as a tape file for input to the 
Transportation Model. 
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h.  Maintenance Model. 

(1) The model calculates maintenance required to support 
(a) divisions and separate brigades and (b) all other US Army 
units. 

(2) The model program develops a file of maintenance 
requirements generated by type Army units as based on current 
equipment authorizations and maintenance data.  Using the 
FEM's time-phased Unit Location File, it develops a master 
file of theater maintenance requirements by equipment cate- 
gory, military occupational speciality (MOS), region, and 
time period.  The model then calculates requirements for 
direct support and general support maintenance units and 
compares these quantities with maintenance units contained 
on the TPFDL.  The analyst may adjust the requirements to 
portray the activities of supported units and may assign a 
percentage of divisional direct support maintenance to non- 
divisional units. 

(3) The model provides reports on the maintenance gen- 
erated by each type unit and on total maintenance require- 
ments for each region by time period.  Additional reports 
indicate overages or shortages of maintenance units. 

i.  Major Item Resupply Model. 

(1) Determined here is the time-phased major item 
resupply of selected line item numbers (LIN) of equipment 
for the deployed force, and the percentages of air and sur- 
face movement of these required assets to the theater.  The 
customer may select computed or specified prestocks quanti- 
ities. 

(2) Analyst-prepared data include parameters defining 
loss rates, stock levels, percent of air shipment rates, etc. 
Selected authorized LIN densities are calculated from data 
contained on DBP and FEM files.  Applying loss rates to these 
data produce replacement requirements.  Another routine com- 
putes prestock levels and time-phased stockage objectives. 
Resupply calculations relative to each internodal movement 
link and each nodal storage point are performed.  End results 
are time-phased movements of LINs lost by the user, quanti- 
ities to be moved between nodes and to be stored at the 
nodes, and total quantities to be transported intertheater 
by air and by sea in order to maintain stock levels. 

(3) The tape file output containing intertheater air- 
sea quantities of LINs for resupply serves as the source 
input to the SIGMALOG II Major Item Resources Module for 
coi:.-arison with available asset?. 
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(j)  Ammunition Resupply Model. 

(1) A basis for determination of time-phased resupply 
requirements for selected items of ammunition, identified 
by DODAC, is available through this model.  Calculations are 
dependent on weapon density, tactical activity, expenditure 
and loss rate data, and stockage levels. 

(2) Analyst-prepared data include policies and factor 
modifications by weapon system subset and by user code. 
These factors are translated by the program to the DODAC 
associated with each subset and user code.  Tape data from 
FEM files provide troop unit information and an equipment 
file from one of the DBPs provides LIN authorization per 
troop unit. 

(3) Ammunition is considered in rounds by type, fuzes, 
charges, propellants, primers, grenades, etc.  The model can 
accept known prestock quantities or can compute required D- 
Day levels.  Options also exist to apply variable expenditure 
rates as a result of differing intensities of combat and loss 
rates for ammunition in transit and in storage. 

(4) Compulsory and optional hard-copy reports show time- 
phased resupply requirements. A magnetic tape for input to 
the SIGMALOG II Ammunition Resources Module presents the 
requirements to be compared with CONUS assets . 

4.  SIGMALOG II - Description.  The components of SIGMALOG II 
are four modules.  Their function is to compare requirements 
written on certain SIGMALOG I files with assets enumerated 
on Army-maintained files . 

a. Combat Service Support Units Resources Module.  The 
module reports differences between time-phased combat service 
support unit requirements and available comparable units as 
reported on the U.S. Army Force Accounting System (FAS) Data 
Bank file.  Surplus or shortage of each type of unit is 
listed.  This module, as well as the other three, can 
accommodate concurrent requirements for one, two, or three 
theaters. 

b. Major Item Resources Module.  The purpose of this 
module is to compare time-phased resupply requirements for 
specified major end items, identified by LIN, with available 
and projected assets reported in the U.S. Army Logistics 
Data Bank.  Reports indicate which item resources are 
adequate and those that require possible production acceler- 
ation. 

c. Ammunition Resources Module.  This module compares 
quantities of time-phased resupply requirements for specified 
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DODAC items with available assets reported on the«Worldwide 
Ammunition Reporting System (WARS) file. 

d.  Intertheater Transportation Module. 

(1) The purpose of this module is to determine the num- 
bers of strategic airlift and sealift vehicles needed to 
satisfy the intertheater transportation requirements gener- 
ated in a maximum three-operation exercise. 

(2) A linear programming (LP) package is used to allo- 
cate airlift and sealift resources to minimize fleet sizes 
necessary to support specified movement requirements for the 
deployment of troops and materiel.  Strategic vehicle asset 
quantities are obtained from the Joint Strategic Objectives 
Plan, the Joint Strategic Capabilities Plan, and Movement 
Capabilities studies. 

5.  Prior Applications.  The SIGMALOG analyst team has been 
tasked by the DA DCSLOG to perform studies for both U.S. 
Army Pacific (USARPAC) and U.S. Army Europe (USAREUR) plan- 
ners, as well as for his own staff. 

a. An evaluation of the logistics portion of an opera- 
tions plan, stipulating the defense of an Asian area, was 
performed in 1969-1970.  All logistic functional areas were 
investigated during this exercise.  An extension of this 
study led to a joint venture with the Engineer Strategic 
Studies Group (ESSG) of the U.S. Army Corps of Engineers. 
Selected SIGMALOG-generated data were employed by Engineer 
planners in preparation of the Base Development Annex to 
that particular operations plan. 

b. In 1970, a request was initiated by USARPAC planners 
for assistance in evaluation of the logistics aspects of an 
operations plan in yet another Asian area.  Particular 
emphasis on the analysis of the capability of the transpor- 
tation network of that area was desired. 

c. An evaluation of the logistics aspects of a major 
European plan was undertaken at the request of the USAREUR 
DCSLOG in 1971.  USAREUR transportation action officers made 
use of data from this analysis to assist in contract negoti- 
ations with certain NATO nations. 

(1)  USAREUR planners next requested assistance in a 
study of alternative lines of communications.  This study 
was also a vehicle to further another ESSG cooperative study. 
ESSG had developed a model to generate base development data 
and publish the reports in JCS-required format.  This model, 
the Computer Assisted Simulation for Theater Level Engineer- 
ing (CASTLE), was modified to accept automatically the more 
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sophisticated SIGMALOG I requirements in place of its own 
gross estimates. 

(2)  This exercise differed from past analyses in that 
it was not an evaluation of an existing plan but an applica- 
tion to assist theater planners in the preparation of logis- 
tics requirements for the plan. 

d. A revised troop list and certain support policy 
changes resulted in an update study being conducted for 
USAREUR in 1973.  Fixed-bed allocations on the latest troop 
list had been increased significantly in comparison with the 
prior troop list, and closely paralleled the build-up 
sequence and quantities generated in the previous SIGMALOG 
evaluation. 

e. Most recently, a two-phased study was conducted by 
the SIGMALOG team to evaluate certain aspects of a new con- 
cept for LOC support during the early stages of a conflict 
in Europe. 

(1) The first phase was based upon a DA DCSLOG request 
to determine the feasibility of the concept.  SIGMALOG- 
generated logistic support requirements served as a critical 
source for a program change request presented to OSD by the 
Secretary of the Army. 

(2) The second phase of this study was conducted at the 
request of the USAREUR DCSLOG.  Logistics support require- 
ments, incorporating the revised LOC support concept, were 
computed.  Special emphasis was given to prepositioned 
theater supplies and to TPFDL combat service support unit 
changes. 

6. Current and Projected Applications. 

a. The philosophy of a centralized CONUS SIGMALOG capa- 
bility versus a decentralized capability in major oversea 
theaters has been debated over the years.  Before the present 
drastic USARPAC reorganization was initiated, planners in the 
theater had reached the point of verification that the 
SIGMALOG programs would compile with relative ease on a 
Honeywell 6060 computer, one on-site, prime, hardware candi- 
date among several under consideration.  USAREUR planners 
are presently conducting a feasibility study in that theater. 

b. Representatives of Allied nations, especially the 
U.K. and Australia, have received extensive briefings on the 
system and have expressed interest in acquiring a working 
capability. 
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(1) In early 1973, SIGMALOG I was selected, from among 
several under consideration, as the logistics planning tool 
to be used by the combined United States/Republic of Korea 
Operational Planning Staff, United Nations Command.  This 
logistics analysis procedure is the first of its kind in the 
Korean Army.  Automated files, which Korean logisticians 
were required to build to define troop unit and equipment 
characteristics, are finding new and varied uses as their 
worth is realized.  Not only are they proving invaluable to 
Korean logistics planners, but are also providing a source 
for interchange of commonly needed logistics data between 
U.S. and ROK planners in combined projects. 

(2) LEA analysts have provided technical assistance to 
the combined staff at the request of CINCPAC and with the 
concurrence of the DA DCSLOG.  This assistance has been in 
the form of technical documents and reference material, 
guidance and advice by telephone, training of U.S. officers 
prior to their departure for a Korean tour, and training of 
both U.S. and ROK personnel during several on-site liaison 
visits. 

c.  Investigations are in progress to effect more effi- 
cient procedures by linking the SIGMALOG System to other 
operating models, as with SIGMALOG-CASTLE. 

(1) Working groups are investigating a connection 
between the Concepts Analysis Agency's force roundout model, 
Force Analysis Simulation of Theater Administrative and 
Logistic Support (FASTALS), and SIGMALOG.  Numbers of logis- 
tics combat service support units on any troop list under 
study, based upon a less sophisticated FASTALS methodology, 
may be revised when computed on workload generated by the 
more refined SIGMALOG methodology.  It is hypothesized that 
a laborious operation plan post-preparation evaluation might 
be precluded if the quantities evaluated were prepared by a 
methodology agreeable to both the DA DCSLOG and the theater 
DCSLOG, prior to submission of the plan for final approval. 

(2) The SIGMALOG FEDA can accept automatically A and B 
cards from the JCS DEPREP System.  This procedure, to be 
integrated into the Joint Operations Planning System (JOPS), 
requires logistics resupply input on the G card.  An inves- 
tigation is in progress to determine what data elements 
SIGMALOG might provide. 

7.  Conclusion.  The SIGMALOG System is a tried and proven 
logistics simulation tool which is limited in its applica- 
tion only by the resourcefulness of its customer.  The 
System forces logistics planners to think in logical, finite 
detail because this is the method by which they must 
describe their procedures to be simulated.  By permitting 
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the System to accomplish the many complex and inter-related 
computations ordinarily performed manually or sometimes only 
estimated, it frees the analyst so that he may consider 
alternatives.  The ultimate should be more economical and 
efficient logistics policies and systems, and more precise 
quantification of logistics requirements. 
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SUBJECT:  Air Movement Planning System (AMPS) 

AUTHORS:  Mr. W. E. King, U.S. Army Logistics Center 
Mr. R. S. Saunders, U.S. Army Transportation School 

1.  INTRODUCTION 

a. The Army has recognized for quite some time that Army units have 
needed a better way to produce aircraft load plans for an air movement. 
During evaluation of the C-5 aircraft for Army use it was found that the 
method available at the unit level for finding individual aircraft loads 
was primarily a manual pencil and paper exercise.  Eighty-three percent 
of the Army produced C-5 load plans were being rejected by Air Force 
load planners.  The increased capability and complexity associated with 
this larger, more versatile aircraft amplified the Army's problem of 
planning for air movement and established a definite need for a responsive 
and accurate method for developing load plans and manifests. 

b. This paper reports on the development of the Air Movement Planning 
System (AMPS) which was prompted by introduction of the C-5 aircraft and 
intended to reduce the problems of load planning at the unit level.  AMPS 
is a computerized model for planning cargo loads for Air Force transport 
aircraft which includes the C-5, C-141, and C-130.  It's purpose is to 
provide Army units having an air movement mission with an automated method 
of preparing effective load plans and manifests for aircraft of Military 
Airlift Command (MAC) and Tactical Air Command (TAC). 

c. Earlier automation of aircraft load planning involved three 
systems: 

(1) The Computerized Airlift Planning System (CAPS) was developed 
by the Continental Army Command (CONARC) as early as 1967.  This system 
matched movement data against a file of manually prepared "type loads" and 
was centralized at CONARC headquarters.  The input movement data was gross 
level information on Army equipment items.  It served the purposes of 
gross planning requirements of the headquarters level, however, it was 
remote from the units providing the input riata and did not serve detailed 
planning needs of those units. 

(2) The Automated Air Movement System (AAMS) was developed by the 
XVIII Airborne Corps at Fort Bragg, North Carolina to provide them a 
manifesting capability.  At the time XVIII Airborne Corps had most of the 
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air movement requirements in the Army and needed something that could 
prepare a manifest that would express what they were moving; and to do 
it at the time they were going to move.  This required that it be 
realistic data and not standard or type (gross) data.  This system, 
though it did not plan loads, rapidly produced manifests using pre-edited 
data on loads that had been manually assembled by Army and Air Force unit 
representatives. 

(3)  The Automated Load Planning System (ALPS) was developed by 
the Army C-5 Evaluation Group at Charleston AFB in 1972.  This effort 
was undertaken to overcome the Army's inability to prepare acceptable 
load plans for the C-5 aircraft.  Objectives for design of this system was 
to provide a means to plan a load as well as manifest it.  Further, that 
it should not utilize type data but should use specific data describing 
the unit and specific data on aircraft for the move. 

d.  These systems were in various stages of development in 1973 at 
the time of the CONUS reorganization of the Army.  Responsibility for all 
of them was assigned to the Logistics Center by the reorganization.  The 
Logistics Center evaluation of the three systems led to decision to use 
the ATPS system as a base, incorporate desirable features of the others, 
and continue to develop a load planning system for Army unit use.  The 
resultant system, AMPS, is addressed by this paper. 

2.  DESIGN OBJECTIVES 

a.  Some of the objectives considered in the design of AMPS are 
briefly discussed in the following paragraphs: 

(1) Efficiency of aircraft utilization.  The system is required 
to maximize aircraft utilization to reduce the cost of air transport; 
and to minimize the number of aircraft required to land the force in the 
objective area in the shortest time possible. 

(2) Plan and manifest.  The system should be capable of planning 
a load as well as preparing manifests.  Planning must include optimum 
selection and placement of cargo items within the aircraft in order to 
achieve balance of the load in terms of Air Force requirements. 

(3) Actual current data.  Input data must represent cargo items 
exactly as they will be loaded.  Standard or type data cannot be accepted 
since the system requires specific dimensions, weights, and center of 
gravity.  The data must be accurate, thus it demands currency. 
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(4) Priorities.  The system should have means of recognizing the 
unit commander's priorities for sequence of delivery of items to the 
objective area.  Tied closely with priorities within unit is the matter 
of unit integrity and priorities between units.  Unit integrity is impor- 
tant to each of the units and to the superior organization because of 
administrative problems, such as controlling and assembling units, and 
rapid move out from the destination airfield. 

(5) Link related equipment and crews.  The system must be capable 
of identifying related pieces of cargo and forcing them to be loaded as a 
unit.  Drivers and crew members of the cargo items must be loaded onto the 
same aircraft as the item. 

(6) Operation on CS3 equipment.  The system should be capable of 
operation on the type of equipment available under the CS3 system (Combat 
Service Support System).  The reason for this is that each Army division 
and corps will be provided with CS3 equipment thus making it available to 
practically all potential AMPS users.  This equipment is to be an IBM 
360/30 at divisions and a 360/40 at corps.  Each will have 256K core and 
a normal range of peripheral devices including disk storage. 

(7) Restricted to air-land operation.  Most of the units do not 
have air-drop requirements.  Additionally, the logic applied for air-drop 
loading cannot be based on aircraft utilization as air-land operations 
are, but will vary drastically depending on the mission, size of drop 
zone, etc.  For these reasons system design for the proposed standard 
multi-command use system excluded air-drop planning. 

3.  APPLICATION 

a. To satisfy the above objectives the same logic that is used by the 
Air Force loadmaster and aircraft commander has been simulated in a computer 
program.  The program is written in the COBOL programming language for the 
IBM 360 series equipment and is constructed with a root segment and seven 
overlayable segments requiring approximately 185K bytes of core memory 
for operation. 

b. The program is concerned with use of data from two files; the 
cargo file and the aircraft file.  The cargo file represents all items 
of cargo and passengers to be loaded, and the aircraft file contains 
the aircraft available for loading.  Each of the files is constructed 
from input data provided in punch card form by the user and loaded onto 
disk files during the input phase. Also during this phase user-selected 
priorities and options are examined and program variables set for proper 
program control.  Although the program has several options, the aircraft 
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file is the basic controlling file.  Having selected the "next available" 
aircraft from the aircraft file, the program then extracts from the cargo 
file items of the appropriate cargo class for the aircraft.  Cargo class 
is assigned by the program during the input phase based upon examination 
of the dimensions entered on the input card.  This extraction continues 
until the combined weight of the extracted items exceeds the Allowable 
Cargo Load (ACL) for the aircraft under consideration.  With this list 
of potential items for loading, the program then branches to the 
appropriate routine to accomplish the positioning and balancing of items 
on the aircraft. 

c. There are two positioning and balancing routines:  one for the 
C-5 aircraft and a common one for both the C-141 and C-130 aircraft. 
These routines are very similar in logic with differences occurring 
basically because of differing aircraft characteristics and size.  The 
program considers cargo items as rectangles for placement within the 
larger rectangle represented by the loading deck of the aircraft and 
employs a heuristic approach to position cargo items and balance the 
aircraft.  Following the pyramid loading principle the routines start 
with the heaviest and widest item of cargo and load it either forward or 
aft of the planning center of gravity.  As each item is loaded remaining 
space available is maintained by keeping track of how much of the air- 
craft width has been filled at each aircraft station number.  Loading 
continues, alternating right and left, fore and aft, until a constraint 
of ACL or floor area is reached.  At this point balance is tested and, 
if necessary, the entire load is shifted to as near optimum balance as 
constraints allow.  If this fails to provide a load within balance 
limits, a new planning center of gravity is computed and another 
iteration begins.  If several iterations fail to produce a balanced load 
with these cargo items, cargo items are reduced from the load and balance 
is attempted again. 

d. When an acceptable balance is achieved, program control is trans- 
ferred to the passenger loading routines.  Passengers identified with 
cargo on the load are loaded first, and general passengers fill remaining 
space. 

e. The entire process is reiterated until either the cargo or air- 
craft file is exhausted.  When this occurs, contents of whichever file 
remains is printed, to indicate cargo not loaded or available aircraft 
not required. 
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4. INPUT 

a.  Input to establish the two required files is prepared and main- 
tained by the unit.  The cargo file contains information on personnel 
as well as cargo items. 

(1) Personnel.  The personnel data includes appropriate identi- 
fication plus the priority, if any, assigned by the unit commander. 
When appropriate, personnel are linked to pieces of equipment by putting 
the bumper number of the equipment item in the personnel card.  This 
assures that the person will be loaded on the same aircraft as the piece 
of equipment. 

(2) Equipment.  Cargo input includes identification that is 
useful to the unit; dimensions; weight; and center of gravity exactly 
as that piece of equipment is to be ready for loading.  For example, a 
loaded truck must be described with dimensions, weight, and center of 
gravity computed with the load on the truck.  Additionally, the input 
identifies the number of inches which can be reduced by telescoping a 
trailer under the prime mover or mating a semi-trailer to its' tractor. 
Related items of equipment are considered together in the same manner 
as personnel to assure loading on the same aircraft.  Use of the same 
bumper number on related pieces causes the program to combine these 
items and consider loading as one item. 

(3) Aircraft.  The aircraft file input is constructed by the Army 
unit from information supplied by the Air Force.  This input is flexible 
as to the environment for use of AMPS.  If in a planning situation the 
specific detail on each aircraft is not known, however, the program is 
provided the types of aircraft, planned allowable cargo loads by type, 
and a ratio of types.  For an actual operation specific numbers and 
actual allowable cargo loads for each type and model of aircraft are 
provided. 

5. OUTPUT 

a.  Output of the system is a set of load plans and manifests which 
provide a diagram of the loaded aircraft; and cargo and personnel mani- 
fest data required by the Air Force.  The schematic diagram (Fig 1) is a 
representative picture of the aircraft floor area with rectangular out- 
lines for each item of cargo.  Within each rectangle, assuming suffi- 
cient space, is an index reference to the manifest, brief identification 
of the item, weight, and fuselage station where the center of gravity of 
the item impacts the aircraft. 
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b. Following the schematic is a cargo manifest showing all the 
detail previously mentioned.  If passengers were loaded on the aircraft 
the personnel manifest (Fig 2) will follow. 

c. Summary statistics (Fig 3) are produced after each tenth load. 
These show number of loaded and remaining aircraft by type; percentage 
utilization of ACL and area used by type of aircraft; number of cargo 
items loaded and remaining; and number of passengers loaded and 
remaining. 

d. Final output is a list of equipment items which were not loaded, 
or if the equipment file is emptied before the cargo file this would 
be a list of aircraft not used.  This section is of particular importance 
for the unit since it represents to the planner a flag of potential 
problems.  For example, from this list the planner can see what items 
cannot be moved within the allotted number of aircraft.  With this 
knowledge he can assess the degradation of the mission if the equipment 
cannot be moved; consider alternative pieces of equipment for substitution 
which can be moved with available aircraft; consider means of partially 
dismantling larger items so as to fit within available aircraft; request 
Air Force to provide additional aircraft; etc.  In the unlikely case of 
aircraft remaining, the planner may return the unused aircraft to Air 
Force or consider switch of surface moves to air transport. 

6.  CONCLUSION 

It is believed that the AMPS system will produce load plans that 
will satisfy the Army units' requirements and in a way that will also 
stay within any restrictions that may be stated by the Air Force in 
respect to use of their aircraft.  We are assured that the system will 
be available where needed because the hardware system that it is designed 
to operate on will be provided to each division and corps as part of the 
CS3 system (Combat Service Support System).  The various functions and 
options that are built in give adaptability and flexibility to respond 
to and accommodate any of the operational situations that may come up. 
This provides the Army unit planners with a simulation capability not 
previously available and allows for early load planning which provides 
an ability to identify problems and achieve solutions before actual 
movement time. 
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A METHODOLOGY 
FOR DEVELOPING ALTERNATIVE CONSOLIDATION 
AND CONTAINERIZATION POINT LOADING POLICIES 

Mr. John A. Scanga 

General Research Corporation 

BACKGROUND 

The Direct Support System (DSS) was developed by the Army for the 
purpose of reducing supply response time to customer direct support units 
(DSUs).  This objective was to be accomplished by supplying the DSUs 
direct from the Continental United States (CONUS) sources thereby reducing 
inventories in the traditional oversea storage depots.  Reduced inventories 
in these depots result in a distribution structure more akin to a direct 
origin-to-destination system. 

In relying on direct supply support from CONUS, advantage can be 
taken of advances in shipping technology, namely utilization of cargo 
containers and faster ships that reduce handling and shipping times. 
Two consolidation and containerization points (CCPs) were established in 
CONUS as part of the DSS system.  The CCPs were established to function as 
materiel accumulation centers and perform container loading operations. 
One CCP was established on the East Coast at the New Cumberland Army Depot, 
New Cumberland, Pa., to serve the U.S. Army, Europe (USAREUR) and the 
other at Sharpe Army Depot, Lathrop, California for Pacific customers. 

PROBLEM 

There are three principal functional requirements for CCP operations 
which reduce transportation costs and average response time. 

1. Minimize the number of consignees in each container. 
2. Maximize the amount of cargo in each container. 
3. Minimize the time cargo is held at the CCP for consolidation 

and loading. 

Operational experience established that a lack of sufficient cargo 
volume for the average consignee makes it impossible to meet all three 
objectives. 

As a result, the question arose:  "Could an optimum CCP operational 
policy be determined that would satisfy DSS operational requirements?" 
The low volume of cargo for many customers necessitates loading more than 
one consignee in most containers.  It is clear that a geographical re- 
grouping of consignees would expedite container routing in the theater. 
GRC was requested to investigate both CC loading policy and cluster 
arrangements. 
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A computerized Simulation Model for loading (SIMLOAD) was developed 
to systematically examine the relationship among loading factors, using as a 
criteria the number of containers loaded under alternative policies, 
such as:  CCP hold times, the number of different consignee loadings per 
container, and the effect of alternative cluster arrangements. 

APPROACH 

The approach used to analyze CCP operational data and DSS system 
parameters included the following steps: 

1. The CCP facility and operations were visited on repeated 
occasions to gather information for development of the model. 

2. The types of data available, mechanized and manual, were also 
analyzed in order to establish actual CCP operational charac- 
teristics to be simulated. 

3. The requirements of the CCP operation and the data which repre- 
sented its performance were used in developing a computerized 
model of the system. 

4. Results were organized into suitable presentations and compared 
to actual operations as a validity check of the modeling effort. 

5. Alternative policies were simulated to analyze their impact on 
the loading plans. 

MODEL DESCRIPTION 

The model (SIMLOAD) is a constrained simulation model that evaluates 
alternative loading policies and distribution plans for customer delivery. 
The model correlates the variables; priority, consignee, hold time, and 
cluster groupings to optimize loading factors using historical CCP shipment 
data as input.  The model is capable of handling up to ten consignees 
simultaneously and any combination of one through ten maximum hold times. 

The input data required are: 

1. Maximum number of consignees per van and pallet 
2. Maximum hold time employed for pallets and vans 
3. CCP volume data by day by DSU/droppoint 
4. DSU identification codes by cluster or droppoint 
5. Loading policy by pallet type and van size 
6. Priority of materiel designator for loading pallets and vans 

(if priority II materiel is split between the two containers). 

The initial version of the model described in General Research 
Corporation's (GRC) report number OAD-CR-29* was developed to simulate the 
East Coast CCP.  At the time the model was developed, the supply of all van 

* General Research Corporation, "A Methodology for Developing 
Alternative Consolidation and Containerization Point Loading Policies" 
J. Scanga, February 1974. 
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sizes was more than adequate.  As a result the model was developed to load 
vans In the folllwlng sequence; 40 foot vans If sufficient materiel was 
available, if insufficient materiel was available, the model attempted to 
load a 35 foot van, and if less than half of a 35 foot van was available 
the materiel was loaded into a 20 foot van.  An unexpected shortage of 
vans on the East Coast and incorporation of West Coast CCP data into the 
program dictated changes to the model.  The model has been revised to 
randomly select a van for loading based on the percentage of 20, 35 and 
40 foot vans loaded at each CCP.  The model is being expanded by the 
Logistics Control Office, the Army's custodian of the model, to accept 
variations in time-to-scheduled sailings.  Other DSS study results show 
that vans are held at the POE waiting for ship sailings.  It is obvious 
that by holding the van at the CCP instead of the POE will result in 
CCP improved loading performance.  The model correlated scheduled ship 
sailing date with CCP hold times to estimate its effect on van loading 
performance. 

SOMLOAD accumulates daily CCP receipts by priority for each DSU. 
The model attempts to ship to one consignee.  Ships direct to any consignee 
if established criteria are met.  If a maximum is not available within the 
allowable hold time, other consignees (not to exceed the established maximum) 
as specified are used to round out the load.  The model is programmed to 
insure that materiel at the maximum allowable hold time is shipped regard- 
less of container loading factor. 

Results of the comuptation are expressed on computer listings as 
10 x 10 matrices.  The hold time in days is on the veritcal axis. 

The number of consignees are on the horizontal.  This allows the 
manager to compare a 1-day hold time, 1 consignee loading criteria with 
99 other criteria from 1 day hold time, 2 consignees through a 10 day 
hold time, 10 consignee load policy. 

The output matrices are: 

1. Total number of pallets and vans loaded. 
2. Number of vans not economical (< 50 percent loaded). 
3. Average number of days per pallets and vans (CCP hold time). 
4. Average number of consignees (either DSU or droppoints) 

per pallets and vans. 
5. Average cube per pallet and van. 
6. Number of pallets and vans that were shipped direct to the 

consignee. 

INPUT DATA 

Historical CCP receipt and shipment data were obtained from the CCP 
at New Cumberland, in the form of magnetic tape.  The computer tapes 
were processed through a series of programs that copy, remove labels and 
headers, select DSS/DSU records within specified restraints, summarize 
DSU receipt volume, and unite output records on magnetic tape.  The 
resultant output is a data record, by DSU, by priority, containing volume 

356 



of materiel received at the CCP by day for a given time period. 

A basic input to the simulation model is the physical character- 
istics of the various containers used by the CCP.  SEAVAN and pallet 
capacities are depicted in Table 1. 

SEAVAN containers used in surface shipments are available in three 
sizes, 20,35 and 40ft length models, (the other dimensions are a standard 
8 x 8ft).  Commercial usage dictates the use of 50 percent capacity as 
a minimum loading criterion.  On a profit-loss basis, a 50 percent load 
is usually considered the break-even point. 

Optimum loading refers to the volume estimated to be loaded under 
good loading conditions, usually considered to be 80 percent capacity. 
Maximum loading is the volume of the container that can be packed under 
ideal conditions. 

Two types of pallets are used for air shipment the 463L and the 
mini pallet.  The 463L pallet is a metal frame type platform with restrain- 
ing straps to tie down the cargo.  The A63L measures 88 x 108 inches, while 
the mini pallet is 40 x 48 inches. 

Another input requirement is the assignment of DSUs to cluster 
groups.  Clusters are used to geographically group consignees to facilitate 
economical loads and to minimize transport requirements.  An illustration 
of a cluster is shown in Fig. 1 and represents the 1972-1973 arrangement 
of units in USAREUR.  The configuration of a cluster determines the con- 
signees assigned to specific containers for eventual distribution. 
However, it should be noted that cluster configuration is not the sole 
determinant of consignee assignment.  If a sufficient volume of materiel 
for one consignee is available for loading within the hold time restraint 
ther would be only one consignee.  When, as is the usual case, multiple 
consignees are required for minimum loading, the consignees designated 
must belong to the same cluster.  The clustering shown in Fig. 1 aggregates 
all DSUs within a cluster into one droppoint which is a centrally located 
DSU that accepts all cargo for these DSUs within the cluster. 

PREPARING DATA FOR INPUT TO MODEL 

Output of the Droppoint Program (DROPPT) is used as an input to 
the model.  Figure 2 is a schematic of DROPPT processing.  This FORTRAN 
program assigns DSUs to a cluster and forms volume records by priority to 
their assigned drop location.  A computer card deck containing DSU's AK 
(for USAREUR) numbers is used as a finder's deck in assigning the DSUs to 
a cluster.  Every change in cluster partioning requires a manual rearrange- 
ment of this data deck. 

The processed CCP volume data records are compared on DSU identifi- 
cation code to that of the finder's deck.  When a match occurs, the DSU's 
data record is assigned it's cluster identification and the DSU volume 
data is summed into its assigned droppoint. 
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Table 1 

CCP CONTAINER LOADING SPECIFICATIONS 

Container 

External 
cube 

(cu ft) Minimum Optimum Maximum 

463L pallet 250 300 335 

Mini pallet  a  a 50 

20-ft SEAVAN 1,280 500 800 1,000 

35-ft SEAVAN 2,240 1,000 1,600 2,000 

40-ft SEAVAN 2,560 1,100 1,800 2,300 

Because mini pallet loading is restricted to one delivery} 

minimum and optimum capacities are not applicable. 
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The output is in the form of a computer listing, card deck and 
magnetic tape. 

RESULTS 

Two sets of results are provided the DSS manager.  The first set 
deals with the volume of materiel to be shipped each consignee, i.e., 
DSU, cluster or droppoint.  The second set are results of SIMLOAD 
operation and describe CCP performance for specified criteria.  The former 
results are utilized by the manager to group DSUs into clusters and/or 
droppoints in order to prepare multiple inputs to SIMLOAD for comparison. 
SIMLOAD is not designed to give the absolute optimum loading policy but is 
intended to present the logistics manager with relative measures of loading 
effectiveness within the constraints under which the model operates. 

VOLUME ANALYSIS 

CCP receipt data were analyzed in terms of volume received and DSU/ 
cluster destination.  Table 2 presents the volume of cargo shipped during 
two 60-day periods.  Note that 45 of the 111 units in the sample received 
less than 500 cu ft of materiel during the first period.  The number of 
units consigned less than 500 cu ft dropped to 38 in the second period. 
The CCP in the first period received less than one full 35ft van load of 
materiel (2000 cu ft) for 63 of the 111 consignees in the sample.  There 
were also 63 consignees with less than 2000 cu ft during the second period. 
Only 7 consignees had over 10,000 cu ft of cargo at the CCP during the first 
period.  Although this increased to 11 consignees in the second period it 
still represents less than 10 percent of the total number of consignees.  It 
is obvious from an examination of these data that on a "per unit" basis the 
volume of cargo is too small to warrant single consignee shipments. 

Using the same data as above, Table 3 list the volume by cluster 
(proposed by USAREUR in 1973).  The table reveals that the volume of 
materiel received at the CCP varied significantly from a low of 6,622 cu ft 
for cluster "C" to a high of 74, 317 cu ft for cluster "D." 

Other analyses were performed to investigate alternative approaches 
to alleviating the problem caused by low volume customer.  One approach 
satellited low volume units on the parent DSU.  For example, the lettered 
companies of the 703rd Maint Bn (DS) were satellited on the Hqs & A Co. 
Each lettered company would be required to pick up its materiel at the 
main DSU (Hqs & A Co).  The remaining customers (7 depots, 5 stock record 
accounts) (SRAs) and 5 Engineer repaired utilities (R & Us) were consolidated 
into three groups.  Combining consignees in the latter manner resulted in 
satelliting 40 low volume accounts (less the 250 cu ft/mo) on larger 
cus tome rs. 

An analysis of combined data was perofrmed to estimate the percentage 
of materiel in each group.  Results depicted in Table 4 indicate that 
divisions, Maint Bns, and Supply and Services Bns accounted for equal volume 
of materiel received at the CCP during the 120-day period.  These units 
accounted for 67.5 percent of the volume.  Approximately half of the 
remaining 32.5 percent was for the SRAs.  Twenty low volume customers that 
were not satellited on larger customers, accounted for 5.7 percent of 
the total. 
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Table- 2 

DISTRIBUTION OF ALL MATERIEL 
RECEIVED AT NEW CUMBERLAND CCP 

(By Volume and Number of Consignees) 

Volume received 
ft 

Numb er of consign ees 

cu 
Oct-Nov 72 Dec 72-Jan 73 

0 - 500 45 38 

501 - 1,000 5 10 

1,001 - 2,000 13 15 

2,001 - 3,000 13 10 

3,001 - 4,000 6 5 

4,001 - 5,000 6 5 

5,001 - 6,000 5 4 

6,001 - 7,000 4 5 

7,001 - 8,000 3 2 

8,001 - 9,000 2 5 

9,001 - 10,000 2 1 

>10,000 7 11 

Total 111 111 
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Table 3 

VOLUME OF MATERIEL RECEIVED 
AT NEW CUMBERLAND CCP 

Volume , cu ft 

Cluster First 60 days Second 60 days 

A 72,307 69,070 

B 28,369 46,050 

C 6,622 9,047 

D 69,080 74,317 

E 21,364 23,174 

F 54,384 66,056 

G 55,314 53,484 

H 13,315 23,002 

Table 4 

VOLUME OF MATERIEL PROCESSED 

BY NEW CUMBERLAND CCP 

Group Total cu ft Percent 

Division 170,083 23.3 

Maint Bn 169,223 22.5 

S&S Bn 162,909 21.7 

Area Shops (7 SRAs). 119,353 15.9 

Marom Depots (5 SRAs) 68,746 9.2 

Engineer R&Vs (5 SRAs) 12,504 1.7 

Unsatellited (20 SRAs) 42,943 5.7 
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SIMULATION RESULTS 

INTRODUCTION 

Because containers differ in capacity and usage, analyses of 
loading policies and allied subjects are organized into van and pallet 
configurations.  The vans are associated with surface movement (sea), 
and the pallets with air shipment. Within the broad categories of vans 
and pallets, questions arise that must be answered.  These questions are 
discussed in detail In subsequent poritons of the document, e.g., average 
cu ft per container, holding days, number of consignees, and cluster 
analyses.  Although many simulations were performed during the study, 
only sample results will be presented. 

Assumptions 

It was assumed in the SIMLOAD runs that the CCP has sufficient 
pallets, vans, and personnel available to meet the optimum 1 day hold, 
1 consignee load policy.  An unlimited availability of aircraft at the 
airport of embarkation (APOE) and ships at the port of embarkation (POE) 
is also assumed.  Discussions with AMC personnel confirmed that these 
were valid assumptions for the East Coast.  However, ship sailing dates 
on the Pacific coast vary considerably, requiring a revision to the model 
to accommodate these variations.  The availability of aircraft and ships 
could have an adverse impact on CCP operations.  If one assumes a ship 
from the West Coast to Korea every 8 days; with the CCP hold criterion set 
at 3 days, this would result in a situation where uneconomically loaded vans 
would wait at the POE for as long as 8 days before shipment, if the van 
arrives just after a ship has sailed.  If CCP loading times are coordinated 
with ship sailing schedules, holding the vans at the CCP for additional 
cargo can increase the space utilization without increasing overall order 
shipping time. 

Results 

SIMLOAD results are presented in the form of a 10 x 10 matrix which 
fields 100 solutions for each of 6 parameters (total number loaded, number 
jneconomical, number direct ship, average days hold, average number of 
:onsignee, and average cu ft).  Model runs produce the above results 
for 20,35, and A0 ft vans, the three types combined and 463L, mini and 
:ombined pallets. 

Tables 5 and 6 are examples of SIMLOAD outputs for vans and show 
:otal number of vans loaded and the number uneconomical. More detailed 
Information can be obtained in the GRC report previously referenced. 

» * 
Using Table 5 as a guide the number of consignees are read across 

J»e top and number of days vertically.. For example, a loading criteria 
if 1 day hold and 1 consignee per. van would result in the shipment of 
1,345 vans.  A look at Table 5 for jthe same criteria shows that 32,208 
>f the 3,345 vans shipped would be considered uneconomically loaded (less 
:han 50% full). 
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Table 5 

20,   35 AND 40 FOOT VANS 
Total Number of Vans 

No. of 
s  1 2 3 

Number c f Units 

8 9 Day 4 5 6 7 10 

1 3345 1809 1299 1026 885 778 72 3 685 659 625 

2 2015 1074 756 599 519 450 411 395 377 362 

3 1516 806 571 445 389 345 324 296 287 280 

4 1186 613 452 355 315 281 256 245 243 229 

5 1032 523 383 310 273 249 230 221 219 216 

6 927 471 349 283 252 232 218 210 207 203 

7 832 414 307 247 227 211 208 197 202 197 

8 756 364 277 234 216 207 102 197 297 193 

9 700 336 265 225 203 206 195 197 196 192 

10 670 319 256 216 201 200 195 196 195 191 

No. of 
Days  1 

Table 6 

20, 35 AND 40 FOOT VANS 
Vans not Economical 

Number of Units 

10 

1 3228 1660 1120 819 658 531 470 426 392 362 

2 1839 864 505 334 247 181 136 128 113 103 

3 1310 571 312 184 125 79 62 53 52 43 

4 947 364 185 110 63 39 24 18 21 16 

5 770 277 132 70 36 24 18 15 13 11 

6 653 223 102 47 26 15 8 6 8 5 

7 531 171 65 2? 11 4 4 2 2 2 

8 441 128 46 14 7 7 1 1 1 1 

9 369 105 34 15 6 4 2 2 2 2 

0 332 90 36 10 5 3 2 2 2 2 
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The loading criteria currently employed is 6 days hold with a 
maximum of 4 consignees per van.  Referring to Table 4, a 4-6 loading 
criteria produces 75 vans all of which are economical (from Table 5). 

A comparison of three loading criteria for the six parameters for 
all vans is shown in Table 7. 

Table 7 shows that a  1- day hold time combined with a maximum 
consignee level of three would result in shipping 1,299 vans over a 120- 
day period.  Of this number 1,120 would be uneconomical.  Comparing the 
3-5 and 4-6 criteria we see that there is little difference in the average 
number of days materiel is held at the CCP 4.5 to 4.9.  This combined with 
the 2.8 vs 3.7 consignees per van and other factors (fewer vans, fewer 
uneconomical, and greater volume) makes the 4-6 loading criteria the 
better one to apply to the East Coast CCP. 

Another analysis can be performed by comparing results of model 
runs for various cluster arrangements.  Table 8 presents results of 
several model runs of two loading criteria for each of seven cluster 
arrangements.  The data cover a 60~day period.  Priority 2 materiel was 
used to top off pallets whenever appropriate.  At the time of this analysis 
all Priority 1 materiel was required to be shipped using a 1-day hold 
time and a maximum of 4 consignees per pallet. 

The cluster grouping shown in the table include:  (1) the routes 
in existence, (2) groupings as proposed by USAREITR, (3) current routes 
with one droppoint per route, (4) consolidated division Maintenance and 
S&S units with the other DSUs served individually, (5) same as (4) with 
DSUs served through 8 Droppoints, (6) consolidating MATCOM depots and 
SRAs, balance as in (4), and (7) same as (6) except the 20 miscellaneous 
DSUs are served by Air. 

Based on the information in Table 8, item 3, (current cluster, 
utilizing the droppoint method) would provide the most effective approach. 
Although fewer vans would be required in item 7, a significant increase 
in the number of air pallets shipped is required.  Note however, that 
utilization of the droppoint method of delivery places the task of 
delivering to the customer on USAREUR's transportation system. 

This analysis in itself, does not solve the DSS distribution problem 
but it does provide the DSS manager with the necessary visibility so that 
he can make a more intelligent decision regarding DSS clustering and 
CCP loading policy. 

COMMENTS 

1.  SIMLOAD provides the Army with an inexpensive and rapid method 
for estimating the effect of loading policies in CCP performance. 
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Table 7 

COMPARISON OF THREE LOADING LOADING CRITERIA 

FOR VANS FOR ONE SIMULATION RUN 

Loading Criteria 

Parameter 

1 day hold 

3 Consignees 

3 day hold 

5 Consignees 

Total Number of Vans 

Number Uneconomical 

Average Number of Consignees 

Average Number days hold 

Average Volume (Cu ft) 

Number Direct Ship 

4 day hold 

6 Consignees 

1299 383 283 

1120 312 47 

2.6 2.8 3.7 

1.0 A.5 4.9 

262 595 1167 

207 41 24 
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Table 8 

DSS USAREUR 
ALTERNATIVE DELIVERY SCHEMES 

(60 DAYS DATA BASE) 

VANS 
(6 DAYS HOLD-4 CONSIGN.) 

No. 
No. 

UN-ECON 

No. 
DIRECT 

PALLETS 
(1 DAY HOLD-4 CONSIGN.) 

No. 
No. 

UN. ECON. 

CURRENT ROUTES (8) BY DSU 

USAREUR's NEW CLUSTERS 
(3 DROP POINTS) 

g CURRENT CLUSTERS (8)- 

336 

328 

43 

51 

18 

24 

452 

260 

CONSOLIDATE UNITS, MATCOM DEPOTS 
AND SRAS-OTHER DSUS SERVED INDV.  306 

CONSOLIDATE UNITS, MATCOM DEPOTS 
AND SRAS-OTHER DSUS BY AIR     263 

11 59 375 

411 

318 

17 

184 

122 

No. 
DIRECT 

52 

130 

3 DROP POINTS 276 0 153 257 13 129 

CONSOLIDATE UNITS-OTHER DSUS 
SERVED INDIVIDUALLY 315 13 46 395 211 82 

CONSOLIDATE UNITS-8 DROP POINTS 

FOR OTHER DSUS 296 0 54 338 141 50 

88 
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2. Changes In loading policies were made based on SIMLOAD results. 
CCP container loading performance improved after each policy change. 

3. There is a need for a more detailed analysis of ship sailing 
schedules to determine optimum CCP hold time, unless ships are 
available on a daily basis. 

4. SIMLOAD does not encompass an evaluation of loading policies 
as they affect the total DSS transportation costs.  Preliminary 
work on a CCP cost model has been completed; additional effort 
is requir' d to complete the cost model. 
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FACILITIES CAPACITY FACTOR STUDY 

MR.  JAMES C.  RICHARDS 

SYSTEMS ANALYSIS OFFICE 
US ARMY ARMAMENT COMMAND 

ROCK ISLAND,  ILLINOIS    61201 

BACKGROUND 

The Joint Conventional Ammunition Production (JCAP) Panel  in their 
final report made the recommendation to the Secretary of Defense regarding 
shift schedules shown in Figure 1.    It should be noted that the cited 
shift schedules should represent our best estimate of the amount of pro- 
duction time that will be achievable in the event of mobilization.    The 
purpose of the study was to determine if the 2-8-5 (2 shifts per day, 8 
hours per shift, 5 days per week) shift basis, recommended in the JCAP 
report, was the maximum shift schedule that could be sustained for long 
periods of time under mobilization conditions.    However, if the study 
found that some other shift basis was more appropriate for maximum sus- 
tained operation, the OSD would, naturally, adopt this larger number. 
The Deputy Assistant Secretary of Defense for Production Engineering and 
Materiel Acquisition directed that action be initiated, in coordination 
with appropriate service representatives and the JCAP/CG to further ex- 
plore this recommendation.    This study was initiated by JCAP/CG as a re- 
sult of the OSD direction to prepare for participation with OSD and the 
military service to explore the application of the 2-8-5 concept to non- 
continuous manufacturing operations across-the-board 1n DOD.    The JCAP 
study team participated with the OSD study team in the OSD effort to e- 
valuate the 2-8-5 factor and the OSD results have been incorporated into 
the JCAP study. 

STUDY METHODOLOGY 

The outline given 1n Figure 2 describes the basic elements of our study 
methodology.    The central aspect of our study involved visits to gather 
data on 21 production lines.    These production systems were then computer- 
simulated to determine the upper boundary of sustained operation in each 
of the plants simulated in reference to shift basis.    The results of these 
simulations, plus the data gathered from the Army/Navy Management Ques- 
tionnaire and the ADPA Survey of industry practices, were used to perform 
the evaluations leading to the study conclusions and recommendations. 
These conclusions and recommendations were then formalized into a final 
report.    The primary literature search was performed at the Texas A&M Li- 
brary and at the Wright-Patterson Machineability Library.    The DDC (De- 
fense Documentation Center), the Open Literature, and the Kaiser Study 
were searched for pertinent information.    The on-site plant visits in- 
cluded non-continuous operations such as production of fuzes, small  arms, 
primers,  load assemble and pack, and metal parts.    Industrial facilities, 
government-owned and contractor operated (60C0), and government-owned and 
government-operated plants (G0G0) were surveyed.    These plants were both 
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TCAP RBCOMENDATION 

TIE SBCRETARY OF DEFENSE SHOULD SPECIFY THAT RETENTION, 
MODERNIZATION, AND EXPANSION OF THE CONVENTIONAL ANMINITION 
PRODUCTION LINES BE PLANNED TO MEET MOBILIZATION REQUIREMENTS 
ON A 2-8-5 SHIFT BASIS AT A PRODUCTION EFFICIENCY OF 80 PERCENT, 
EXCEPT FOR PROPELLANT AND EXPLOSIVE PLANTS WHICH SHOULD BE PLANNED 
ON A 3-8-7 SHIFT BASIS AT A PRODUCTION EFFICIENCY OF 90 PERCENT. 

Figure 1 

STUDY METHODOLOGY OUTLWE 

■or 
OUCSItOMMIfll 

"BSBT \ 
ON «it 
mm ► mOOUCTKM UHt 

MMULATKMt ► CVALUATIOM ► Nfmm 
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MXJttlT HMCTttt 

lAISr» FNGIHjTRS' STUDY 
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FACTO» 
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re» Mrcc/sAFerv E 
LAP l.S-1- S                           -i Shift 2-i-S 
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94U-L CALIBER J-0-» l.sSUft 2-»-« 

•Lit»CT Engineers' Reports And Letters of It Her 70 ml 1 DK »2 

Figure 2 Figure 3 

LABOR DEPARTMENT BULLETIN N0.917 
II CASE STUDIES 

• J SHELL MANUFACTURE 

• 16 METAL »ARTS MANUFACTURE 

SUMMARY 

• 7 DAY WEEK IS NOT FEASIBLE 

• • DAY WEEK IS FEASIBLE 

( HOUR DAY & 40 HOUR WEEK  IS 
BEST  FOR PEACETIME 

I HOUR  DAY h  4« HOUR  WEEK   IS 
BEST  FOR WARTIME 

AOPA ADVISORY GROUP REPORT 

MOBILIZATION DEFINITIONS 

CLASS I 
OCCLARED WAR WITH ALI WARTIME CONTROLS OVER MATERIALS. 
PERSONNEL AND PRICES ENFORCED. THE OENERAL CONSENSUS IS 
THAT SUCH A SITUATION WOULD RE BROUGHT ABOUT BY PEARL 
HARBOR TYPE OE ATTACK WHICH WOULD SERVE TO OM.VAJ.iZE 
PUBLIC OPINION IN FAVOR OF COOPERATING WITH A WAR EFFORT 

CLASS I 
UNDECLARED WAR WHERE DEFENSE PRODUCTION MUST COMPETE 
WITH CONSUMER PRODUCTION. WITH ONLY MINIMAL CONTROL OVER 
SUPPLIES OF RAW MATERIALS. PERSONNEL AND PRICES. THE CON 
CENSUS IS THAT ANOTHER VIETNAM TYPE OF WAR MOST CLOSELY 
APPROXIMATES THIS SITUATION. WITH PUBLIC OPINION AGAINST 
UNITED STATES INVOLVEMENT 

Figure A Figure 5 
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Army and Navy production facilities.    The production line simulations were 
done with the HOCUS (Hand or Computer Universal  Simulator)  and the GPSS 
(General Purpose Simulator System).    The HOCUS system was run principally 
by Picatinny Arsenal on a CDC 6500 computer and the GPSS at Eglin Air 
Force Base on an IBM 360-65 computer.    The American Defense Preparedness 
Association (ADPA) Survey of industry practice was conducted by members 
designated by this industry group.    The management questionnaires were 
sent by the JCAP study team to plant commanders, plant managers, and OSD 
personnel  likely to have background appropriate to the study area, such as 
members of the ARMCOM staff, members of NAVORD, members of the service 
staffs, and DCASA teams.    Upon completion of these areas of the study 
methodology, an overall evaluation of the data was performed and a final 
report was prepared.    The final  report was submitted to OSD for action. 

In order to set the stage for the discussion of each of the manufac- 
turing categories, I plan to present a summary of the results of each of 
the major elements of the study methodology. 

LITERATURE SEARCH 

In our literature search and in the discussions of shift factors for 
non-continuous production, repeated references were made to the Kaiser 
Engineers'  Study performed for the Army.    Figure 3 portrays the exact na- 
ture of the Kaiser Engineers'  recommendations as drawn from and validated 
by the two letters and the actual  reports.    Thus, one could say that in 
terms of net productive hours, the Kaiser Engineers'  Report did reflect 
2-8-5 and 2-8-6.    However, it is important to emphasize that the Kaiser 
Engineers'  recommendations are based upon maximum sustained economic pro- 
duction under mobilization conditions.    It is this economic constraint 
which distinguishes the guideline of maximum sustained production under 
mobilization conditions without economic constraints portrayed in our 
study from the Kaiser study using economic constraint.    The same observa- 
tion applies to the recommendations of the Joint Conventional Ammunition 
Panel which also based its proposal on maximum sustained economic produc- 
tion under mobilization conditions. 

There were 19 case studies in the Labor Department Bulletin (summar- 
ized in Figure 4) that addressed production facilities that were similar 
to our shell metal parts lines.    Three of these were identified as spec- 
ifically producing artillery shell metal  parts.    While the study is dated 
and many changes in operating environment have occurred, the end result 
is of interest.    In summary, during World War II it was found that Sunday 
work had severe limitations for these type facilities.    In at least one 
case it was found to be counter-productive to have a Sunday shift.    These 
case studies indicate that the six day week was best during World War II 
mobilization for these type plants.    The overall  conclusion of the study 
was that in peacetime, eight hour shifts and 40 hour weeks were best. 

The results of the literature search indicated that for non-continuous 
processes on the average probably not more than 120 hours of production 
will  be realized out of a possible 168 hour work week, regardless of the 
shift employed. 
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AMERICAN DEFENSE PREPAREDNESS ASSOCIATION ADVISORY GROUP REPORT 

The next element of the study addresses the report of the ADPA Advi- 
sory Group chaired by Mr.  Kenneth S.  Cole of Chamberlain Manufacturing 
Corporation.    This was a Blue Ribbon Group which met at ARMCOM Headquar- 
ters, Rock Island,  Illinois on 18 and 19 October 1973.    This group had 
the task of developing a report which would reflect the industry view- 
point with respect to production shift policies and practices for a mod- 
ernized base.    The group held strong convictions that there were addi- 
tional  issues over and beyond the question of establishing norms for non- 
continuous production in a mobilization situation.    Specifically, the 
group raised a basic question as to what mobilization environment should 
be used.    The group advocated abandoning the use of shifts and the adop- 
tion of a more basic unit in terms of hours per week.    The ADPA Advisory 
Group strongly felt that it was essential  to differentiate between a war 
time mobilization in which the War Powers Act and all  associated controls 
removed many constraints that exist in a peacetime environment and a SEA 
"mobilization" environment in which non-continuous production operations 
operated under many constraints.    The definitions used by ADPA are given 
in Figure 5.    As the ADPA Advisory Group pointed out, this would directly 
affect the number of production hours that could be realized from the 
same production line.    The ADPA Group stressed that it should be recog- 
nized that in either class of mobilization, the base production units 
would represent at least 90 percent of the initial munitions supply.    The 
group agreed upon the following groupings or categories of non-continuous 
production operations for establishing norms for the number of productive 
hours per week:    Load, assembly, and pack — medium and large caliber 
metal parts — fuzes and small  caliber ammunition — and raw materials. 
Participants in the ADPA Advisory Group organized themselves into sub- 
committees representing these categories which evolved into their final 
report. 

The ADPA Advisory Group made these two recommendations  (Figure 6). 
They felt that private industry should determine how shifts are to be 
apportioned based upon many complex factors applying only to each indi- 
vidual situation.    DOD has no intimate, up-to-date, first-hand knowledge 
of union agreements, past practices within an area, condition of the 
Base Production Unit, attitudes of personnel, pending agreements, finan- 
cial situation, plant physical  limitations, vendor/supplier relationships, 
or any of hundreds of other considerations which go into establishment of 
working hours.    Only the contractor knows what is best for his plant. 
The persistence of DOD personnel  to think only in terms of shifts and 
to dictate same in modernization programs may be one reason private in- 
dustry in the past has given such widely diverging estimates of peak pro- 
duction and production costs on like or similar items.    Each contractor 
was applying his knowledge of the local situation to the shift pattern 
dictated by DOD.    The worst outcome of dictated shift policy was  the pos- 
sible formulation of opinions by DOD personnel  that Contractor A was 
"efficient" and that Contractor B was "inefficient".    While private in- 
dustry knows this  is not formalized in DOD files, we do know that indi- 
vidual  personal  opinions exist and that previous  thinking in terms of 
shifts and imposition of shifts on diverse contractors may have contri- 
buted to these opinions.    To combine equipment and tool  limitations is 
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AOPA  ADVISORY   GROUP  REPORT 

RECOMMENDATION 1 

DOO SHOULD STOP THINKING IN TERMS OF SHIFTS     BUT SHOULD 
START THINKING IN TERMS OF HOURS PER WEEK  REQUIRED TO 
ACHiEVt   STIPULATED PRODUCTION RATES WITH GIVEN BASE 
PRODUCT ION UNITS 

AOM ADVISORY GROUP REPORT 

RECOMMENDATION 2 

EQUIPMENT EFFICIENCY. TOOL LIFE. AND DOWNTIME FOR MAINTENANCE 
SHOULD BE CNTEREO INTO COMPUTATIONS ESTABLISHING MAXIMUM IN 
DIVIDUAL MACHINE OUTPUT. OR LINE OUTPUT 

ADPA  ADVISORY  GROUP  REPORT 

SUSTAINED PRODUCTION 
UNDER MOBILIZATION CONDITIONS 

TYPE nnusmv 

FUZE AND SMALL ARMS 

METAL PART« 

RAH MATERIALS 

CLASS 1 
» OVERALL 

MRS/WEEK      EFFICIENCY 

CLASS 2 
* OVERALL 

MRS/WEER     EFFICIENCY 

100 

100 

120 

CONT 

7« 

»0 

Fipure 7 

Fipure 6 

ARMY/NAVY  MANAGEMENT   QUESTIONNAIRE 

ALL OUT MOBILIZATION 
% RESPONSE 
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SHIFT  BASIS LA» MPTS 
SMALL      FUZf. a 
ARMS        OTHER P&E 
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•M S - - - 
MM a 79 • - 
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MM 41 - too         as - 
M>I a - - •a 

ARMY/NAVY MANAGEMENT QUESTIONNAIRE 

PARTIAL MOBILIZATION 
WITH ECONOMIC RESTRAINTS 

. 

\ RESPONSE 

MFG CATEGORY 
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SMALL      FUZE & 
ARMS       OTHER P&E 
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Fipure 9 
Figure 8 

ARMY/NAVY  MANAGEMENT QUESTIONNAIRE 

PARTIAL MOBILIZATION 
WITHOUT ECONOMIC CONSTRAINTS 

% RESPONSE 
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CONCLUSIONS 

MFG CATEGORY HRS/WEEK SHIFT  FACTOR(S) 

LAP 1» 144 MM 
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MM 

METAL PARTS no MM 
MM 

FUZE  & SMALL CALIBER 144 MM 
OTHER NON CONTINUOUS 144 MM 

Fipure 11 

Figure 10 
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an unnecessary complication of the term "efficiency" and tends to create 
unrealistic peak production rates.    The former can be quantified, while 
the latter is highly subjective, and affected by intangibles like atti- 
tudes, morale, emotions, etc.    The ADPA Advisory Group feels that this 
is a matter of simple economics and is the basis on which contractors bid 
jobs.    Then the contractor "efficiency factor" is  reduced to what he can 
reasonably expect from his personnel. 

This table (Figure 7)  reflects the consensus of the ADPA Advisory 
Group on the sustained production levels  for both Class 1 and Class 2 
mobilization situations.    It can readily be seen that the lack of con- 
straints in Class 1  and the presence of constraints in Class 2 has a sig- 
nificant impact on the gross and net hours per week that can be expected. 

ARMY/NAVY MANAGEMENT SURVEY ELEMENT 

The following tables  (Figures 8, 9, 10 and 11) summarize responses of 
the individuals'  best estimate of the shift bases for the shift schedule 
that could be maintained in the event of an all-out conventional war. 
For purposes of correlation with the ADPA Advisory Group Report, this mo- 
bilization situation would be comparable to the Class 1 definition devel- 
oped by the ADPA group for its study.    The phrase, "non-plant", refers to 
personnel  in a staff role at the time of their response to the question- 
naire. 

The table in Figure 9 summarizes the individuals'  best estimates of 
the shift schedule that could be maintained in a partial mobilization 
situation with economic constraints.    This situation would be comparable 
to the Class 2 mobilization environment defined in the ADPA Advisory 
Group Report. 

Figure 10 presents the best estimate of the shift schedule that could 
be maintained under a partial mobilization situation without economic 
constraints. 

In summary,  the three preceding tables portray that, with the excep- 
tion of metal  parts, it is possible to use a planning factor of at least 
3-8-5.    In the case of metal parts, at least one of the lines was unbal- 
anced because of the forge process that was operating on a 3-8-6 while 
the remainder operated at 2-10-5.    Some of these answers are greatly in- 
fluenced by the individual's knowledge of mobilization planning and a 
corresponding tendency to just copy those figures into the questionnaire. 
In at least one case where the plant manager also answered the question- 
naire, the manager's response presented a higher shift basis than the 
plant commander's.    Therefore, it can be inferred that the survey, es- 
pecially where pertaining to metal  parts, can be considered somewhat con- 
servative.    The study team recommended the following shift or total  hour 
bases for each type of plant based on this survey as shown in this table 
(Figure 11).    This subjective analysis also indicates that certain im- 
ponderables such as the availability of management and engineering per- 
sonnel, the availability of a pool  of skilled personnel  and/or an exper- 
ienced cadre for a future war, and possible future energy and natural 
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shortages must be given some form of consideration in the mobilization 
planning process. They should not, however, be considered overwhelming 
in light of the detailed evidence supporting this table. 

ON-SITE SURVEYS & SIMULATIONS ELEMENT 

The definitions shown in Figure 12 are essential to an understanding 
of this element of the study. To some extent, the lack of these and 
other critical definitions heve created a misunderstanding of the mean- 
ing of "shift base". This is the first of a group of vu-graphs that 
describe the results of the site surveys and the simulations. We needed 
to establish the criteria for the number of days per month as a part of 
these definitions in order to proceed with the simulations. Before pre- 
senting the information which relates to each production line that was 
simulated, it was necessary to address the rationale for the adoption of 
a specific mean-time between failures (MTBF). The study used 10,000 
hours for mean-time between failures. Three assumptions were made to 
arrive at this number. They are  as follows: 

1. Burn-in failures were eliminated (i.e., the line has been de- 
bugged) . 

2. Only a major failure would be considered, and a major failure is 
defined as a station breakdown requiring at least 2 hours repair time. 

3. There is a 50/50 chance that each major station would fail once 
a year. It is recognized that some machines have breakdowns more fre- 
quently than once a year; however, most of these are minor problems re- 
quiring adjustments, tool changes, calibrations, etc. and do not result 
in a 2 hour downtime. These minor problems were included in the ef- 
ficiency factors for each plant. The 50/50 chance for a failure once 
a year corresponds to approximately 9,000 hours MTBF. However, since 
simulation runs were made with 50, 250, 500, 750, 1000 and 10,000 hour 
MTBF, the 10,000 hour runs were used as a realistic evaluation of the 
degradation that major failures would cause at each plant. This as- 
sumption can be compared to actual cases varying from National Presto 
Industries, which has experienced between two and three failures a year 
on their forges over the last four years, to Lone Star AAP, which hasn't 
experienced a major failure in four years on their fuze line. Charts 
are available for all of the above mentioned MTBF's with the associated 
simulated capacities. They will be included in the written report so 
that an evaluation can be made by anyone wishing to analyze the effect 
that different major equipment failure rates could have on the output 
of each particular line. The 10,000 hour MTBF chosen for the briefing 
is equivalent to each station in the simulation having a 95% reliability 
over 500 hours of operation and is considered a conservative estimate of 
the equipment capability. 

Figure 13 shows the efficiency factors used for each plant to eval- 
uate the expected monthly outputs for each of the shift bases shown. 
These efficiencies are based on the plant visits and the ammunition plant 
capacity reports. The numbers in parenthesis represent the scheduled 
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productive hours obtained by evaluating the actual shift hours of each 
plant and subtracting the lunch, breaks, and walking times. 

LOAD, ASSEMBLE AND PACK ELEMENT 

Figure 14 is a typical spread chart showing the Milan AAP load, as- 
semble and pack plant. A spread chart for each of the plants surveyed is 
provided in the basic document. 

A summary of the findings of load, assemble and pack operations is 
shown in Figure 15. In order to establish comparability, it was necessary, 
where the source specified its actions in terms of hours, to convert to 
equivalent shifts and vice versa. 

METAL PARTS PRODUCTION LINES ELEMENT 

Figure 16 presents the data from the simulation of the Scranton AAP 
which was typical of the GOCO shell metal parts plants visited in the 
study. There probably will be a difference in the shift schedule and ef- 
ficiency between the foundry operations and the rest of the plant. Our 
results are based on the limiting operation. 

The Facility Capacity Factors Study also addressed industrial facili- 
ties that were used to manufacture shell metal parts. These plants are 
listed in Figure 17. For plants that are in existence and where we were 
not evaluating a modernization project, we have used a different format 
for the presentation of data. In these plants, we were looking at exper- 
ience and not projected capability. We, therefore, did not feel that 
simulations were justified. Furthermore, these were, in general, commer- 
cial facilities where data of the depth necessary to run simulations was 
considered to be proprietary in nature. The only commercial plant where 
we were able to get information adequate for simulation was National 
Presto, Inc. We have that plant in the standard format. The data from 
the simulations do not contradict the 500 hour shift bases that these 
plants have chosen for a planning basis. 

A summary of the findings relating to shell metal parts is shown in 
Figure 18. 

A summary of the findings relating to other non-continuous production 
is shown in Figure 19. You should notice that the recommended schedule 
does not apply to small caliber ammunition. The scamp modules require 
daily maintenance and tool replacement which required approximately one 
half shift. Therefore, the maximum daily production is limited to two 
ten-hour shifts. 

CONCLUSIONS AND RECOMMENDATIONS 

Figure 20 shows the major conclusions of the study effort. It is 
clear from this study that the recommendations of both the Kaiser Engineers' 
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The planning factors of 120 scheduled hours per week for load, assemble and 
pack (LAP), metal parts, and small caliber production, and 132 scheduled 
hours per week for other non-continuous production such as fuzes, primers 
and propelling charges, are approved for use by the Services in their current 
planning for modernization/expansion of the conventional ammunition produc- 
tion base.  At the recommended efficiency- of 707. the planning factors equate 
to 84 hours per week and 92 hours per week effective production hours respec- 
tively. 

Figure 23 
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Study and the Joint Conventional Ammunition Production Panel's  Final  Re- 
port provides an economic shift basis for sustained production under mo- 
bilization conditions.    The Facilities Capacity Factor Study was con- 
ducted, pursuant to the guidelines that recommendations would be in terms 
of sustained production at mobilization conditions without economic con- 
straints.   

The use of shifts as a common denominator can be counterproductive at 
the local  level  and should be replaced by hours-per-week.    The conversion 
of hours-per-week into shifts should be recognized as the prerogative of 
the production manager at the plant level. 

Evidence gathered in this study indicates that consideration of a sus- 
tained seven day-per-week in non-continuous production operations is not 
feasible. 

Since the factors addressed in this study are fundamental to most as- 
pects of production base management, their approval will  require a revision 
of base retention, operational, and modernization plans and programs. 

The study team recommended the shift bases shown in Figure 21.    The 
results of the output of the simulations indicate an upper boundary in 
hours-per-week that probably can be obtained in some weeks but will  be 
difficult to consistently meet.    The simulations take into account the 
routine time losses and the major and minor maintenance and repairs, but 
they do not take into consideration vacations, major material  and energy 
failures, shortages, strikes, environmental  and legal problems, and cata- 
strophic failures.    In addition to these problems, this study is directed 
to factors for modernization projects which have an historic tendency 
towards optimism, and it would, therefore, be unrealistic to assume that 
the maximum boundary found in the simulations is an attainable estimate 
of the maximum, sustaining rate.    The study group has, therefore, taken 
what it believes to be a realistic position in drawing its conclusions 
from the four sources used in the evaluations as reflected in Figure 21. 
The study team made the recommendation shown in Figure 22. 

RECOMMENDATIONS 

Figure 23 shows the policy adopted by OSD as a result of this study. 
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DEFENSE SATELLITE COMMUNICATIONS SYSTEM EARTH TERMINAL AVAILABILITY VERSUS 
LOGISTICS SUPPORT COST MODELING 

Dr. K. E. Forry, U.S. Army Communications Command 

with Dr. J. Lazaruk and Mr. L. Auchard, USACC 

The United States Army Communications Command has operations and 
maintenance responsibility for 6 AN/MSC-1+6, 2 AN/TSC-51*, 1 AN/MSC-60, 
and 2 AN/FSC-9 Satellite Earth Terminals (SET's) deployed worldwide in 
support of increased DOD satellite communications requirements, h  AN/ 
MSC-60 SET's will be added to USACCs inventory within the next three 
years. 

These increasing satellite communications requirements are placing 
greater demands upon operations^nd  maintenance to achieve operational 
availability goals closer to intrinsic system availability than ever 
before.  In the face of increasingly tightening O&M budgets it is 
imperative that refined methods of logistics and maintenance support 
be employed to achieve these higher availability goals at the least 
possible cost of life cycle logistics support. 

Earlier this year, it was observed that the availability of the AN/ 
MSC-U6 and AN/TSC-5^ satellite communications terminals had been gradually 
decreasing - these trends are shown in Figure 1.  Naturally, this has 
resulted in less time available to accommodate the increasing communication 
requirements. A partial solution to this problem has been to redesign 
these terminals for improved reliability and maintainability.  New terminals 
such as the AN/MSC-60 have been designed incorporating redundancy features 
lacking in earlier models.  The problem of downtime resulting from logistics 
support, however, was not addressed in earlier studies. 

To assist USACC logistic management in dealing with this problem, a 
generalized analytical logistics trade-off model is being used which deter- 
mines the least cost sparing of on-site spare replaceable modules required 
to achieve a predicted SET availability goal constrained by various 
logistic parameters. 

This model has been named the Army Communications Command Logistics 
Trade-off Model (ACCLOGTROM) and is operating on the Fort Huachuca CDC- 
65OO computer system. The model is a considerably modified version of the 
SAFEGUARD Logistic Trade-off Model adapted to communications systems. 

The mathematical development of the model is based upon conventional 
definitions and assumptions.  System Availability is defined to be the 
probability that a system of components or Line Replacable Units (LRU's) 
is operational when required.  An LRU is a component or part which can 
be removed and replaced by plug-in/pluck-out type of repair action. A 
piece part is a component of an LRU. The LRU availability is defined as 
the probability that the LRU is operational within its parent system when 
required. 

The computer program implementing ACCLOGTROM consists of the usual 
input, processing, and output phases shown in Figure 2.  Input to the pro- 
gram consists of the following information: 
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CO 
00 
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. OFF-SITE INVENTORY, PIPELINE, 
AND WASHOUT 

TOTAL COST BY SITE AND ALL 
SITES. 

ACCLOGTROM 
GENERAL DESCRIPTION 

Figure 2 



a. The availability requirement or goal desired by management for 
the system to achieve. 

b. The estimated operational lifetime of the system. 

c. The estimated order and shipping time between a system location 
(site) and the next level supply echelon (depot). 

d. The estimated procurement lead time to acquire piece parts from 
a vendor. 

e. The probability level of piece part stockage at the site. 

f. The probability level of piece part stockage at the depot. 

g. The Reliability Block Diagram (RBD) information showing in sequence 
the LRU's and subsystems of LRU's required for successful system operation. 
A subsystem level RBD is shown in Figure 3 for the AN/MSC-1+6 SET. 

h. The cost by skill level of maintenance labor. 

i.  Data for each LRU in the system such as:  Price, repair rates, 
and failure rates. 

In the processing phase, the first step is to determine whether or not 
managements' availability goal is indeed achievable. This is accomplished 
by computing the availability of the system assuming zero logistics delay 
for each LRU and comparing the computed value to the requirement.  If the 
goal cannot be met under this condition, the processing is terminated and 
results are output.  If the goal can be met, then a cost/availability 
optimizing procedure is used to determine the least cost set of LRU's to 
meet the required availability.  When the procedure is complete, various 
costs are computed and the output phase is initiated. 

The output reports consist of a detailed listing of all input data for 
validity checking.  This is followed by a listing of all LRU's in the 
system by part number showing the recommended number of each LRU to pro- 
vision on-site.  Finally, a cost report is produced which shows the total 
life-cycle cost prorated on a monthly basis of on-site inventory, test 
equipment charges, off-line repair, off-site inventory, pipeline, and wash- 
out.  Other information such as system reliability for a prescribed 
operating time, system availability assuming zero logistics delay, and 
a wealth of additional analysis data are available upon request. 

The heart of the processing phase is the following mathematical model. 
System availability A is computed by a mathematical function of the 
availability A^ of each of the LRU's contained in the system as 

A = f(A , A , ••-, A_). (1) 
1    2 " 

Assuming independent failures and repair actions, the function f is deter- 
mined by standard series and parallel reliability formulas.  For example, 
if all n LRU's in the system are required for successful operation, the 
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system availability is computed as the product of LRU availabilities, or 

A = I? A, (2) 
i= l x 

If there are m of the ith LRU with availibility A.^ in redundancy 
such that k of the m are required for successful operation, the availability 
A* is computed as 

m P      m-p ,_^ 
A* = S A. (1-A,)   . (3) 
0  P=k x    * 

If,for example, the LRU's whose availabilities are A^, A , and A are 
all required for successful operation of one of three identical chains 
of these LRU's and two of the three chains are required for successful 
operation of the system, the availability A* of this redundant subsystem 
is computed as 

3. NP/       
3_P 

A4 = t     (A A A ) (1-A A A )  . ,M 
jp=2i»79        ■♦  7 9 («) 

These few examples serve to illustrate the manner in which system 
availability is computed by appropriate combinations of subsystems of 
the LRU's in the system. 

It will be shown later that the availability of the ith LRU can be 
expressed as a function of the on-site stock level N- initially provisioned 
for the ith LRU, or 

A.=y(Ni). (5) 

From this and equation (l), the system availability can be expressed 
as 

A = g(Nif N2, •••, Nn). (6) 

If the cost of the ith LRU is C^, the total cost of the on-site pro- 
visioning level is 

c -J, ci Ni • (7) 

Given equations (l), (5), (6), and (7), the model determines the 
integer values of NJ( N2, •■•, Nn so as to minimize C while meeting or 
exceeding the system availability requirement A~ or 

n 
min Z C N. 

1=1 X X (8) 

s.t. A> A0 and 

h-   ° for a11 i • 
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Now, the availability of the ith LRU A^ is computed by 

A± =  (1 + FRi • DTi) "\ (9) 

where FRi is the failure rate of the ith LRU and DTi is the average 
time to restore the ith LRU to operational status by replacement or 
repair upon failure. 

The average restoration time DTj_ is determined from 

DTi = MrTRi + (1 - F&i ) (ALTi) , (10) 

where MTTRi is mean time to remove and replace the ith LRU, %. is the 
probability that a spare for the ith LRU is in the site inventory  given 
that the initial inventory level was N^, and ALT^ is the average logistic 
or replenishment delay time. 

The probability Pfo. = 1- (Ui Ni /Ni ! T.X  Ui fkl) (11) 1 k=o 
where Nj is number of spares for LRU^ initially provisioned, U^ is 

the average depletion of site inventory of LRU^ during the average re- 
plenishment time and equals J^ • LDTi • FR^ and Ji is the density or 
total number of applications of LRU^ in the system. 

The average logistics delay time ALT^ depends upon whether the LRU 
is repairable or not. Further, if the LRU is repairable, ALT^ depends 
on whether it is repaired on-site or at a depot repair facility. The ALT^ 
for on-site repairable LRU's is 

ALT± = (1-r) { (1-p) { (1-q.) { (l-z) (TL + TD + TR) + z (TD) } (12) 

+ q (TD + TR) } + p (TR) } + r { (l-z)  (TpLT + TD) + z (TD) } , 

and for off-site repair and discard LRU's, 

ALTt = (l-z) (   (1-r) { q (TR + TD) + (l-q) (TL + TR + TD) }    (13) 

+ r (TpLT _ TD) } + z TD, 

where: 
p - is the probability that piece parts are on-site for LRU repair, 

q - is the probability that piece parts are at the depot for LRU repair, 

z - is the probability that spare LRU's are at the depot, 

r - is the washout rate in 0/Q of failures which are not repairable, 

TR - is the time to test and repair failed LRU's, 

Tg - is the turnaround time to order, ship, and receive a replacement 
LRU from the depot, 
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TT - is the turnaround time to order, ship, and receive a piece 
part from a supplier, and 

PpLip - is the procurement/production lead time for the LRU. 

By application of equations (l) through (13), the least cost set of 
on-site spare LRU's is determined. Following this, total average monthly 
cost is computed for the system lifetime L. This cost is the sum of the 
initial on-site LRU inventory cost, as determined by the optimization, 
estimated transportation cost estimated monthly repair manpower cost, 
estimated monthly cost of off-site inventory, supply pipeline,and resupply 
costs for discarded LRU's. 

The average monthly initial on-site inventory cost Cp is 
1 n ns 

C_ - - Z Z Ms C± U±   , (lit) 
P  L i=is=i  s 1 1 

where L ■ system lifetime in months, ns = total number of sites, 
Ms = 1 if LRU is in system for site s, 0 otherwise, and 
% = minimum number of the ith LRU stocked on-site as determined 

by the optimization program, 

n  ns 
Cts = 2 i=i s=i Ms Ss Ji Fi Wi C U5) 

is the transportation cost for off-site repair, 
and similarly, the on-site repair option transportation cost C^d *s 

cta " 2 J, JI Ms ss Ji ri Fi«ic- <l6> 
where r^ = fraction of failures of the ith LRU which are not repairable, 

F^  = the failure rate of the ith LRU in failures per month or 720 x 
FRi, 

Wi = weight of the ith LRU in tons, 
C = transportation cost per ton mile. 

The monthly cost of off-site inventory, supply pipeline, and repairable 
discarded LRU's for the on-site repair alternative is 

n  ng n  ns 
I = (1+h) Z  Z Ci (Ms ri Ji F± FL<)/L  + Z  Z Ci NL Ji ri Fi , 

i=l s=l i=i s=i 

(IT) 

where h is the inventory carrying charge and PLi is the production 
or procurement  lead time for the ith LRU in months. 

Similarly, for the off-site repair alternative, 

I = (1+h)  Z  ZS Ci { Ms Ji Fi (PLi r± +  (l-ri)(E + Tß + T^)) } 

n  ns + if, J, Ci Ms ri Ji Fi • (l8) 
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where E is the depot or factory repair cycle time in months, and 
TR. is the time required for removal and replacement of the failed LRU 

(NTTTR). 

The off-site inventory and supply pipeline cost for the throwaway 
LRU's is determined from equation (l8) by setting rj=l. 

The monthly cost of labor expended in the repair of LRU's is 
calculated from 

n  ns 
B = Z  ^ Ms Ji F± (Hi T CL + Qi q) , (19) 

where H^ is the man-hours worked per hour of repair time in integers 
of 1,2,3, etc., depending upon crew size, T is the repair time, Cj, is the 
cost per manhour worked at skill level L, and Q^ is an estimate of the 
fraction of LRU cost required for piece parts to repair the ith LRU. 

Cost equations for test equipment are included in the analysis, but 
will not be discussed here.  Further, safety stock calculations are 
available in the model as an option. 

A one-page sample of each report produced by the model is included 
in Figures 5 through 9 . Appropriate explanations and comments are 
provided on each example. 

The following study is included as an example of the numerous studies 
which the U. S. Army Communications Command has conducted using the 
ACCLOGTROM. 

Six trade-off curves of increasing AN/MSC-U6 Satellite Earth Terminal 
availability goals as a function of the least cost of on-site initial 
spare LRU stock levels were developed.  The first curve was for the existing 
modified AN/MSC-1*6 SET. The second curve was for the existing terminal 
including an active redundant antenna subsystem.  Curve three was for the 
existing terminal with its power supply exchanged with an uninterrupted 
power source (UPS).  Curve four was for the modified terminal including 
the UPS and redundant antenna.  These four curves were developed assuming 
that LRU's would be repaired at a depot location.  Curve five was for the 
modified terminal with UPS and assuming site repair of failed LRU's. 
Curve six was for the modified terminal with UPS, active redundant antenna 
and site repair. 

The critical assumptions made were: 

a. Total ordering and shipping time to the location site from the 
depot was five days (Runs 1 thru 6). 

b. Repair (individual component) parts procurement lead time was 
15 days if parts not in depot (Runs 1 thru 6). 

c. Complete LRU (replaceable assemblies) procurement lead time varied 
with LRU between one to six months (Runs 1 thru 6). 
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d. Depot stockage of LRU spares was assumed at the 95%  level. 

e. For the "Depot Repair" runs (1 thru k)  repair parts were assumed 
stocked at the 95$ confidence level at the depot at zero at the site. 

f. For the "Site Repair" alternatives (Runs 5 and 6) repair parts 
were assumed stocked at the 50J5 confidence level at the depot and at the 
95%  confidence level at the site. 

g. A complete, active redundant, antenna subsystem was assumed for 
runs 2, 1*, and 6. 

h.  In the UPS runs the generator subsystem failure rate of 833.33 
failures per million hours was replaced with an assumed failure rate of 
one failure per million hours. Also, the 0.25 hours maintenance time for 
the generator subsystem was replaced by a one-hour maintenance time 
for UPS. 

Results of the six runs are summarized in the chart shown in Figure 5 • 
The term "System Perfect" as used in this study means perfect or unlimited 
logistic support such that no average logistics delay is incurred upon 
failure. The curves in Figure 5 clearly show that the current modified 
terminal can be improved by the addition of a redundant antenna and UPS. 
Further, the substantial potential reductions in cost by performing on- 
site repair is apparent. This type of display enables management to see 
what can be expected for the investment, thus allowing a more quantifiable 
and defendable decision, as was the case in this study. 

In conclusion, the ACCL0GTR0M is an analytical availability versus 
logistic support cost trade-off model which is being used routinely by the 
U.S. Army Communications Command in logistics support of worldwide DSCS 
Satellite Earth Terminals. Additionally, data is being accumulated on 
other communications systems under the 0 and M responsibility of USACC for 
ACCL0GTR0M processing and analysis of the logistics support to these systems. 

Complete documentation of the ACCLOGTROM including tapes of the CDC- 
6500 FORTRAN extended source programs are available upon request from the 
Commander, U.S. Army Communications Command, Office of the Comptroller, 
Systems and Economic Analyses Division, Fort Huachuca, Arizona 85613. 
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to 
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LM21CO-0001 BEfllNNlNO OF MtSSAOES FOR OATA SET l_ 

RUN NUMBER ■ 1 0*TE ■  07/17/74 TIME. 5.62 

TEST EOUIPMENT 0*T* (TO*)I VERSION     0 
LOCATION TARLE      (L08). VERSION     0" 
MANPOWER COSTS      (M09)I VERSION     * 
PART OATA (P03). VERSION 15057* 
N£TKORK OATA (Nil), VERSION 15Q5T* 

AVAILABILITY REOUIREOa  .899999999999999 /*VAI D- 
SYSTEM PERFECT AV 

SYSTEM RELIABILITY 

,99550603086*276 

.998050*0685*03* 

AVAILABILITY WITH INPUT SP*RES SET« <'<'6'5193S65257?ooTl> 
COST OP INPUT SPARES SET ■ oTfÖ 

SYSTEM AVAILABILITY FOR SL*CK FACTOR SPARE SET ■ £^9877093519P6*673£»00^ 

.3512«E«0« 

3-rr/K*T-r 0/V 

SUM OF VALUES FOR SLACK FACTOR SPARE SET • 
SUM OF VALUES ■  .78619E«0S   

SYSTEM AVAILABILITY ■  .908357868801893? 

SYSTEM AVAILABILITY FOR SLACK FACTOR SPARE SET 

SUM OF VALUES FOR 5L*cK FACTOR SPARE SET ■ 

. r. veAATs cw_L 
SUM   OF   VALUES   FOH   5LAC*   FACTO 

SUM OF VALUES • f7TBM$E'«C>'jr) 

SYSTEM AVAILABILITY *  .9083578688016932 

AR.PRODUCT« .9065825772183906 

WEEKLY 

.7861«E»05 
-OrVST 

ON-SITE    REPAIR TI-E- 
1  I   .*52lT*00E«00 

WEEKLY  ON.SITE    REPAIR TIME 
1  1 .296*l752E-02 

WEEKLY  ON-SITE   REPAIR !IM£ 
1  1 ,8S29«05*E-02 

DEPOT 
2  1 

OEPOT 
2  1 

DEPOT 
2  1 

REPAIR TtMET 
.639S89«*E««1 

REPAIR TIMF 
,T67*2*OOE-01 

FACTORY — 
* o o. 

FACTORY 
♦ 0  0. 

RCFAIRTTK 

REPAIR TIME 

ISCARO   REMOVE TI*E 
5  1   ,3*806*11E-01 

REPAIR T1MF- 
,21»60160E»00 

-FACTOBr 6f#»IR -TtMt" 
*  0  0. 

OISCARO   REMOVE TIME 
5  0  0. 

OISCARO  REMOVE TIME 
5  0  0. 

SYSTEM AVAILABILITY •  .9083578668018932 
SUM OF VALUES ■  ,78619E«05 

SYSTEM AVAILABILITY WITH KO SPARES • .6519356525770070 

WEEKLY 

O 

ON-SITE    REPAIR TIME 

1  1   .33?46686E*00 
1  1   ,796I3**6E400 

OEPOT 

2 1 
2  1 

REPAIR TIMF 
,717»59*6F.«1 
,13*65833F«»2 

FACTORY 
* 0  0. 
* 0  n. 

REPAIR TIME OISCARO   REMOVE TIME 
5  1   .29855542E-01 
5  1   .»»661953E-01 

SITE  ON-SITE INV COSTS  SÜPP EOUIP COSTS  TRANSPORT COSTS  OFF LINE REP COSTS  OFF SITE COSTS 
1 
2 

0.00 
0.00 

3 
* 

0.00 
655.16 

S 655.16 
t 655.16 
T 1310,31 
8 1965.*T 
9 2620.62 

2620.62 
n 762A.A7 

0.01 
0.00 
0,0" 
0.0« 
0,0" 
o.oo 
0.0« 
0.0« 
0.00 
0.00 
O.fl« 

0.00 
o.no 
«,00 

57»,66 
57*.«6 
57«.66 
1291.*6 
2008.07 
2567.16 
7567.18 
7567.16 

0.00 
0.0« 
0.«« 

?R89.*9 
?A69,*9 
?P69.«9 
5778.96 
6666.47 

11557.94 
11557.96 
11557.96 

0.00 
0.00 
0.00 

5334.53 
533*.53 
533*.53 
6525.61 
7722.0* 
9216.68 
9216.68 
9714.AS 

TOTAL SITE COSTS 
0.00 
0.00 
0,0« 

9*5»,03 
  9454,63  

9454.03 
  14906.37   

20364.04 
  25962.64 

25962.64 
25962.64 



SEA74T01 

PAST 

NUMBER 

PS«  M0-921/G 
SM.A-724784 
SM.D-T39483 
5M-F-7S336U1 
S"-F-7S3361.3 
1525509 
1525511-102 
1525530-100 
1525531-100 
1S25532-100 
1525805-100 
15*8*19 
1549581 
36.*C66.1 
360120.1 
360146.1 
360163-1 
360234.042 
53Cl-8290l 
5314-045 
5314-069 
723398-22 
773899.854 
996652.1    
996669.4 

US*CC LOGISTICS TPADE-OFF M00EL  NET ■ 46 

INITIAL «NO COMPUTED VALUES 

TEST EQUIPMENT CODE ■  1      TE«T EOUrP"ENT SET FOR -on  ULES REOUI BING  NO TEST  E0P7 

LEAF SPARES 

NUMBER   INIT   AOJ   MIN 

LOGISTICS 
OELAY 
TIME 
(HB.) 

? 
? 
2 
2 
25 

o 
0 
0 
1 
0 
n 
n 
o 
o 
0 
o 
o 
0 
0 
n 
o 
0 
0 
0 
0 
o 
0 
0 
0 
0 

.15560500E 
,1556fl5noF 

,l5ei6nSrvoF 
,l556n5noF 
,1SS605ooF 
,l55605oflF 
,155605ooF 
,155ft05onF 
,15S6CSooF 
,155605oo* 
,15S60500F 

.77700000F 

.15560SOOF 

.155605^0^ 
,155605ooF 
.777000OOF 
.155605O0F 
.155An500F 
,15S60500F 

.77700000^ 

.777000A0F 

.1556fi5oOF 

.77700000* 

.77700000F 
".TTTOOOOOf 

03 
♦ 03 
.13 
♦ 03 
♦ 03 
♦ 03 
♦ n3 
♦ 03 
♦ 03 
♦ 03 
•03 
♦ 03 
♦ 03 
♦ 03 
♦ 03 
.03 
♦03 
♦ 03 
•03 
•03 
♦03 
♦03 
♦ 03 
03 
03" 

L"40 

FACTOR 

.1T770091E-02 

.9«*53570F-02 
,3946l4?«E-ol 
,9R'.53,i7oF-o2 
,9«ft5->570F-o2 
.177700Q1F-0? 
.17770091E-0? 
,4A"»0<<O48F-O? 
,75R7?99«F-o2 
,4?573S?«F-o2 
.177700O]f.fl2 
.«9355O00F-03 
.17770O91F-O? 
.31121000F-04 
.4H231376F-01 
,8«733*O0F-02 
.17770091F-0» 
.177700O1E-02 
.l777flO<»tF-0? 
•14P40700F-01 
•12432000E-02 
.8A694A*oF-04 
.177466A0F-01 
.887334O0F-02 
.77700000E.05 

EXPECTEO 
ANNUAL 

FAILUBES 

.10003920E.O0 

.55538400F.OO 

.?22153*0E*01 
,5553«4O0F»00 
.55538400F»00 
.100039?OE»00 
,100039?OE«00 
,260697».0F.0O 
.427137*OF^0O 
•239673*0F^00 
•l00039?0E^O0 
.100740O0F-01 
.100039?OE»00 
.175200O0E-02 
.27152496F.01 
,100039?0E«00 
,100039?OF.OO 
,100039?OE«00 
•100039?0E«00 
.167316O0E«00 
♦14016000E-01 
.49932000E-02 
.2000T840E*00 
,100039?0E»00 
.87600000E.04 

EKPErTEO 
ANNUAL 
RrPitR 

TIME    (MB.) 

.3«014BO6E»0l 

.?11045e?F.o2 
,«44l83*»F»fl? 
.?11045<3?F^O? 
.211O45O2F.02 
,3R014RO*F.oi 
,l80148<>6F^ni 
.99nA50»8F^01 
.1*2112?9F<02 
,91o759*BE^01 
,38014BO4F«01 

0. 
,3B014BO6E^01 
.«A576000F-01 
.lOSWgtSF^OS 

e. 
,38014896E^01 
,38ol48o8E»01 
,38ol4B06E»01 

0. 
0. 
,l8974160E«00 

0. 
«.       __ 
0. 

PAftE 

nEPOT 
SPARES 

PROTECTION 

,95000000 
.95000000 
.95000000 
.95000000 
.9SO0O00O 
,95000000 
,95000000 
,95000000 
.95000000 
.95000000 
.95000000 
,95000000 
,95000000 
.95000000 
.95000000 
,95000000 
,95000000 
,95000000 
,95000000 
.95000000 
.95000000 
.95000000 
,95000000 
,95000000 
,95000000 

TEST EQUIPMENT T0T»L  ,B»291556E»01   .31462520E.03 



SEA74T02 

PAST 

NUMBER 

ÜSACC LOGISTICS TRADE-OFF MOOEL   NET ■  A6 

ACCLOGTRON PART DATA AND ON-SITE SPARES BY »ART NUMBER 

LEAF  CRIT  PART PART ON 
SITE 

NUMBER  COOE   COST  DENSITY  SPARES 

FAILURE  REMOVF AND    REPAIR 
RATF    REPLACE     Tl«E 
(JO-*)     TIME      (MOUOSI 

HASH  REPftIR 
OUT 

RATE  LOCATION 

PAGE    1 

DOWNTIME       SITE 
PEP FAILURE 

(HOURS)     PROTECTION 

TEST EQUIPMENT CODE ■    1  TEST EQUIPMENT SET FOR MOD  ULES REOUI  RING  NO TEST   EQPT 

PS« MO-921/0 
5M.».7?»76» 
SM.D>739«83 
SM-F.753361.1 
SM-F-753361-3 
152550» 
1325511-102 
1525530-100 
1525531-100 
1525532-lno 
1525805.100 
15*8*19 
15*9581 
3*0066-1 
360120-1 
3*01*6-1 
360163.1 
36023*.0*2 
53C1-82901 
531*.0*5 
531*.069 
723398-22 
723699-854 
996652-1 
996669.* 

ll.*?00 
A3.4000 
126.X100 
A3.4*00 
63.*O00 
ll.*200 
11.4200 
14.RR00 
12.1900 
13.6*00 
ll.*200 
1.1500 

11.4200 
.1000 

77.»900 
U.*200 
ll.*200 
U.*200 
U.*200 
19.1*00 
1,6*00 
.5700 

ll.*200 
11.4200 

.0100 

2.00000 
4.00000 
.00200 

*.00000 
♦.00000 
1,53100 
1.53100 
1.53100 
1.53100 
1.53100 
1.5*500 
1.5*500 
1.00000 
2.28*00 
*.5*7u0 
4.00000 
2.00000 
2.00000 
1.5*500 
*.66*00 
4,A6400 
1.54500 
2,00000 
1,53100 
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40.00000 
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*o.noooo 
*o.ooooo 
40.00000 
16.00000 
40.00000 
40.00000 
40.00000 
40.00000 
40.00000 
40,00000 
40.00000 
24,00000 
24,00000 
40.00000 
40.00000 
16.00000 
40.00000 

.05 

.05 

.05 

.0* 

.05 

.05 

.05 

.05 

.05 

.05 

.05 
1.00 
.05 
.05 
• OS 

1.00 
.05 
.05 
.05 

1*00 
1,00 
.05 

1.00 
1.00 
1.00 

DEPOT 
DEPnT 
DEPOT 
DEPnT 
DEPOT 
DEPOT 
n£Pf>T 
DEPOT 
DEPOT 
DEPOT 
DEPOT 
DISrARO 
DEPOT 
OEPOT 
OEPOT 
DISOARD 
DEPOT 
DEPOT 
DEPOT 
DISOARO 
OISOARO 
DEPOT 
DISCARD 
OISrARD 
OISCARO 

157.6050 
159.6050 
155.6070 
159.6050 
159.6050 

l.SnTn 
157.1360 

2.2**3 
2.702T 
2.190T 
1.8210 
2.2387 
1.27*0 

157.8*90 
11.7*67 

781.0000 
157.6*50 
157.6*50 
157.15*0 
16.0766 
5.6PB8 

157.1500 
15.5*87 
8.3649 

778.5*50 

0.00000000 
0.00000000 
.00000000 

0.00000000 
0.00000000 
.99822614 
.0*000000 
.99539054 
.992*4983 
.9O5T6070 
.9982261» 
.99910725 
.90822*1* 
.00000000 
.9539*79* 

O.OOOOüOOO 
o.ooonoooo 
0.00000000 
.00000000 
.98537633 
.998T5P3* 
.00000000 
.9*256277 
.99120*70 
.00000000 
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SEA74T05 

PART NUMBER 

PSK MO-921/9 
SM-A-72*78* 
SM-D-739*83 
SH-F-753361-1 
1525509 
15?5511-102 
157553"-100 
1525531-100 
1525532-100 
1525805-100 
15*B«19    
15*9581 
360066-1 
36O120-1 
!6"1*6-1 
360163-1 
36023*-0*2 _ 
53CI-B2901 
531*-o*5 
531».069 
723398-22 
7?3899-t»5* 
996652-1 
996669-* 
36105*-ll 
1525653-100 
1525804-100 
1525810-100 
1525900-100 
SM-F-7I7S29 
1525088-100 
1525090-100 
1525P96-100 
152510*-100 
15251*9-100 
1525610-101 
1525611-101 
1525612-101 
1575613-101 
152561*-10l 
1525615-101 
15256*9-102 
1525650-101 
1525658-100 
152576«-10l 
1525920-100 
1525921-100_ 
1525992 
1526263-100 
1526275-100 

L'SACC LOGISTICS TRADE.OFF MOnEL  NET ■  *6 

»CCLOOTROH ON-SITE SPARES STOCKAGE LIST 

  NOMfMCL*TUPE 
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STOCK AVAILABILITY STUDY 

Mr. J. M. Hodges 
Mr. R. J. Caccamise 

US Army Electronics Command 

The Systems Analysis Office was tasked earlier this year to undertake 
a study of secondary item management. The objective of this Btudy was to 
identify means of improving the management of secondary items. Specific- 
ally the "fill rate" of secondary items, termed the stock availability, 
was to be investigated and recommendations made for improvement.- 

Stock Availability is a technique used to measure supply effectiveness. 
It shows the percentage of requisitions for stocked items only that were 
filled. It is computed by dividing the number of requisitions for stocked 
items filled during the first pass by the number of requisitions for 
stocked items received. The AMC stock availability goal is 85$ for each 
commodity.command. The parameter is computed monthly through Military 
Supply Transportation Evaluation Procedure (MILSTEP) reports. Another 
technique used to measure supply effectiveness, also reported through 
MILSTEP, is "days wait". Thisiis defined as the number of days that 
elapse between the receipt of a requisition at the Inventory Control Point. 
(ICP) and the transmittal of the materiel release order to the depot. 
Both of the above measures are concerned with how well the legitimate 
demands of consumers are met by the supply system. Due in part to the 
fact that a goal has been set for stock availability, particular attention 
is paid to that parameter by managers. The calculation for this parameter 
is straightforward and the choice of input data is well defined. A 
weakness of stock availability is that equal weight is given each requi- 
sition regardless of the number of items demanded on each requisition. 

Accurate computation of quantitative requirements is crucial to main- 
taining an acceptable stock availability. Individual item Managers are 
assigned a given number of items by category for requirements computation. 
Varying degrees of management intensity are given items. The degree of 
emphasis is based primarily on dollar value with higher dollar value items 
receiving greater emphasis. Other governing considerations are: 

(1) Critical!ty - Items critical to weapon system operational readi- 
ness require greater management emphasis. 

(2) Special characteristics - Items having technical, hazardous, or 
sensitive characteristics require greater management intensity. 

(3) Requisition frequency - Fast moving items require greater em- 
phasis than items having fewer demands in the same time period. 

The following are the degrees of management intensity assigned items: 

(l) Very High Management Intensity - This category entails intensive 
review and analysis of requirements determination^and day-to-day manage- 
ment to include updating demand and requirements data as changes occur. 
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(2) High Management Intensity - This category entails review of re- 
quirements determination on at least a quarterly basis and maximum use 
of computers with output subject to close manual review and validation. 

(3) Medium Management Intensity - This category entails review of 
eequirements determination at semi-annual intervals and maximum use of 
computers with output being manually received on a periodic basis. 

(4) Low Management Intensity - This category entails review of re- 
quirements at least annually and maximum use of computers with output 
not normally subject to manual review. 

In computation of requirements a Requirements Objective (RO) is com- 
puted for each item. The RO is the maximum quantity of an item maintained 
on hand and on order above the due out quantity. This objective consists 
of the following elements: 

(1) Safety level quantity - This is the quantity of materiel that 
is required to be on hand to preclude minor interruption of normal re- 
plenishment caused by unpredictable fluctuations in demand. The model 
used at present does not consider unusually high demands. Negative 
safety levels are not used. 

(2) Foreign Military Sales Order (FMSO) - FMSO is an approved order 
placed by a foreign country for in-storage maintenance support cf specific 
equipment and other logistical services or assistance to be furnished by 
the United States within the terms of current Supply Support Agreements. 

(3) Procurement leadtime requirement (PROLTR) - PROLTR is that 
quantity of an item that represents the forecast demand quantity for the 
period beginning when the procurement work directive is generated and 
ending when a significant quantity is actually received. Therefore, the 
PROLTR is equal to the total demand quantity that is expected to occur 
during the procurement leadtime (PROLT)y. THesPRODI consists of the 
following: 

(a) Administrative leadtime (ALT) is the average time from the date 
the procurement work directive is generated to the date when the contract 
is let. 

(b) Procurement leadtime (PLT) is the average time from the date of 
the contract to the date of receipt of the first significant contract de- 
livery. A significant delivecy consists of a quantity equal to or greater 
than one third of the total procurement work directive quantity or pro- 
cure -subline value, as applicable. The PLT is computed by using the last 
representative procurement action (PLT portion); or by using the PLT value 
in the signed contract; or if representative procurement actions are not 
available within the last l8 months, by using representative PLT's for 
similar items. Contractor estimates are not used. 

(k)    Procurement Cycle Requirement (PROCYR) - PROCYR is that quantity 
of an item the represents the forecast demand quantity between procure- 
ment actions and is based on the Economic Order Quantity (EOQ*). There- 

* EOQ is computed by a model which minimized the total cost. The model 
considers such things as holding cost, shortage cost, order cost, item 
cost, etc. 398 



fore, the PROCYR is equal to the total demand quantity that is expected 
to occur during the procurement cycle (PROCY). 

(5) Protectable War Reserve Materiel Objective (PWRMO) - At the 
beginning of the semi-annual stratification period the PWRMO vill be 
equal to the total war reserve stocks on hand and on order at the end 
of the previous stratification. 

The quantity of dues-out or back orders, while not strictly a part 
ofthe RO, influences procurement quantities directly. Dues-out represent 
an obligation to issue materiel as soon as replenishment stocks are re- 
ceived. In this sense they can be treated as negative inventory and must 
be reflected in any comparison of RO with stock on hand and on order. 

Figure 1 shows the important stratifications of the RO. The reorder 
point (ROP) is that point where stock replenishment action should be taken 
to maintain the calculated RO and avoid future stockouts. The ROP, 
as shown in Figure 1, is established by summing all levels except the 
PROCYR. ROP's are established for all items in conjunction with the 
EOQ computations. 

The safety level is necessary stratification of the RO since for 
the vast majority of secondary items, demand is neither constant nor 
highly predictable. The safety level is based only on a consideration 
of variations in demand over procurement leadtime. However, the safety 
level also represents a hedge to minimize the effects of poor forecasts, 

reseen demands, errors in reported asset data, variation in leadtimes, 
and similar requirements that might otherwise cause a stockout. The 
safety level provides a predetermined level of protection against stock- 
outs due to demand fluctuation if the demand pattern is known. For ex- 
ample, if the distribution is normal, a safety level equal to two stand- 
ard deviations of demand over leadtime will provide a 97-5$ level of 
protection. 

Safety Levels are intended to protect against shortages resulting 
from random variation in item demand. Theyare not intended to protect 
against definite trends in average demand rates. Average monthly demands 
are normally computed by averaging historical demand received during the 
previous 2k  months to the date of the requirements determination process. 
However, shorter periods of data are used if the 2'+-month demand base is 
not representative of the existing situation because of unusual activity 
that is significant to several months nearest to the current date, or 
items haven't been in the system for 2U months. 

Figure 2 presents a hypothetical general inventory model with in- 
ventory level versus time. Both demand rates and leadtimes vary and 
the model illustrates how an unfilled requisition may result from ex- 
cessive leadtime. Accurate forecasting of leadtimes is very important 

•naintaining acceptable stock availability. 

Since the study was to be comprehensive and include the roles of 
all pertinent activities, effort was begun by interviewing key personnel 
in various activities to gain an understanding of potential problems in 
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secondary item management. Discussions were also held with personnel from 
the USAHC Inventory Research Office who design analytical techniques for 
inventory control. As a result of these discussions, the following con- 
cepts were identified as fruitful areas of study for improvements in stock 
availability and hence supply effectiveness: 

(l) Large communication "push packages" are developed which generate 
a large number of demands for seoondary items. The generation of these 
demands will impact stock availability if only those secondary items which 
are not on back order status are included. For example, if thisiis the 
case and the number of demands generated by "push packages" has been in- 
creasing for a period of time, then managers should expect the stock 
availability to increase accordingly during this period, other factors 
being equal. 

(3) Accuracy of demand forecast impacts stock availability. This 
is clear if the observation is made from reference to Figure 2 that a 
prolonged demand rate exceeding expectations can cause back orders. 

(3) Demand variability assumptions which determine safety levels 
impact stock availability. If demand variability is underestimated then 
the resulting safety level does not provide the level of protection re- 
quired and a greater than expected number of stockouts occur. This con- 
dition would adversely affect stock availability. Likewise, an over- 
estimated demand variability would cause overstockage. 

(4) A comparison of forecasted ALT's with actual ALT's could 
identify means of improving supply effectiveness. This is true since, 
as noted before, underestimated leadtime forecasts can cause back orders. 

(5) Comparison of forecasted PLT's with actual PLT's could also 
identify means of improving supply effectiveness for the same reason as 
above. Forecasted PLT is thought to be a particularly important area 
of consideration since there is reason to believe that production lead- 
times for the electronics industry have been increasing forthe past 
several years. A report by the Air Force Systems Command entitled 
"Increased Material and Component Lead Time Study", dated Ik  December 
1973* shows that from January 1973 to HBvember 1973 material and component 
leadtimes increased significantly. The increases are due to a complex 
web of factors which includes dynamic market conditions of increasing 
demands and high industrial operation levels creating backlogs, price 
increases, and priority allocations. 
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FIGURE 2 - INVENTORY LEVEL VERSUS TIME 
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CONCEPTUAL BACKGROUND 

1.  Introduction 

This research project had as its genesis a requirement stated by the 
USACGSC Department of Command that there existed a need for development 
of a methodology for scientific management of the fiscal aspects of base 
operations activities at installation level. This methodology, which 
would utilize quantitative management techniques and the capability of 
the computer, would be designed to assist the installation commander and 
comptroller in determining base operations funding level requirements on 
a more scientific basis than that presently used. The methodology would 
be embodied in an econometric input/output model that would serve two 
functions:  (1) determine funding required; and (2) allocate funds when 
shortfalls were experienced between requirements and actual allowances. 
The model would permit acceleration of the budget preparation cycle at 
installation level and make time that is now spent in manual computations 
available for detailed managerial analysis of fund usage and requirements. 
The basic hypotheses on which this research is predicated are: 

a. That there exists an identifiable and measurable output in each 
base operations activity. 

b. That these outputs are related to the dollars put' into that activ- 
ity. 

c. That these relationships, as well as the relationship among the 
base operations activities can be expressed by an econometric model. 
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The key element of the methodology Is the development of a mathematical 
relationship between the dollar inputs to each base operations activity 
and the outputs of the activity—either quantified performance data or 

demand satisfaction. 

The first approach requires that a cost estimating relationship be 
developed between performance or activity level, e.g., requisitions 
processed, jobs completed, records maintained, and the dollars required 
as input to support that level of activity. 

The second approach requires the identification of factor(s) which 
bear a statistically significant relationship to dollars consumed or 
inputed to base operations activities. These factors need not necessarily 
be directly related to the outputs of the activity analyzed.  However, the 
factor should exhibit a high degree of correlation with the dollars spent 
in the particular base operations activity. This factor could well be 
something either endogenous or exogenous to the installation, e.g., mili- 
tary population of the installation or size of the Army budget. 

Ideally, the predictor should be an endogenous factor that is expressed 
in the installation mission, e.g., the size of the regular class at CGSC, 
or, is a performance factor of the activity as expressed in AR 37-100-XX. 
The difficulty with relying on performance factors is that these are, in 
reality, functions of demand for activity output. Thus, in the case of 
the resale commissary operation, the performance factor is dollars of 
sales.  In actuality, dollars of sales are a function of the population 
served by the commissary, i.e., the number of military families and/or 
sponsors and dependents in the area served by the store.  Similar examples 
can be found in other areas of base operations activities. 

If a constancy in the relationship between the population generating 
the demand for activity and the dollars required to operate the activity 
exist, the population would then serve as the statistically significant 
predictor of dollar inputs. The added advantage of this approach is that 
figures for the population to be served (personnel, equipment, real 
estate) are normally provided the installation commander with his annual 
budget guidance.  This would then enable use of the factors in the model 
to predict what fund requirements will be.  Additional utility would be 
provided by the constancy of these relationships in that they could be 
applied to all similar installations and thus provide a useful tool to 
both installation and higher level commanders.  This is in contrast to 
most of the AR 37-100-XX performance factors which are installation 
peculiar and are more in the nature of historical records of activity, 
available only after the fact and are, when predicted, done so on the 
basis of the population anticipated. 

Both of the approaches have as a scientific basis the methodology of 
econometrics, which is concerned with the use of the theories of economics, 
statistics and mathematics to forecast the behavior of economic systems. 
Econometric models of systems as complex as that of the entire economy of 
the U.S. are used daily to assist the government in formulating fiscal and 

404 



monetary policy as well as by businessmen In making a variety of crucial 
business decisions. Although these models are extremely complex and con- 
structed in a variety of ways, they have in common the use of demand data 
as predictors of economic activity in much the same fashion as posited 
above. 

Within DOD, econometrics has been given the name economic analysis. 
This type analysis is used in weapons cost analysis, DA budget prepara- 
tion and in the management of a variety of industrial-type operations. 
Its use in the field of base operations management is still virtually un- 
charted. 

2.  Demand Determination 

As alluded to above, it would appear that if the population generating 
demand could be distinctly characterized by inclusion of a sufficient num- 
ber of variables, and serve as a predictor of required fund input, a gen- 
eralized model can be developed which would be valid for any installation. 
This is the same type approach taken in business where demographic factors 
are used to develop statistical relationships in econometric models.  A 
simple business example may better illustrate the point.  A grocery store 
owner is faced with the decision of predicting his gross sales for the 
following year.  In the absence of an econometric model, he would, much 
in the same fashion as a post activity director, assume that next year's 
sales will be approximately the same as this year's.  He would thus plan 
no expansion and prepare for the same level of activity.  If nothing 
changed in the community he serves, he would be fairly accurate in his 
prediction.  If, however, a large apartment building suddenly appeared 
in the area served by his store, his sales would expand significantly; 
and conversely, if several hundred family residences in the area were re- 
moved by urban renewal, his sales would contract significantly.  In both 
cases, his failure to consider the population he is serving would cause 
his prediction to be in error. 

There are, of course, factors other than number of families that would 
impact on his sales.  The size of each family, as well as the income of 
the families, would also have significant effect. Thus, were he to use 
econometrics to solve his sales forecasting problem he would, as a min- 
imum, attempt to establish a relationship using multiple regression 
analysis between his sales as a dependent variable and the number of 
families in the area served, the average size of the family and the 
average family income as independent variables.  In all probability, his 
use of this data would enable him to make much better forecasts as to his 
sales level than would a mere assumption that next year will be the same 
as this year. 

This is the same sort of theoretical reasoning that underlies the 
approach taken in this paper.  If the installation commander can either 
be given, or in some fashion deduce the demand he must satisfy for base 
services, he can, given historically developed CER's or statistical 
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predictors, make a fairly accurate estimate of the funding level that 
will be required to support his base operations activities. 

If this basic hypothesis can be accepted, the results would be signifi- 
cant in terms of effective management both at installation and higher head- 
quarters levels.  The Impact of population changes, either equipment or per- 
sonnel, on funding levels could be quickly ascertained and appropriate 
budgetary changes made. 

3.  Allocation of Funds 

Unfortunately forecasting fund requirements is but one aspect of the 
fiscal management problem at installation level.  A related problem is that 
of resolving the differences between requirement for funds and the actual 
funding levels authorized.  Very few managers ever receive the level of 
funding they feel is necessary to accomplish their mission. The heart of 
the manager's problem is the apportionment of the shortfall between require- 
ments and resources. 

This problem is the crux of the installation comptroller's problem. 
At present, resolution is made by a trial and error manual method of either 
applying across the board cuts to all activities or simply not funding those 
activities which have the lowest level of priority in the eyes of the com- 
mander.  Neither of these options is satisfactory.  The former method 
ignores the fact that, based on demand, some activities can absorb cuts 
without degrading service while others simply cannot.  The latter generates 
a pattern of deferral of activity that often permits a degradation of an 
activity to a point where either the item is no longer economically repair- 
able or the funds originally requested are totally insufficient to do the 
job even when they become available.  As an example, deferral of a main- 
tenance project for a year will result in higher costs in the subsequent 
year due to factors of inflation as well as additional aging. 

In attempting to resolve this problem, several approaches recommend 
themselves as being feasible.  The obvious method of redressing shortfalls 
In funds would be the one already mentioned, application of an across the 
board percentage cut to all activities regardless of the demand the activ- 
ity is required to support. This would represent no real Improvement over 
present methods of accomplishing the same thing except that an econometric 
model could quickly determine the amount of unsatisfied demand that would 
be generated in each account.  The manager could then, on the basis of this 
quantified Impact, attempt to obtain additional funding. Were this not pos- 
sible he could, without assistance of the model, subjectively apply additional 
cuts in certain activities thereby generating additional funds to apply to 
those with the most significant unfilled demand.  This is essentially the 
process that is followed now and thus the model would not really assist in 
facilitating resolution of shortfall problems. 

The second approach that is deemed feasible is to, in some fashion, 
incorporate a "commander's utility index" into the model, that would 
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prescribe in quantified terms the priority the particular commander assigns 
to the various installation activities. When a shortfall situation arose 
the model would make cuts from the amount forecasted on the basis of antic- 
ipated demand, by reducing funds first for the lowest priority activity 
by a dollar amount that would be necessary to support the demand the com- 
mander is willing to see remain unfilled.  This would, of necessity, be an 
interative process, requiring some feedback mechanism that would inform 
the commander when he had satisfied the total shortfall. 

A variant of this process would be a methodology that would preincor- 
porate the utility index.  What would then be required is a statement to 
the model of the dollars available. The model would then, utilizing this 
index, fund those activities with the highest utility first, and those with 
lesser utility in descending order, until the available funds were exhausted, 
Each of these utility approaches would provide a budget that reflects the 
commander's desires on the optimal utilization of the funds given him on 
the basis of his preferences and priorities. This would in fact be a most 
ideal situation were it technically feasible. 

What makes it an extremely difficult approach is the necessity for 
quantification of relative utility for some 40 installation activities 
that are supported by base operations funds.  This would require, as an 
example, a commander to state his preference for satisfying demand for 
things as diverse as headquarters operations, a chapel program, wheeled 
vehicle maintenance, and garbage collection, in some quantified fashion. 
Compounding this problem would be the fact that installation budgeting is 
a bureaucratic process that Incorporates not only the desires of the com- 
mander himself, but a host of other lesser managers whose utility index for 
various activities would most certainly be different.  A change in person- 
ality anywhere within the decisionmaking bureaucracy would invalidate the 
current index and require development of an almost completely new model 
incorporating the preferences of the new personality. Although it is felt 
this would be the most ideal method of handling the allocative process Its 
complexity removes it from the realm of possibility. 

The last possibility and the one which is deemed to be the most fea- 
sible is the development of patterns of relationships among the various 
activities that would reflect the impact dollar shortfalls would have in 
all areas.  The model would thus incorporate basically two relationships: 
one between demand determinants or cost predictors and dollar requirements 
for each account or activity and a second showing how, on the basis of 
both demand and internal correlation, one dollar of funds would be opti- 
mally distributed.  This would be in the nature of an incremental dis- 
tribution model which would show how an increase or decrease in funds 
would be distributed between activities.  Operationally the model would 
take the shortfall between forecasted and allocated funds and distribute 
the shortfall decrementally throughout the system.  Once the distribution 
is complete the model could then show the amount of unfilled demand in 
each activity. The value of this type result is somewhat limited since it 
provides the decisionmaker with a somewhat "take it or leave it" situa- 
tion.  Therefore, it would appear that an additional feature of the model 
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must be a device that permits introduction of utility in terms of a level 
of demand that must be filled by high priority activities.  This could be 
done either by means of a minimum demand floor or a dollar floor that when 
reached would isolate the particular activity from the decrementing pro- 
cess. The process would continue until the total shortfalls had been dis- 
tributed. This feature could also be useful in the generation of the fore- 
cast by permitting the establishment of a ceiling on either dollar level or 
demand level that would reflect the maximum amount of resources the com- 
mander desired to allocate to a particular activity. 

This last approach appears to be the most feasible one both in terms of 
development and in solving the allocative portion of the budgeting process 
at installation level.  A model of this nature would of course automate a 
portion of the budget preparation, but more importantly it would permit 
development of an array of budget options that would give, in quantified 
terms, the results of any number of budget decisions made by the commander. 
This would be done quickly and permit analysis of the varying impacts of 
these decisions. 

4.  Summary 

In summary, the research project addresses two basic concepts. The 
forecasting portion of the model is developed by finding statistically 
valid predictors of fund requirements using multiple regression analysis. 
The predictors are the set or sub-sets of the populations served by the 
installation. 

The allocative portion of the model is developed by devising a method 
of incrementally increasing or decreasing the amount of funds forecasted 
on the basis of internal relationships between the various activities. 

The totality of the effort produced a model that accepts a commander's 
guidance either in terms of dollar inputs or desired outputs and produces 
an installation budget option.  Because of the speed with which the model 
operates, the commander will be able to vary this guidance and receive a 
new budget option that shows the impact of his decision.  Through this 
iterative process, the commander will eventually generate a budget option 
that will optimize his conception of resource allocation or maximize out- 
puts he deems essential to his proper mission accomplishment.  A corollary 
development will be the generation of time in which those responsible for 
budget preparation will be able to effectively analyze the use of funds— 
time that is presently spent in manual computation of a single budget 
option. 
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DESCRIPTION OF THE MODEL 

1. Introduction 

The BUDGET model is a computerized analogy of the fund allocating 
process used at installation level.  It is designed to allocate funds 
within a financial management structure based on multiple forecasts of 
a detailed expense history. 

a. Scope.  The BUDGET model is designed for application at the in- 
stallation level.  It contains the necessary framework for representing 
the Army base operations accounts in terms of main accounts (.BO, .CO, 
etc.) and sub-accounts (.Bl, ,B2, etc.).  Within each account direct and 
reimbursable funds are represented in four expense categories each.  These 
expense categories correspond to major grouping of elements of expense. 
The model uses the expense history within this structure to forecast ex- 
penses for some future year and then allocates funds within the structure 
based on constraints imposed by budget guidance. 

b. Purpose.  The BUDGET model was developed as a tool to assist the 
installation comptroller in determining his annual budget.  This is cur- 
rently accomplished through a manual process in which account representa- 
tives present their proposed requirements and justification for funds. 
Given these proposals, the installation comptroller (and/or commander) 
arbitrate competing proposals consistent with available funds.  The magni- 
tude of the computational effort and the relative short time interval al- 
lowed for preparing a budget precludes detailed analysis of alternative 
budgeting schemes.  The BUDGET model was designed to overcome these weak- 
nesses.  It automates the computational process and provides the means 
for rapidly generating alternative budgets based on different strategies 
for using the funds.  This releases the budget analysts from the manual 
work of computations and allows them to dedicate their effort toward 
analyzing from a management rather than an accounting perspective. 

2. Approach 

The BUDGET model performs three general functions—bookkeeping, fore- 
casting and allocation. 

a.  Bookkeeping. The bookkeeping functions array historical expense 
data and installation variables in a 14-year annual file.  The files are 
designed to hold up to 14 years of historical data,  when the files become 
full, future annual updates cause the oldest year in the file to be deleted, 
This feature recognizes the fact that when data becomes too old it loses 
its utility in a forecasting system.  On the other hand, the system re- 
quires sufficient historical data to achieve statistical confidence. The 
14-year term is an arbitrary resolution of this trade-off.  The files are 
maintained on a permanent tape file which can be updated or corrected with 
the utility routines that are part of the model.  Presently, the model uses 
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only six years of historical data starting with 1969.  Changes in the 
budgeting system in 1969 render prior data incompatible with the later 
data. 

b. Forecasting. This function is performed using the Bio-medical 
stepwise multiple linear regression routine (BMD02R).  The model contains 
a fixed set of up to 30 independent variables.  A set of nine independent 
variables (one is always an annual inflation factor) are selected for each 
account by the analyst.  Independent variables are either measurements of 
levels of activity, activity demand generators (population, land area, 
civilian employees, etc.), statistically significant fund level predictors 
or historical expenses of a dependency account.  Given that there are N 
years of historical data, the regression routine selects N-2, but not more 
than nine, variables which provide the highest level of correlation to pro- 
duce a forecasting equation for each individual expense category of each 
individual account.  Estimates of each independent variable for the fore- 
casted year are then fed into the forecasting equations to produce the 
forecasts. 

c. Allocation.  The allocation function provides the means of adjust- 
ing forecasted expense levels to correspond with the total fund authoriza- 
tion and to correspond with any restrictions that may be placed on indi- 
vidual accounts.  The procedure assumes that forecasted amounts will not 
necessarily equal the total authorization.  The differential (either plus 
or minus) must therefore be either added to or subtracted from subordinate 
accounts.  The adjustment factors are a function of the standard error of 
estimate for each applicable subordinate account as derived from the mul- 
tiple linear regression on that account. 

(1) The standard error of estimate for an account is a measure of 
the natural variability of the account's history.  Assuming that the rele- 
vant variables that explain the fluctuation in expenses have been identi- 
fied, any unresolved fluctuations are random and unexplained by the rela- 
tionship between dependent and independent variables.  For purposes of the 
BUDGET model this variation is assumed to reflect the elasticity of the 
account.  In other words, it is the degree to which the account can expand 
or contract about its mean level.  When an account is underfunded one year 
its representatives will argue more adamantly for additional funds the next 
year.  Conversely, if it's overfunded its representatives will be hard 
pressed to justify additional funds.  The standard error of estimate mea- 
sures this trend.  It is assumed that one standard error of difference from 
the forecasted mean (expressed in dollars) for account A represents the 
same degree of depravation (or excess) within that account as one standard 
error in account B would represent, even though the two errors may be 
vastly different. 

(2) The objective function of the allocation routine is to allo- 
cate dollars to the various accounts such that all accounts are operating 
at the same degree of depravation or excess—the same number of standard 
errors of the estimate from the forecasted value.  This xt, accomplished 
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throughout the accounting structure except where a constraint (ceiling or 
floor) terminates the allocation to a specific account. 

3.  System Variables 

Three sets of variables are required to prepare the model for execu- 
tion.  These data establish the accounting structure and provide the basis 
for changing priorities and constraints on the allocation of money. 

a. Hierarchy of Accounts (KCOD).  This array defines the structure 
of the accounts.  Each individual account is assigned a code number (three 
digits) external to the model.  Code numbers are arranged in the KCOD array 
such that main accounts (B, C, G, etc.) appear on the first row.  Sub- 
accounts (Bl, B2, B3, etc.) appear below their respective main account in 
column.  Provisions are made for 10 main accounts each having up to eight 
sub-accounts and a dummy account.  The dummy accounts provide two func- 
tions.  In some cases, the dummy account can be used to check the arithmetic 
consistency of the data, when not used as a miscellaneous account.  In gen- 
eral terms, the KCOD array serves as a numerical representation of the let- 
tered base operations account format. 

b. Monetary Constraints (CONST).  The CONST array provides the means 
for establishing floors and ceilings on direct expenses.  These can be 
applied at any level in the hierarchy of accounts (i.e., expense category, 
sub-account, main account, or total Z account).  At any level a floor or a 
ceiling can be applied to a given direct expense category.  When these are 
established (they are not required) allocations are appropriately con- 
strained.  Constraints may be applied, for example, on accounts where 
expense levels are required by law or where anticipated expenses are known 
with a higher level of accuracy than the model could be expected to predict. 

c. Regression Variables (IPRAM).  The multiple linear regression rou- 
tine of the model functions with nine independent variables.  A default is 
established in the model such that the first eight variables of the XIDAT 
array will be used as the independent variables of the regression along 
with a ninth term that accounts for Inflation.  The inflation term is the 
natural logarithm of N, where N is the nth year in the historical files 
counting from the oldest year with N-l.  The analyst may (and should) select 
variables that are likely to be good estimators of each specific account. 
This is done by specifying the variables in IPRAM, thereby overriding the 
default.  Historical data from either XIDAT or ÜDAT can be used for this 
purpose. 

(1) It is generally assumed that the XIDAT variables will be 
selected; however, provisions have been made to use expense data from DDAT 
as regression variables.  This is done in recognition of the fact that some 
accounts are "driven" by expenditures in other accounts. 

(2) There is no objective criterion for selecting one variable as 
opposed to another.  This is purely a function of the analyst's intuition 
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about the dynamics of the account.  The objective is to achieve the highest 
possible level of correlation. This can only be done by a trial and error 

process. 

(3) The IPRAM array also provides for limited transgeneration of 
the regression variables. They can be entered individually and/or summed 
or they can be entered as the natural logarithm of the individual value or 
of the sum of a set of values. 

A.  Operation of the Model 

The program is written in FORTRAN IV. A general system flowchart is 
shown at figure 1. The program flowchart and listing are located in the 
Department of Command (DCOM), USACGSC. 

a. Tapes. The model operates from two or three tapes depending on the 
mode of operation.  The program tape is OIDPL.  The data base is referred 
to as TAPE50 for the purposes of input to the model for execution.  The 
data from TAPE50 can be altered internal to the program for execution 
without altering the tape.  If a new data base is to be established, both 
OIDPL and TAPE50 are required as input, but the new data base is output 
on TAPE60.  TAPE60 then becomes TAPE50 for subsequent input.  A new data 
base should be created only for permanent data changes. 

b. System Control Cards.  System control cards for the Fort Leaven- 
worth CDC6500 computer are required for the two modes of operation.  The 
tape unit numbers are subject to change and, therefore, are not published. 
They may be obtained from DCOM at CGSC.  Update cards are used only for 
program changes and are not normally required.  However, the 789 multi- 
punch cards are always required. 

c. Run Options.  The program has eight run options that can be exe- 
cuted independently or in sequence.  These provide considerable flexibility 
in the use of the model.  The run options are identified by the value IROPT. 

(1) IROPT-1.  This is an input option used to update the data base 
for a given year which is already in the file.  This option branches to a 
part of the program that finds the address of an historical year (entered 
on the IROPT card in the MYEAR field). Those data which are entered fol- 
lowing this IROPT card are superimposed on data that currently exist in the 
file. 

(2) IR0PT=2.  This option is used to replace the oldest year in 
the file with the data for a recently completed fiscal year.  The old data 
are not zeroed out; thus, a complete new set of data for the new year must 
be entered.  If not, some of the old data will remain in the file. 

(3) IR0PT»3.  This option reads in the data files from tape.  In 
the normal execution this option is run first to establish the file so that 
data update can be accomplished.  The only case where it would not be run 
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first is when a complete set of data is being run from a card deck. TAPE50 
must be requested for this option. 

(4) IROPT-A.  This option is used to input complete data (or up- 
date data) for the forecast year.  It places all subsequent data in the 
forecast year file.  Under this option DDAT data will not be entered as it 
would be illogical to have expense data for the forecast year.  The fiscal 
year must be entered in the MYEAR field (i.e., 76, 77, etc.). 

(5) TROPT-5. This option causes the forecast and allocation rou- 
tines of the program to be executed. It is used after all of the data up- 
date options have been entered. The operations executed under this option 
are discussed in paragraph 4e, below. 

(6) IROPT-6.  This option creates a new data tape and may only be 
used with mode 2 control cards.  It would normally be used after the data 
update options and prior to an execution option.  Along with this option 
a save tape (TAPE60-SAVE) must be specified for kkkk unless a specific tape 
number has already been allocated.  DO NOT ATTEMPT TO REWRITE ONTO TAPE50. 

(7) IROPT-7.  This option prints all of the data in the data base. 
If an option 5 is to be run, option 7 should follow it allowing the allo- 
cations for the forecast year to be included in the output.  If it is run 
prior to an option 5, the data shown for the forecast year will be "gar- 
bage." 

(8) IR0PT«8.  This option terminates the execution.  The program 
does not have an automatic cutoff point; thus, any sequence of run options 
can be executed.  Successive runs, for example, can be made with different 
constraints without interrupting the job.  Option 8 simply provides for 
normal termination. 

d. Bookkeeping.  Some of the bookkeeping functions of the model have 
already been discussed above.  The only data base files that involve 
other than simple data input is the DDAT file.  This file is constructed 
such that arithmetic errors in the input can be readily identified. 

(1) Input data are entered for each main account and its eight 
sub-accounts.  The total BASEOPS account and the individual dummy accounts 
are zeroed out.  Then the data is correct and ready for execution.  The 
total BASEOPS account (Z account) can be checked with external data to 
ensure correctness. 

(2) Within each account there are 12 expense categories, as dis- 
cussed above.  Only six of these 12 categories are input to the model; the 
remainder are calculated from the input. 

e. Forecasting.  Run option 5 (see figure 1) initiates the forecasting 
and allocation routines.  The procedures from this point follow the steps 
outlined below. 
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STEP 1.  Complete the DDAT array as discussed in d, above. 

STEP 2. The program provides for the use of DDAT cost data as 
independent parameters in the multiple linear regression analysis.  Because 
of a relationship that will be discussed later, it is essential that any 
cost data used in this manner must have been forecasted prior to its use. 
Consequently, simple sequential processing cannot be used.  If, for example, 
cost data from account #51 (51 is the code for acct. .Kl) is to be used in 
the regression for account 20, then 51 must be processed through the regres- 
sion and forecasting steps before account 20. A large number of such 
"dependencies" may result from the analyst's selection of regression para- 
meters.  Subroutine ORDER corrects for these problems by establishing a 
processing order (array KORD) in which the dependency accounts are placed 
in the necessary sequence. The possibility exists that an unresolvable 
dependency may be created by the analyst.  This contingency will be re- 
ported in the output and will have to be corrected by changes to the IPRAM 
array, in a subsequent run. 

STEP 3.  Following the account processing order, the model takes 
each expense category 5 through 12, one category at a time, and proceeds 
through the regression and forecasting steps described below.  After one 
expense category has been processed, the program returns to this step and 
starts the next expense category. 

STEP A.  Subroutine FIX prepares the array of variables to be used 
in the regression analysis.  This is done using the array REG.  The array 
IPRAM defines which data sets are to be used for eight of the regression 
variables.  Each set (consisting of the historical data points) is fed 
into array REG along with the inflation variables and the dependent vari- 
able data set.  When completed, REG contains all of the historical inde- 
pendent data for each parameter plus the estimated independent data for 
the forecast year.  If a data set from DDAT is used, it must contain the 
forecast for the target year.  This arrangement allows the forecasts to be 
computed immediately upon the completion of the regression and the return 
of the regression coefficients.  This explains why the processing order 
must be rearranged as described in step 2.  During this step some limited 
transgeneration of the data can be accomplished.  Variables may be added 
together to form a composite variable or they may be entered in logrithmic 
form. 

STEP 5. At this point the multiple linear regression is performed 
on the data that has been entered into the REG array.  For this purpose the 
stepwise multiple linear regression program (BMD02R) of the Bio-medical 
series has been adapted to the model.  The normal input and output func- 
tions of BMD02R have been either bypassed or removed and replaced with 
functions that directly accept the REG array for input and returns two 
arrays, COEF and PCOR, plus the value COEFX.  COEF contains the regression 
coefficients of those independent variables, in the equation the standard 
error of the estimate, and the multiple-R term.  COEFX is the regression 
constant. 
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NOTE:  The BMD02R program is included in the model in its 
entirety, except for certain statements that have been removed.  Since 
this is a standard routine, no attempt will be made to document it here. 

STEP 6.  In this step subroutine FORCAST computes the forecasted 
value for the given expense category in the target year.  This is accom- 
plished by summing the constant term, COEFX, plus the products of the 
regression coefficients (COEF) times the respective values estimated for 
the independent variables in the target year.  The results of the regres- 
sion and the forecast are then printed out. 

STEP 7. The program at this point recycles through STEP 3 until 
all accounts and their direct and reimbursable expense categories have 
been forecasted. 

f. Allocating. After the forecasts are complete the program proceeds 
to allocate funds.  The logic of the model is based on the assumption that 
in an unconstrained fiscal environment the forecasted values would be the 
best estimates of expenses in the target year.  In a constrained environ- 
ment, however, the sum of the forecasts would not necessarily correspond 
with the total authorization. This problem can be resolved by making a 
percentage cut (or increase) across the board. This approach is rather 
arbitrary in that it Ignores the unique problems within the various accounts 
and it does not allow for the influence of fiscal priorities. The BUDGET 
model employs a completely different approach.  The standard error of the 
estimate is used as a measure of an account's adaptability to fiscal varia- 
tions.  The error, therefore, becomes the basis for making cuts or increases, 
In a general sense, each account is adjusted either up or down such that 
all accounts within a specific segment of the account hierarchy are allo- 
cated funds at the same number of standard errors from the forecasted 
levels.  Expense categories within accounts are similarly allocated.  Com- 
mand priorities are superimposed on this process in the form of constraints 
on the funding of specific accounts. The allocation process occurs on four 
levels: 

Level 1.  At this level total installation direct funding is allo- 
cated to the main accounts (from Z to .BO, .CO, etc.).  The total direct 
dollars forecasted for all main accounts (i.e., expense category 9) are 
accumulated and compared for the total authorization.  The difference 
(DELTA) is then allocated to the main accounts based on the size of the 
respective standard errors (ERR^. The total authorization is determined 
either by the forecast or by the constraints placed on that value. The 
authorization for direct funds can be specified exactly by applying tight 
constraints, thus suppressing the forecast. The algorithm for accomplish- 
ing the allocation is illustrated below. 

X    ■  total authorization for direct funds 
y^   ■ forecasted direct expenses of the main accounts 
Y    -  the sum of y. 
DELTA - X - Y 

Z    = the sum of ERR.:  this is the amount of change caused 
by a one standard error adjustment 
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ADJ  - DELTA / Z 

The new allocation y*. is then computed by: 

y1   - y± + (ADJ * ERR1) 

The new y^i  may violate one of its constraints, in which case it must 
be truncated at the constraint.  This prevents an exact balancing between 
X and Y, and a new DELTA is generated.  The new DELTA is reallocated by 
repeating the same procedure several times until the final DELTA becomes 
zero.  An alternate stop on the refinement process occurs after the pro- 
cess is replicated several times.  The actual DELTA remaining at the stop 
is included in the printout. 

Level 2.  At this level total direct dollars at the main accounts 
are allocated to the respective sub-accounts (from BO to Bl, B2, etc.). 
Using the total dollars previously allocated to the main account as X and 
forecasted values of the appropriate sub-accounts as y^, the algorithm 
described above accomplishes the allocation to the sub-accounts. 

Level 3.  At this level total direct dollars are allocated within 
each sub-account to the direct expense categories.  Expense category 9 
becomes X and expense categories 10, 11, and 12 become the y^, within a 
given sub-account.  The algorithm is again applied to determine the allo- 
cations. 

Level 4.  At this level reimbursable expenses are allocated.  Since 
reimbursements are not truly allocated funds, the concept of allocation 
becomes one of balancing forecasted values. This occurs within sub-accounts 
only.  Expense category 5 becomes X and categories 6, 7, and 8 become the 
y^.  The algorithm is applied in the same manner as described above.  The 
main accounts and the total Z account are not treated at this level. 

g.  Recapitulation. After the allocations have been completed some 
inconsistencies remain.  The refinement controls leave some money unallo- 
cated, expense categories in the sub-accounts do not necessarily correspond 
with the values in the main accounts, and the total expenses (categories 
1, 2, 3, and 4) have not been computed.  At this point the program begins 
at the lowest level in the account hierarchy and accumulates from bottom 
to top.  The forecasts for the main accounts and the total Z account 
(direct expenses) have had their impact on the allocation process, have 
been printed out and are now ignored in computing final totals.  The final 
allocation totals for these higher level accounts are now computed by 
accumulating the sub-accounts.  A total of the direct and reimbursable 
expenses for each account are computed at this time also. 

h. Output. The model provides three types of output and can be readily 
modified to generate output in any required format. 

(1)  Input data listing.  Run option 7 generates a listing by sub- 
routine PRNOUT of all input data.  When executed after a Run option 5 it 
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also incorporates the completed allocations for the forecast year so that 
they can be compared with the historical data.  This listing contains in 
order: 

(a) The KCOD array showing the existing hierarchy of accounts. 

(b) The XIDAT array showing the values by year for each of 
the independent variables. 

(c) The DDAT array showing each of the expense categories 
(1 through 12 from left to right) preceded by the account code and the 
year identifier for each account from top to bottom. The last line for 
each account code shows the allocations for the forecast year. 

(d) The constraint array with default values included where 
appropriate.  Each row shows from left to right the account number and four 
sets of two numbers corresponding to the ceiling and floor respectively 
for the four categories of direct expenses (9, 10, 11, and 12). 

(e) The IPRAM array.  Each row shows an account number and 
eight sets of three numbers from left to right corresponding to the three 
data points for each of the eight regression variables as defined in IPRAM. 

(2) Regression result listing. Each time that regression is per- 
formed on an expense category, the results are listed by subroutine FORCAS 
in the following format. 

(a) The first line shows from left to right: 

_1.  The account code. 

2,    The expense category. 

3j,    The constant term of the regression equation in 
dollars. 

dollars. 

equation). 

♦« The forecasted value in dollars. 

5. The standard error of estimate (deviation) in 

6. The cor  lation term from BMD02R (MULTIPLE-R). 

(b) The second .ine shows from left to right: 

1_. The r jne of the first variable in the IPRAM list. 

2. Its regression coefficient (zero, if not in the 
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3.    The F-value for entry into the equation (zero, if 
this variable is in the equation).  F-value will not appear here until 
there are 11 years of data in the file. 

{*.    The first of the three lines in the IPRAM array for 
this account. 

(c)  Subsequent lines follow the same format as line two for 
successive IPRAM values of that account. The IPRAM array is completed 
at line three. 

(3)  Allocation results listing.  Following the regression results, 
subroutine PRNOUT generates a summary of the forecasts and allocations. 
Each page in this section contains data pertaining to a main account and 
its several sub-accounts.  Each account has a two line entry.  The first 
line shows the account number followed by the amount (in whole dollars) 
allocated to each of the 12 expense categories of that account (1 through 
12 from left to right). The second line in a set shows the amount of money 
(in dollars) forecasted for those expense categories.  The accounts are 
listed in order from top to bottom on each page: 

(a) Sub-accounts. 

(b) The dummy account. 

(c) The main account. 

The last page shows the allocations and forecasts for the total base opera- 
tions (Z) account followed by a recapitulation of the allocations by main 
account. 

OTHER APPLICATIONS 

1.  General 

In addition to the primary purpose of developing an annual budget, 
the BUDGET model has inherent capabilities which are applicable as a man- 
agement tool in other areas.  In this context, the model can be adapted 
to solving operational questions of installation management with speed and 
efficiency where manual procedures might be too expensive to allow thorough 
analysis.  Some examples are described below. 

Range Forecast 

The forecast year in the model need not be the next chronological year. 
If estimates of the independent variables (XIDAT) for some "out" year are 
available, the model will generate a budget for that year.  Given that the 
historical file is complete to the present year, then the forecast year 

419 



could be identified on the run option as that five years in future. This 
along with the 30 independent variables are all that is necessary to com- 
plete the budget for that future year.  Caution must be exercised in ex- 
tending this capability too far into the future. The model is based on 
the premise that expense history is consistent from one year to the next. 
It cannot anticipate disruptions to that consistency such as a war, depres- 
sion, or fundamental changes in the budgetary system.  Such disruptions 
will render any long range forecast invalid.  Subject to this limitation 
a complete five-year budget could be developed at the cost of one man-day 
plus five minutes of computer time. 

3. Changes in Level of Activity 

Changes in levels of activity can be analyzed in two ways depending 
on form in which such changes are proposed. 

a. If changes in level of activity are directed in terms of manpower 
or real property, then the proposed activity levels are simply entered in 
the XIDAT array for the forecast year and the appropriate budget is gen- 
erated.  A similar run can be made without these changes and the two can 
be compared to identify budgetary impact of the proposed changes. 

b. If changes in level of activity are directed in terms of dollar 
constraints, these constraints can be entered into the CONST array.  Again, 
the impact will show up in comparison to an unconstrained run.  An alter- 
nate approach could be taken in the case of a reduction of base operations 
authorizations.  By selectively reducing various independent variables, 
in an attempt to generate forecasts that equate to the reduced authoriza- 
tions, the overall impact of a proposed budget cut could be developed in 
terms of activities that would have to be reduced. This is basically a 
trial and error approach, but it can be done rather quickly.  Its primary 
advantage is that it allows alternate activity level reduction strategies 
to be war-gamed in a search for the least detrimental strategy. 

4. Use By Other Installations 

a. The budget for a second installation might be produced using the 
historical expense data for the first installation and the forecast year 
estimates of activity levels (independent variables) and constraints for 
the second installation. The use of this technique can be valid only if 
the two installations are basically similar. For example, a budget for 
Carlisle Barracks could possibly be produced using Fort Leavenworth data. 
If the second installation were too dissimilar, say Fort Knox, the model 
would not produce a viable budget. As of this report this technique has 
not been thoroughly tested, but the concept is worthy of future study. 

b. The BUDGET model is designed for application at any installation 
employing the base operations account system.  Such application in most 
cases (subject to a, above) require the development of an historical data 
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base for that installation.  Done manually this will require two or three 
man months worth of effort for the initial application and about one man 
week for each successive year.  An area of productive study could be 
directed toward interfacing the BUDGET model with the BASEOPS system 
directly.  Budget is compatible with the Prior Year Report format and could 
be interfaced for direct input from the Prior Year Report tape.  This would 
reduce the preparation time and eliminate arithmetic errors caused by man- 
ual transfer of data. 

CONCLUSIONS 

1. Listing of Conclusions 

a. Econometric modeling techniques provide a valid methodology for 
installation fiscal management. 

b. There exist factors, readily available to the installation commander, 
that wien used in multiple regression analysis, provide statistically valid 
predictors of base operations funding levels. 

c. The model developed in this project is usable at Fort Leavenworth to 
assist in allocating funds to major base operations activities.  The 
interactive feature of the model permits the production, through the use 
of fund floor and ceiling constraints, of a variety of installation 
base operations budget options. 

d. The research was not able to support the hypothesis of relationships 
between activity outputs or demand generating populations and dollar 
funding levels. 

e. The model, although developed primarily for use in base operations 
management at Fort Leavenworth, has universal application in solving 
fiscal predictive and allocative problems. 

2. Discussion of Conclusions 

Thiü research project had as its ultimate objective the development 
of an econometric model that would facilitate the management of base 
operations funds at installation level.  It would appear that this 
objective has, in fact, been achieved. 

The model developed the Fort Leavenworth FY 75 budget based on prior 
year expense data.  When compared with the FY 75 COB, a forecast developed 
by activity and comptroller analysts, a striking similarity exists. There 
are variances between the two ranging from 2 to 35%. These errors rather 
than being testimony of the inappropriateness of econometric techinques 
appear to  be directly attributable to the inability of the team to gather 
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all desired data elements and a reaffirmation that the subjective judgment 
of a manager cannot be totally replicated by a mathematical model. 

In analyzing the results, it must be remembered that the COB is a 
subjective prediction whereas the model is an objective device developed 
from actual historic expenditures as found in the prior year reports. While 
these discussions are somewhat cursory, several general conclusions emerge 
that indicate areas that bear further scrutiny and investigation. 

In terms of the stated hypotheses, the first two concerning the identity 
of activity outputs and their relationship to dollar inputs to the activity 
must be tentatively rejected. This rejection is supported by an examina- 
tion of the regression equations developed for each of the accounts.  Except 
in very few cases, there does not appear to be a relationship between vari- 
ables that can intuitively be considered activity outputs, as evidenced by 
their inclusion in the regression equations, and the dollar forecasts com- 
puted.  It is felt that further manipulation of the data in the form of 
how it is aggregated or arrayed is necessary before a final judgment can 
be made. This is particularly true of those accounts dealing with real 
property and equipment maintenance and operation.  There undoubtedly exist 
other factors, such as climactic conditions and equipment densities that 
dictate expenditure levels, that have not been included in the independent 
variables used.  Only after these have been exhaustively examined can a 
final acceptance or rejection of these hypotheses be made. 

The nature of the model and its operation also contribute to this 
rejection while at the same time validating one of the other basic 
concepts, that of the existence of statistically valid predictors of 
funding levels.  The model has a choice of nine independent variables, 
from a possible list of 30, that it can use in the regression equation. 
Through the use of analysis of variance, it selects those variables with 
"F" ratios that are significant at the 99% confidence level.  Thus, the 
model emphasizes statistical validity rather than probable measure of 
activity output in selecting independent variables for inclusion in the 
regression equation. This rationale is also followed even when variables 
are included in the nine possible choices that are intuitively appealing 
as output measures. 

When the above option is overridden in the model and either measures of 
output or demand generating population variables are forced into the equa- 
tions, the forecasts and allocations change slightly.  This lack of a sig- 
nificant change could be indicative of one of several things.  First, it 
could prove that a relationship, between population as a demand generator, 
and dollars to operate an activity to satisfy that demand, can be postulated. 
Or in a normative view, it could lead to formation of a hypothesis that the 
large unexplained variation in costs is indicative of a lack of efficiency 
in fund utilization.  In order to further investigate this area, it is 
necessary that several installations be similarly analyzed.  If the degree 
of unexplained variation were significantly different at each installation, 
the latter hypothesis would be supported.  If the degree of unexplained 
variation remained approximately the same for several installations, the 
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concept of a relationship between population and dollar inputs to activi- 
ties could be totally rejected. 

For the present, however, it can be concluded that there are factors, 
readily available to the installation commander, that can be used to 
provide statistically valid predictions of fund requirements in base 
operations accounts. 

Concomitantly this leads to acceptance of the third hypothesis which 
deals with the construction of an econometric model that can relate 
those factors and the dollar inputs to each base operations activity. 
Additionally, this model is capable of producing budget options that are 
reflective of fiscal constraints and guidance imposed by higher head- 
quarters as well as installation generated constraints on fund usage. 

The methodology developed to perform this allocative function is 
considered one of the unique aspects of the model.  In employing the 
standard error of the estimate as a distributive parameter the model 
solves one of the major problems of budgeting—allocation of fund 
shortfall. As discussed in the general concept there are several possible 
alternative methods of solving this problem.  Attempts to quantify 
management utility for various functions (as an expression of priority) 
and incorporate them in the model were attempted; however, these proved 
to be both technically and practically unfeasible.  Use of the random 
variation in each account level recognizes that funding level is 
essentially dependent on total variation, with the minimum acceptable 
level being that portion which is explained.  The unexplained variation, 
on the other hand, is reflective of the variability in funding levels with 
which the account has historically been able to exist. 

The other facet of the model's allocative function, which enables a 
commander to state priorities, is the ability of the model to accept 
constraints on account dollar levels either as floors to be met or ceilings 
not to be exceeded. This, in essence, provides a function to override the 
standard error of the estimate's distributive parameter. This device is 
felt to be superior to any actual incorporation of utility since it has 
universal applicability and therefore need not be changed to reflect the 
bureaucratic realities of budgeting that occur when personalities or 
priorities change.  These changes can simply be addressed in the form of 
constraints rather than in computation of some quantified form of utility. 

The structure of the model as well as the rapidity with which it 
produces a budget option can provide the installation commander with a 
unique capability. By interacting with the model through the presentation 
of various constraints for one or more accounts, the commander can quickly 
ascertain the impact these managerial decisions have on the installation 
budget. He can thus prepare, with minimum effort, an array of budgets, 
each embodying different managerial decisions. This generation of options 
is a quantum improvement over the present situation in which the commander 
is given relatively little in the way of budget options. 
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The limitation of the options generated lies in their presentation 
in terms of dollar inputs only, and not in terms of output restrictions. 
Were this research able to find relationships between activity outputs 
and dollar inputs, the commander could ascertain the dollar impact of his 
budget decisions and also have a measure of output constriction that would 
occur as a result.  Unfortunately this option is not yet available. 

As presently structured, the model has a variety of uses.  It can 
provide forecasts and allocate funds for any installation provided data 
is available at the given installation. The structure and mechanics of 
the model are such that its functioning is not restricted to just base 
operations.  It can accept 14 data points for up to 99 different account 
classifications.  These dependent data can be analyzed, using multiple 
regression techniques, against up to 30 independent variables, N-2 of 
which (the number of data points minus two up to a total of nine vari- 
ables) can be incorporated into any regression equation.  Thus, the 
model might be used at Headquarters, TRADOC for base operations manage- 
ment, or at Headquarters, FORSCOM for mission funding management. 

As can be readily seen, the possibilities for fiscal analysis and 
management presented by expansion of this basic research are many. What 
is significant for the present, however, is that the validity of econo- 
metric methodology in installation fiscal management has been conclusively 
proven.  In pragmatic terms, the Army now has a tool which has the poten- 
tial to assist the commander in the development of his base operations 
budget.  Preliminary review also indicates that the model has potential 
to assist in budget execution. 
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TITLE: Automated Supply Workload/Funding System 

AUTHOR: Mr. Billy G. Murphy 
US Army Major Item Data Agency 

INTRODUCTION 

The Automated Supply Workload/Funding System (ASW/FS) is an interactive man/ 
ADP system involving the forecasting, requirements estimation, fund planning, 
fund authorization, and data collection aspects of the US Army Major Item 
Data Agency (MIDAs) workloading mission for depot supply operations. An 
overview of ASW/FS functions is shown in Figure 1. Forecasting activities 
provide MIDA with aggregate level workload forecasts for supply functions 
of shipping, receiving, and set assembly. Depots submit unit man-hour and 
cost standards to MIDA. The ASW/FS analyzes the aggregate forecasts and bid 
standards and exceptions suspect submissions. Gross requirements for 
account-level workload, manpower and funds are estimated and summarized for 
management analysis. Constraints are imposed on the gross requirements to 
develop quantities which can be planned and authorized for funding. 

The data exceptioning functions in Figure 1 involves testing and correcting 
incoming data as it is processed by the automated system. The productivity/ 
variance block identifies a feedback and analysis function concerned with 
quantifying variances. Contributions of forecast inaccuracies and depot 
productivity to total man-hour variance are estimated. A productivity 
index is produced to reflect efficiency of manpower utilization. 

FORECASTING   ACTIVITIES DCfOf 
/AGGREGATE 
I WORKLOAD (SHIP. 
REC.   S/A 
FORECAST») 

3 MIDA •  AUTOMATED SUPPLY WORKLOAD/FUNDING SYSTEM 

AGGREGATE 
WORKLOAD 
FORECAST 

EXCEPTIONING 

BID      STANDARDS 

EXCEPTIONING 

DEPOT/MID» 

GROSS   (DETAIL) 

REQUIREMENTS 

DEVELOPMENT 

PLANNED 

WORKLOAD 

DEVELOPMENT 

\ t \ 1 

DEPOT 

DATA 

;    EXCEPTIONING 

PRODUCTIVITY 

a.  VARIANCE 

ANALYSIS 

AUTHORIZED 

WORKLOAD 

DEVELOPMENT 

I 
MIDI/DEPOT 

WORK 

AUTHORIZATION 

Fig. 1.  Automated Supply Workload/Funding System Overview 
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FORECASTING AGGREGATE LEVEL WORKLOAD 

Activity forecasts for shipping, receiving, and set assembly are the basis 
for generation and justification of depot manpower, funds, and storage 
space requirements. Forecasts are submitted to MIDA at dates specified by 
AMCR 740-16. The ASW/FS will produce exponentially smoothed forecasts and 
confidence limits which will be forwarded to forecasting activities prior to 
forecast submission dates to MIDA. These forecasts and confidence limits are 
reference points for use 1n forecast preparation. The same forecast limits 
will be used to exception and monitor forecasts when later submitted to MIDA. 
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Fig. 2.    Forecasting/Exceptioning Aggregate Level Workload 
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GROSS REQUIREMENTS (DETAILED WORKLOAD) DEVELOPMENT 

The aggregate forecasts for shipping, receiving, and set assembly functions 
are used to derive detail level man-hour, workload, and cost requirements 
at the Army Management Structure (AMS) reporting level. Figure 4 illustrates 
the relationship between aggregate and detail workload and the techniques 
used in the ASW/FS to translate aggregate into detailed requirements. 
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Fig. 4. Derivation of Detail Requirements 
from Aggregate Forecasts 
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The regression techniques are a key method used to derive the detailed AMS 
level gross requirements. The form of the regression models is shown 1n 
Figure 5. To eliminate manually coding regression coefficients for ASW/FS 
files, a series of programs were written to automatically access the historical 
data base, perform multiple step-wise regression, test each resulting detail 
level equation, and load acceptable equations to ASW/FS files. Output 
reports identify detail accounts for which the MIDA supply analyst must 
provide supplemental or complete information to complete the computational 
capabilities of the system. 

FORM 1:   DEPOT TOTAL AGGREGATE PERFORMANCE AS INDEP VARIABLES 

| MH    |   _r    \ ,,„   „  «  wl . ! 
( WKLD =F     j (LR, IS. TR, TSI TOTALS ALL FORECASTING ACTIVITIES | 

EX: AMS 123000 BIN ISSUE 

MH = 200 + .005 IS + .001 TS 

FORM 2:   FORECASTING ACTIVITY AGGREGATE PERFORMANCE AS INDEP VARIABLES 

A. SHIP/RECEIVE 

| LI -'   llt"'ls'"',slK«TmiYt 
EX: AMS 122000 BULK ISSUE 

MH = 818 +.18 IS uc - 1.10   TS uc •  02 LR [C + .04 IS K 

B. SET ASSEMBLY/DISASSEMBLY 

| WKLD |   =F    I,PIKIS) FC ACTIVITY 

EX: AMS 135400 SET ASSY/DISASSY, 0/S 

MH = 300 +   .00005 * PIECESTAC + 

F1g. 5.    ASW/FS - Regression Equation Forms and Examples 

MH = 300 +   .00005 » PIECESTAC + .00001 PIECES [c 

The ASW/FS interfaces a file of AMC approved aggregate forecasts with files 
containing regression coefficients and "pointers" to link forecasts with the 
correct coefficients. Computations of workload, man-hours, and cost at the 
detailed AMS levels require only that regression equations be evaluated 
at forecast values.  The automatically-computed requirements are tested 
against requisite historical confidence limits. If outside the limits, 
requirements are exceptloned for review by MIDA supply analysts. Each 
outlying requirement 1s automatically replaced with its historical average. 
The MIDA analyst reviews exceptioned requirements and may change the historical 
average requirements to some other values, or to the originally-computed 
values, as desired. 
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DEPOT BID STANDARDS EXCEPTIONING 

After detailed AMS level workload, man-hour, and cost requirements are 
estimated 1n the ASW/FS, a depot-version of the resources required to 
perform the forecasted workload 1s computed.    Unit man-hour and cost "bid" 
standards, submftted by each depot, are multiplied by the detail AMS workload 
estimate.    If the depot and MIDA man-hour and cost estimates differ by more 
than a specified tolerance, the bid standard for the AMS account is exceptloned. 
The exception process 1s Illustrated in Figure 6.    Exceptioned standards 
require negotiation between MIDA and the depot.    Negotiated man-hour and cost 
requirements must be entered into ASW/FS files if compromises result 1n 
agreement of other than the MIDA projected resources. 

(DEPOT BID 

STANDARD 

170 MH/LINE 

REGRESSION 
MANHOUR 

PROJECTION 
5904 MH 

REGRESSION 
WORKLOAD 
PROJECTION 
25,971 LINES 

(.170'MH/LINE 1(25.971 LINES) 
'= 4415 MH 
± 10% TOL = ± 590 MH 

BID STANDARD LOW, DEPOT 
MH (4415) BELOW LOWER LIMIT 
OF 5314 MH 

Fig. 6. Example Analysis of Depot Supply Bid Standards 

GROSS REQUIREMENTS SUMMARIZATIONS 

Gross requirements are summarized in various ways for management use. Depot 
man-hour and cost estimates, together with the standards used in the computa- 
tions are displayed with the MIDA estimates. The summaries display estimated 
resource requirements to perform the projected workload. Since the workload 
estimates are unconstrained, the requirements represent a "gross" require- 
ment, without consideration of monetary or practical limitations. 
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PLANNED WORKLOAD DEVELOPMENT 

After management approves the gross requirements, monetary and other 
constraints can be applied to develop a funded plan for the budgetary period 
of concern. The supply analyst gets a last opportunity in the ASW/FS to 
refine the requirements for productivity, standards negotiations, or for 
other reasons. Planned workload is developed by applying budgetary limitations, 
assigned priorities, and other constraints to the gross requirements, then 
allocating the available funds. 

All non-monetary constraints must be first converted into either a dollar 
limitation or a minimum percentage of the gross dollar requirement to be 
funded before starting priority allocations. Minimum funding can be specified 
at either the detail AMS account or priority level (or both) within the 
total dollar limitation. Specified constraints result in funds being taken 
"off-the-top" before the priority allocation, as illustrated in Figure 7. 
After all detail AMS and priority constraints are satisfied, the planned 
workload algorithm defaults to a priority allocation, in which funds are 
allocated to highest priority requirements, next highest, etc., until available 
funds are exhausted. The planned workload and manhours corresponding to 
allocated funds are computed from the unit cost and labor rates established 
during the gross requirements computations. 

The yearly gross and planned requirements are summarized in the Schedule B, 
a standard worksheet used by supply analysts to display requirements for 
budget backup and coordination. The ASW/FS automates Schedule B development. 
The ASW/FS Schedule B will provide detail and required summaries at subsequent 
levels of consolidation including a grand consolidation for all deDots. 
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WORK AUTHORIZATION 

Work Authorization's (WA's) are issued by MIDA to the depots. When the 
depot accepts a funded work authorization, funds are obligated and the depot 
will be reimbursed for costs incurred up to the obligated amount. Work 
authorizations are transmitted from MIDA to the depot as punched cards via 
AUTODIN. Cards to create WA's are presently manually created. When the 
ASW/FS becomes operational, these WA cards will be produced automatically. 

Authorized workload, manhour and fund quantities will be computed based on 
an approved funding plan and an authorized expenditure limit. The ASW/FS 
authorization algorithm simply authorizes a proportion of the planned 
expenditure for each detail AMS account. The proportion is the ratio of 
authorization limit to the grand total planned expenditure for all detail 
AMS accounts at all depots. Authorized workload and manhour quantities 
are derived from the authorized funds for detail AMS accounts based on unit 
cost and labor rates. Several related AMS accounts comprise functional levels 
at which WA's are issued. Detail AMS quantities are summed to the appropriate 
WA levels. Numeric gross, planned and authorized data, combined with input 
accounting and identification data, provide sufficient information to produce 
WA cards. 

PRODUCTIVITY AND VARIANCE ANALYSIS 

A productivity and variance analysis report is produced by the ASW/FS to 
enable post-planning evaluation when depot cost and performance data becomes 
available. This report partitions total manhour variance into an element 
attributable to forecast and a second element attributable to depot 
productivity. The basic computations used are: 

(1) Total Manhour Variance = Projected Manhours - Actual Manhours 

(2) Forecast Variance = Projected Manhours - Earned Manhours 

(3) Productivity Variance = Earned Manhours - Actual Manhours 

(4) Total Manhour Variance ■ Forecast Variance + Productivity Variance 

(5) Productivity Index = Earned Manhours 
Actual Manhours 

Equation (4) is the result of adding equations (2) and (3), thus the partition 
is verified. Projected manhours are the manhour estimates obtained at 
planning time by evaluating the regression equations at the aggregate level 
forecast values (i.e., the gross manhour requirement). Earned manhours are 
obtained by evaluating the regression equations with actual aggregate workload 
data. Assuming the regression model error to be much smaller than the forecast 
or productivity variance, then the differences between the models evaluated 
at the forecast and at the actual aggregate workload are attributable to 
the forecast errors. Similarly, the differences between manhours obtained by 
evaluating the models at the actual aggregate workloads (earned manhours) and 
actual manhours are attributable to depot productivity. The productivity 
index provides a measure of how efficiently a depot is utilizing manpower 
resources relative to a historically-based standard. 
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Due to lack of regressions for some accounts, the productivity/variance 
report will not cover all AMS accounts. Statistics will be accumulated to 
indicate the percent of the total program which has been sampled in producing 
the report. At the depot level, the different manhour quantities (programmed, 
projected, actual, and earned) are "priced-out" at an approved labor rate 
input by a MIDA supply analyst. The total, forecast, and productivity 
variances are similarly "priced-out" to provide an indication of the cost of 
forecast errors and depot productivity variances. 

DATA BASE MAINTENANCE 

Almost every facet of the ASW/FS is dependent upon maintenance of a 
reasonably accurate and complete data base. To maintain the data base, 
aggregate level workload data is tested with exponential smoothing confidence 
limits. Detail AMS data are tested with confidence limits derived from 
regression equations. Logical tests requiring non-zero entries for correlated 
data (e.g., non-zero manhour data requires cost to be positive) are made 
regardless of range test results. Data falling outside specified limits or 
failing logical tests are exceptioned for review and correction by the MIDA 
supply analyst. 

The procedure for data base maintenance is a two-step sequential process. 
Aggregate level workload data are first exceptioned by exponential smoothing 
confidence limits and corrected. The aggregate shipping, receiving, and 
set assembly data becomes independent variables in the regression models. 
Thus, the aggregate exceptions must be cleared prior to evaluating the detail 
workload, manhour and cost data. The regression models are then evaluated 
with corrected aggregate data and confidence limits computed. Detail AMS 
data are then exceptioned for review and correction by the MIDA supply 
analysts. The approach is one of disciplined data base management by 
exception and of timely maintenance. 
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BENEFITS 

Some benefits expected when the ASW/FS becomes operational are displayed 1n 
Figure 9. Except1on1ng the aggregate workload forecasts will result in more 
accurate forecasts and, consequently, a sounder foundation for justification 
of depot manpower, funds, and storage space requirements. Exceptioning depot 
bid standards should result in a better distribution of funds to detail 
accounts and improved depot bid standards. The ASW/FS will function with 
second through fifth year aggregate forecasts and produce gross requirements 
so the capability will exist to produce an automated five-year plan for 
supply operations. Productivity and variance reports will enable the effects 
of forecast error and depot productivity to be evaluated. Automating the 
supply workload/funding function will sharply cut the turn-around time for 
producing depot supply requirements and reduce human-induced computational 
errors. With Implementation of the ASW/FS, MIDA will perform the workloadlng 
mission both more effectively and more responsively. 

C BENEFITS    I 

IMPROVED AGGREGATE FORECASTS 

BETTER DISTRIBUTION OF FUNDS TO DETAIL 
ACCOUNTS 
IMPROVED DEPOT BID STANDARDS 
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PRODUCTIVITY/VARIANCE ANALYSIS 
SHORTER FORECAST -TO - WA TURN-AROUND 

F1g. 9.    ASW/FS Benefits 
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A SYSTEM FOR THE QUANTITATIVE EVALUATION 

OF MENU PREFERENCES 

by 

Mr. John E. Rogozenski 
and 

Dr. Howard R. Moskovitz 

US Army Natick Laboratories 
Natlck, Massachusetts 

The concept that preferences may depend upon time was brought out 
in a series of papers by Balintfy and his colleagues. »»  Their 

approach to the problem of time-preference relations was to develop 
quantitative models that predicted the change in preference with time. 
Their scale was a 0 to 1 scale, with ratio properties, in contrast to 
the more commonly used hedonic scale of food preferences used by 

Peryam and Pilgrim.4 The hedonic scale has been widely used in military 
food preference surveys and is well known in both preference assessment 
of food names (through surveys), and in the sensory evaluation of 
specific food products. 

There are two elements to overall menu preference evaluation 
covered in this presentation.  The first is the time-preference relation- 
ship for individual food items; the second is the proportionate weighting 
of meal components (or menu class weights) in the rating of a complete 
meal. 

It would be appropriate here to define the terminology that will be 
employed.  A food item is the actual product that is served, i.e., Beef 
Stew, Buttered Peas and Carrots, and Strawberry Shortcake. The term meal 
component is used in defining how food items are combined to make up a 
meal within a menu.  The five meal components that are discussed here 
are:  entree, starch, vegetable, salad and dessert.  The term menu implies 
an ordered sequence of complete meals over a predetermined number of days; 
a cyclic menu is one that returns to Day 1 of the planned menu after the 
last menu-day and repeats itself indefinitely. 

The first step in developing the model was the derivation of the time- 
preference relationships for food items.  The approach used in this effort 
is the classic regression analysis technique wherein empirical data is 
collected and plotted, the data suggests appropriate functional relation- 
ships which are then best-fitted to the empirical data. The square of the 
correlation coefficient is used to determine which functional relationship 
can best represent the relationship between the dependent and independent 
variables.  If the relationship is well established, the selected 
functional relationship can then be used to determine the value of the 
dependent variable given the values of the independent variables. 
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DATA COLLECTION METHOD 

The standard 9-point hedonic scale employed with food preference 
surveys has been used as the measuring tool to elicit food preference 
attitudes.5»6 This scale was used in this study to gather data on the 
time dependency of food preferences and the weighting of meal components 
within a standard menu framework. 

A survey questionnaire was developed to measure a respondent's 
stated preference for a given food item, under the assumption that the 
time since he had last eaten the food was three months, one month, two 
weeks, one week, three days, and yesterday, respectively.  For each time 
interval the respondent was asked to assign a hedonic scale rating for 
the desirability of the food to him. 

The survey consisted of 144 food items from five meal components 
(entrees, starches, vegetables, salads and desserts) and was given to a 
group of U. S. Marines.  From the group of 251 respondents, a subset of 
173 completed questionnaires were selected. 

ANALYSIS OF DATA AND FUNCTIONAL RELATIONSHIPS 

Logarithmic functions are often useful to relate rating-scale values 
(hedonic) to a physical variable such as time.  A plot was made of time 
since last serving vs. mean hedonic rating for a selected group of 15 
food items.  The plot is semi-logarithmic and is presented in Figure 1. 
Virtually all the functions in Figure 1 fail to conform to a linear 
function and show substantial curvilinearity.  The 144 foods tend to fit 
one of two major patterns: 

1) linear increase in preference for times up to one month, after 
which the preference stays almost constant, failing to increase by any 
substantial amount at three months, or 

2) curvilinear changes in preference throughout the entire time 
period with preference increasing at a decreasing rate as time increases. 

The analysis of empirical data strongly suggested that over all foods 
considered, the time-preference relationship for each food item is best 
described by the logarithmic quadratic function: 

P(T) - ^ + ^ [log (T)] + Kj  [log (T)] 2- (1) 

The quadratic function was best-fitted using standard regression 
techniques to the empirical data for each food item.  With the 144 foods 
surveyed, comparisons could be made among food items in the same meal 
component group as well as across groups. 
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Figure 2 presents a histogram of the 144 values for IL t  the coefficient 
for the linear portion of the time-preference log equation.  The mean 
slopes and standard deviations (s.d.) for the five groups are as follows: 

Entrees (n - 71): mean slope - 1.97, s.d. ■ 0.45 

Starches (n - 17): mean slope - 1.93, s.d. ■ 0.31 

Vegetables ( n - 26): mean slope - 1.35, s.d. ■ 0.3/ 

Salads (n - 14): mean slope - 1.12, s.d. - 0.32 

Desserts (n - 16): mean slope - 1.53, s.d. - 0.25 

The F statistic for the analysis of variance on these values for K~ was 

highly significant (F - 22.97, degrees of freedom - 4,139).  This signifi- 
cant F statistic says there exists a difference between meal component 
groups.  The ranking of mean slopes are:  entrees, starches, desserts, 
vegetables and desserts.  In contrast, in terms of variability of K2 
(i.e., the standard deviation) desserts show the least variable slopes and 
entrees the most variable. The wide variety of entree items compared to 
the limited selection of dessert items may be the cause for this difference 
in variability. 

By taking advantage of the representative sample of time-preference 
slopes obtained from the survey data, other data sources can be used to 
extend the results to a wider range of food items.  It may be possible to 
define "equivalence-classes" of food items, which are nothing more than 
groups of foods.  The items in each group are assumed to conform to similar 
time-preference slopes, although each item may have its own unique maximum 
preference value.  By rearranging the time-preference functions, one can 
decompose the functions into two parts.  One part involves the slopes 
(IC, and Kj)   and the other involves the maximum preference for the food iten 
(Pmax).  The value for P_ax is obtained from large-scale food preference 
surveys of items, in which only one preference value was collected for eacl 
item.  The decrementing model of time-preference can be stated as: 

P(T) " Pmax + *2 Clo8 (T/84)J + K3 [(log T)2 - (log 84)2J    (2) 

The proportional preference, P(T) can now be obtained by computing 
the difference between the food item's maximum preference, obtained 
through conventional food preference surveys, and a quantity related to 
the time since the item was last served, T. 

MEAL COMPONENT WEIGHTS AND TOTAL MEAL PREFERENCE 

The second element in the menu preference evaluation model concerns 
the meal component weights for the five classes under study:  entrees, 
starches, vegetables, salads and desserts. Many possible rules exist 
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whereby an Individual can evaluate a menu for Its overall preference or 
acceptability. 

The objective of this effort was to develop a model which would 
permit predicting overall meal hedonic values given the stated customer 
hedonic values for the major meal components.  In our previous work/ a 
simple model was utilized which Involved adding food item values and 
averaging these values to derive the meal hedonic value.  This model did 
not provide the required accuracy in predicting meal hedonic values when 
empirical data (i.e., stated meal hedonic values vs. stated food item 
values) were analyzed.  Further analysis of these data has lead to the 
development of a linear additive model which provides different weighting 
factors for each of the major meal components (i.e., entree, starch, 
vegetable, salad and dessert). 

The approach used was to collect empirical data on hedonic values 
for food items and entire meal hedonic values from the same customers. 
The data was then fitted to a multilinear function of food item hedonic 
values to obtain the coefficients or weighting factors for each meal 
component which would best predict the empirical meal hedonic values. 
The square of the multiple correlation was then used to determine whether 
the multilinear model could be used to predict meal hedonic values given 
food item hedonic values. 

THE BASIC MEAL PREFERENCE MODEL 

The basic model used provides a single number as an index of total 
meal preference; the additive model of acceptability is: 

Pmeal " «1 pe 
+ W2 

p
8t ♦ W3 Pv + w4 pSa + W5 Pd + W6       <3) 

where Pe - hedonic rating for the entree item, P8t - starch rating, 
Pv - vegetable rating, Pga - salad rating, and P<j - dessert rating and 
W"i to W5 represent the relative importance factors of the corresponding 
meal components for the entire meal.  The value W5 is the residual 
preference value for a meal, and can be set W5 • 0 for the analysis 
discussed here. 

The meal preference for this model is the linear sum of the weighted 
food item preferences.  Low weights (W^, . . . W5) signify that the meal 
component carries little weight.  The individual food item preference 
has less effect on the respondent's overall judgement of the meal than the 
preference for items in meal component groups with high weights. 

In part 2 of the survey discussed earlier, the respondent rated 136 
different meals, each comprising an entree, a starch, a vegetable, a salad, 
and a dessert, taken from the list of 144 food items. For each meal 
presented, the respondent rated the overall acceptability, again with the 
9-point hedonic scale.  Using the multiple linear regression technique 
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equation (3) was solved to yield the coefficients for the additive 
function for total preference. The regression was run with the intercept 

point, w^ free to seek its' own value and with W^ forced to zero.  The 

multiple correlation coefficient squared with Wg in the equation was 
R «0.71 indicating that 71% of the variance was accounted for by the 
model.  For the case with VL forced to zero equation (3) can be restated 
as: 

Pmeal x N " 2'34 Pe + °-7A p8t 
+ °-58 pv 

+ °'35 Psa + °*76 Pd   (4) 

where N - 5, the number of meal components in the equation. 

The exceptionally high weight given to entree preferences as compared 
to starches and desserts, indicates that entrees account for almost half 
of the preference rating of a meal.  Thus, the results suggest that it is 
most productive to concentrate upon providing optimally acceptable entrees 
when maximum acceptability is desired, and to place proportionately less 
effort on providing varied vegetables and salads, since the latter two meal 
components carry very little weight in overall preference determinations. 

To determine the distribution of weights for the 173 individuals, a 
total of 173 linear regressions were run, with the 136 meal evaluations 
made by each individual entered separately into a single regression 
computation.  Figure 3 presents the histogram of the distribution of the 
five meal component weights.  Entrees are characterized by a larger scatter 
of individual weights, ranging towards the high values while the other 
meal components are clustered around lower importance values. 

AN APPLICATION OF THE COMPLETE MODEL 

With the two required elements formulated the preference evaluation 
model for predicting overall preference of a meal can be stated as: 

Pmeal x N " 2'34 P<T>e+ °-74 P(T)st+ °'58 P<T>v+ °'35 p(T>8a+ °-76 P(T)d       (5) 

where P(T)e . . . PCT)^ are the time dependent preference values for the 
items offered.  By using this model one can calculate the meal preference 
values given the individual food item preference values and the elapsed 
time between servings for each item. 

The preference evaluation of a cyclic menu involves the rating of 
individual meals within the menu and tracking the serving intervals for 
all the items for the entire menu cycle.  The meal preference model (5) 
along with the coefficients for each food item were programmed into a 
computer to aid in this computational process.  For the menu under analysis 
the computer program calculated the elapsed time prior to each serving 
occurrence, T, generated the time dependent preference value, P(T) for 
each item in a meal, and combined the items with the appropriate meal 
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component weights.  Several menus currently In use In the military were 
analyzed using the preference evaluation model as adapted to the computer. 
A sample of one day's calculations is shown in Figure 4. 

CONCLUSIONS AND CONSIDERATIONS FOR FURTHER RESEARCH 

A quantitative method for evaluating the overall preference of menus 
has been developed.  From survey data, time-preference functions were 
constructed that indicated how the hedonic rating of a food item varied with 
the time since the food was last served.  The function assumes a quadratic 
form with entrees tending to be most time sensitive, and salads and 
vegetables the least.  The derivation of the meal component weights allowed 
for the combination of individual food item preference values in the 
evaluation of entire meals. The overall system appears to offer a logical, 
realistic and integrated approach to reflecting time factors and relative 
importances of the various meal components in the evaluation of cyclic 
menus. 

The Problem of Choice and Aggregation 

Much of food preference surveying, whether for individual items, or 
for complete meals, concerns the average respondent.  Often, the average 
respondent does not adequately represent the diverse groups that make up 
the average.  This problem becomes more acute in evaluating selective 
menus for overall preference.  The standard cyclic menus under analysis 
typically contain two entrees, two starches, two vegetables, etc., at 
each meal.  If the individual has the option of choosing only one of the 
entrees then the chosen entree, and only that entree, should decline in 
preference immediately after the meal.  The problem is whether individual 
behavior can be modeled in a more precise way to reflect the actual food 
selections made in a selective cyclic menu situation. 

prpanded Data Base and Equivalence Classes 

With only 144 food items surveyed there were a large number of 
translations made to relate these data to the more than 600 recipes in 
the Armed Forces Recipe System.  As a minimum, additional food items 
as well as varied menus should be surveyed to reduce any incorrect 
assumptions incurred when making translations.  With an expanded data 
base, similar items can then be analyzed to determine if equivalence 
classes really do exist and what food items make up these equivalence 
classes (i.e., green salads may be grouped into one class, whereas 
poultry recipes may not be). . , 

Menu Preference Optimization Model 

One important use of these survey data and the models developed could 
be a menu optimization model with the time-preference, weighting factor 
equation (5) as the optimization function, and cost, nutrition and 
compatibility functions the constraints of the optimization system. 
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MENU DAY/MEAL 

MENU OAY/MEAL 
3 3 

3 
3 
3 
3 
3 
3 
3 
3 
3 

/3 

RECIPE 
BARBECUEO PCRK LOIN 
GINGER FCT TOAST 
RISSOLE POTATOES 
HASHED POTATOES 
CAULIFLOWER POLONAISE 
BUTTERED MIXED VEGETABLES 
CREAMEO ONIONS 
COLE SLAU 
TOSSEO GREEN SALAD 
LETTUCE AND TOMATO SALAD 
DEVILaS FOOD CAKE 
FRUIT BARS 
ICE CREAM 
PEACH CRISP 

RECIPE 
GPILLED MINUTE STEAK 
SIMMERED KNOCKUURST 

BAKED BEANS 
MASHED POTATOES 
STEWED TOMATOES 
BUTTERED ASPARAGUS 
BUTTERED SUCCOTASH 
GARDEN VECETABLE SALAO 
JELLIED FRUIT COCKTAIL SL 
MACAROVI SALAO 
BUTTERSCOTCH BROWNIES 
APRICOT PIE 
YELLOW CAKE 

SERV-0 INTERVAL P(MAX) K(l ) KI2) K(3I MENU   CLASS   WT ITEM   PREFERENCE 
12. DAYS 6.60 4.32 2.46 -.53 2.34 13.727 
7. DAYS 6.67 4.35 2.14 -.4a 2.34 13.561 

11. DAYS 7.08 6.29 1.87 -.46 •1 .74 4.909 
1. DAYS 6.92 5.28 1.88 -.42 .74 3.595 
7. OAYS 4.08 2.80 .89 -.21 .58 2.173 
2. DAYS 5.96 4.03 1.55 -.34 .58 2.710 
8. OAYS •».32 3.40 1.22 -.26 • S8 2.218 
2. OAYS 6.15 4.81 1.3C -.28 .35 1.768 
2. OAYS 6.95 6.05 .96 -.25 .35 ;          2.203 
2. DAYS 6.53 6.09 1.28 -.29 .35 1.925 
5. DAYS 6.18 4.25 1.48 -.3* .76 4.377 
<t. DAYS 5.14 4.90 1.56 -.33 ' .76 3.177 
1. DAYS 7.27 7.18 1.22 -.31 .76 4.613 
9. DAYS 5.63 4.90 1.56 -.33 .76 3.829 

REFERENCE   VALUE   IS        6.79   • 

' 

SERV-G INTERVAL P«MAX> KID K(2) KI3)      I 1    HENU   CLASS   WT ITEM   PREFERENCk 
8. DAYS 6.90 6.19 2.13 -.49      ' 2.34 14.133 

12. DAYS 6.23 4.23 2.07 -.42 r 2.34 12.979 
12. DAYS 6.D3 4.C6 2.02 -.50 .74 4.138 

.    1. OA'YS 6.92 5.28 1.88 -.42 .74 3.595 
10. DAYS A.95 3.44 1.42 -.32      ' r .58 2.611 
5. DAYS 5.20 3.23 1.08 -.24 .SB 2.696 
4. DAYS 5.10 2.33 .90 -.21 .58 2.675 
2. OAYS 5.07 4.30 1.30 -.28 .35 1.390 

31. OAYS 5.57 4.33 1.31 -.26 .35 1.886 
9. OAYS 6.43 3.90 1.67 -.36 • 3S 2.035 

12. DAYS 5.36 4.90 1.56 -.33 .76 3.708 
23. DAYS 4.77 2.69 1.10 -.24 .76 3.520 
2«. 

REFERE 

DAYS 

NCE   VALUE   I 

5.61 4.90 1.56 -.33     - .76 4.069 

Figure 4: Sample Output Fron Menu Preference Evaluation Computer Program. 
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A STUDY OF REPLACEMENT POLICIES FOR VEHICLES BASED ON 
REPAIR COST LIMIT 

S.G. AMLAND AND P.F. MOULAND 

DIRECTORATE OF LOGISTICS ANALYSIS 
DEPARTMENT OF NATIONAL DEFENCE 

OTTAWA, CANADA 

INTRODUCTION 

1. Some time ago our group was asked to compare different 
ways of replacing and maintaining a fleet of vehicles.  The 
desirability of minimizing cost under a constrained budget is 
obvious, and within an organization as large as DND  there 
ought to be a substantial savings by monitoring large fleets 
of less expensive items, such as vehicles, in an optimal or 
close to optimal fashion. 

REPLACEMENT PROBLEM - DIFFERENT POLICIES 

2. Having a fleet of vehicles, we are always facing the 
question of whether to replace all vehicles in the fleet at 
the same time or to replace each vehicle individually.  This 
question is being examined in this study.  Specifically, we 
were asked to perform a comparison of four different replace- 
ment policies. 

a. Present policy within the Department of 
National Defence of Canada (DND); 

b. Present policy within the other Government 
Departments in Canada (Treasury Board 
Guidelines); 

c. Optimum group replacement; and 

d. Optimum repair limit - replacement. 

3. The present policy within DND specifies certain repair 
limits for commercial pattern vehicles.  The repair limits are 
established as a percentage of acquisition cost plus some over- 
head.  This percentage is a function of both age and mileage. 
When a vehicle requires a repair, the estimated cost of the 
repair is compared to a predetermined repair expenditure limit, 
If this is exceeded, the vehicle is scheduled for replacement. 
However, a few additional factors are also taken into account. 
If a vehicle's repair history indicates an excessively high 
maintenance cost, or if the vehicle has lengthy periods of 
unserviceability due to non-availability of spare parts, it 

446 



may be replaced. On the other hand, if funds for procurement 
are low, the disposal action may be deferred. We do not know 
the rationale on which the DND repair limits were calculated. 

4. Treasury Board has established guidelines for disposal 
of vehicles by other departments within the Government of Canada. 
These guidelines advise the departments to dispose of a vehicle 
when it reaches a certain age or mileage limit, whichever occurs 
first.  However, in addition, the departments may use repair 
limits which have been established for this purpose.  These 
repair limits are a function of age and mileage. 

5. Optimum group replacement is a system not presently being 
used for commercial pattern vehicles within the Canadian Govern- 
ment.  The idea behind it is to replace the fleet at a period 
yielding the minimum average cost per unit time. 

6. Optimum repair limit - replacement is a policy similar 
to the present DND policy; but with different repair limits. 

7. The idea behind the repair limit concept is to choose 
to repair if the future expected cost plus the cost of the 
repair, per time unit, does not exceed the average cost per 
time unit. 

UW1M to«. l<xtiV 

cost 

OOtt   ZiZ f '• 
/                          • 
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8. Consider a vehicle at point A on the cumulative cost 
curve, requiring a repair costing rt. The expected future cost 
due to repairs, d, up to time t will be the distance AB.  The 
total expected future costs per time unit will then be 

r.+d 
6 = _t  

t 

9. The repair limit r-(t) is the maximum repair cost we 

can have before it becomes economical to replace.  This occurs 
when (r +d)/t is equal to the minimum cost per time (0.). 

i.e. e0 
rQ(t)+d 

or rQ(t)  =  e0t-d 
* 

HOWARD'S FORMULATION OF THE 
REPAIR LIMIT REPLACEMENT PROBLEM 

10. When managing a vehicle fleet under a maintenance policy, 
a steady state will always be reached in some finite time, i.e., 
the fleet will reach a point when the distribution of the vehicles 
over its total mileage span (or age span) will not change with 
time.  An underlying assumption of the model being used is 
that the optimal steady state solution is applicable to the 
fleet. 

11. The problem was first formulated as a Markov decision 
process by Howard (2).  In our case, the "states" are mileage 
intervals and the decision variable is the repair limit in 
each state.  Given a fixed repair limit for a state we can 
define a transition matrix P where p.. is the probability of 

going to state j, given that the system is in state i. 
Clearly, for our case pi- = o except for j=l and j=i+l, since a 

vehicle can only be repaired or replaced.  We can also define 
a cost matrix R, where r.  is the cost incurred over the 

ID 
transition i->-j.  We define a policy as a set of repair limits, 
one repair limit.for each state.  The objective, then, is to 
find a policy which minimizes the expected cost to maintain 
a fleet of vehicles. 

12. We can start by defining v.(n) as the total expected 

cost that the system will incur, given that it starts in 
state i and proceeds through n transitions.  A recurrence 
relation immediately presents itself.  When the system makes 
a transition from i to j, it will cost r.. plus the expected 

cost of starting in state j and proceeding through n-1 
transitions. 
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i.e. N 
v, (n)  =  I  p  (r. .+v. (n-1)) 
i       j=l 1]  1D  J 

(1) 

We now let 

N 
I p. .r. . 

j=l ^   U 
C2) 

which can be interpreted as the expected immediate return from 
the next transition. 

13.    Then, when the system reaches the steady state, the 
average gain, g, per stage will be: 

N 
g  =   E ir .q. 

1=1 

Where TT is the steady state vector distribution of vehicles 
over the total mileage span.  Because this process is ergodic, 
the cost to maintain is constant over time (steady state) and 
the same no matter which state (i) we started in.  We then 
have, for large n: 

vi(n)-v.(n-1)  = g for all i and j 

Hence, 
vi(n)  =  ng+vi (3) 

where v. is the relative value due to the fact that we now 

are starting from state i.  Substituting (2) and (3) into 
the recurrence relation, we get: 

N 
v.+g  = q.+£ p..v. 

Xj=l 1D D 

Now for a given set of repair limits (policy A) we can solve 
the system of simultaneous equations: 

(4) 

Ai. A v±+g 
A 

=  <3< + 
N 
E 

j = l 

A  A 
p . . v . 

14.     This is a set of N equations in N+l unknowns.  We can 
arbitrarily put one of the v.'s to zero and solve for the 

other relative values as well as g 'A 

15.     The first step is known as the value determination 
step.  The second step in this problem will be to try to 
find new repair limits that will improve our steady state 
gain. 
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16. This can be done by finding the maximum over all the 
different repair limits of the right hand side of (4): 

N 
max        {q. + I P-^v.} 

(all repair limits)   *  j=l ±J   J 

17. This new improved right hand side of (4) is then 
introduced and we then go back to step 1 and iterate in 
this way until we have found the optimum gain.  Howard has 
shown that the process terminates in a finite number of 
iterations provided the repair limits take integral values. 

18. However, the most disadvantageous feature of this 
routine is the solution of the N simultaneous equations. 
By using expressions giving bounds on the optimal gain, 
developed by Odoni (6), the solution of the simultaneous 
equations is avoided. 

19. It has been proven that for a given policy, the 
steady state gain for the present policy and the gain for 
the optimum policy is bounded. 

below by:   min (all i) {v^n+1) - v^n)} 

above by:   max (all i) {v^n+1) - v^n)} 

A better estimate of the gain can be found simply by taking 
the mid-value of these bounds.  Then, we can use this 
improved steady state gain to find improved values at stage 

n by subtracting this g mProve  from the new values at stage 
n-1.  This brings us back to the beginning of the iteration 
cycle.  We exit from this loop when the difference in the 
bounds is less than a specified value. 

THE COMPUTER PROGRAM 

20. Our thanks go to Major Mahon of the REME Data Centre, 
Woolwich, England, who was kind enough to provide us with a 
computer program to calculate repair limits based on the above 
algorithm. 

ESTABLISHING A DATA BASE 

21. The data needed for evaluating different replacement 
policies take  the following elements into account: 

a. Capital cost; 

b. Depreciation; 

c. Operation cost; 

d. Maintenance cost; 

e. Inflation; and 

f. Discounts due to bulk buys. 
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CAPITAL COST AND INFLATION 

22. Two factors which may influence the decision of when 
to replace an old vehicle with a new one are the interest on 
capital obtained if a new buy is postponed and the inflation 
in the cost of the vehicle over the same time period.  It 
was felt that these two factors would counterbalance each 
other and hence would not need to be included in the analysis. 

DEPRECIATION 

23. Depreciation for this fleet was established from 
National Market Reports Truck Blue Book of resale values. 
The figures were corrected for the inflation effect. 

OPERATION COST 

24. Operating cost includes oil, gas, tires, and batteries. 
This was shown to have no significant change with age.   This 
implies that it could be excluded, as expected, from a replace- 
ment decision. 

MAINTENANCE COST 

25. The decision to replace a vehicle need not be affected 
by those costs which do not change over time.  The maintenance 
costs were divided between corrective and preventive mainten- 
ance to determine if either of these could be eliminated from 
the cost influencing a replacement decision.  To obtain data, 
a fleet of station wagons within DND was selected as a test 
fleet.  Data were obtained through the existing maintenance 
information system (LOMMIS) within DND.  This provided re- 
liable data for the last two year period.  Unfortunately, 
some of the data needed for our study were not directly 
obtainable from the LOMMIS data base.  Consequently, it was 
necessary to collect data manually at the CF bases from the 
LOMMIS reporting forms (CF 1020).  Because of the obvious 
difficulty in following such a procedure, a preliminary sample 
was taken as a basis for stratified sampling of the remaining 
necessary amount of data.  Age groups were used as strata. 
This procedure enabled us to obtain better confidence in the 
results with only a small sample. 

26. By application of stepwise linear regression to the 
obtained sample, it was shown that the best linear model for 
predicting the corrective maintenance cost was to use mileage 
alone as the independent variable.  Further, the data enabled 
us to conclude that the preventive maintenance costs did not 
significantly increase with age or mileage. 

27. The corrective cost is a statistical variable, depending 
on both the number of repair visits over a given interval and 
the cost of each single repair.  Within each mileage group of 
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5000 miles, the histograms for both the cost of a single repair 
and the number of repair visits were established. 

28. Based on the assumption that the basic type of the 
distributions do not change over the mileage intervals, the 
data were "normalized" by taking away the effect of increasing 
cost due to increased mileage.  The distributions could then 
be cumulated into one before a theoretical Weibull distribution 
was fitted.  The problem of small amounts of data within some 
intervals was thus evaded.  In Figure 5 the histogram is 
shown, as well as the fitted distribution.  Althouah there 
were sufficient data for the x^ test to reveal a significant 
difference between the empirical and theoretical distribution, 
the departures were too small to affect the cost calculations, 
and accordingly the theoretical distribution was used.  By 
going the opposite way, "denormalizing" the data, the only 
thing that changes is the scaling parameter in the Weibull 
distribution. The coefficient of variation was kept constant 
at 1.25.  This was supported by the data where a weighted 
regression on the coefficient of variation gave the best 
linear representation as a constant at 1.3. 

29. The data for the number of individual repairs were 
fitted to a Neyman Type A distribution.  The mean number of 
repair visits increases strongly in the beginning and then 
levels off at 2.8 (visits per 5000 miles).  In this case, 
the coefficient of variation also appeared to be a constant 
of Ö.9 38.  Two histograms are shown with the theoretical 
distributions in Figures 1 and 2. 

DISCOUNTS DUE TO BULK BUYS 

30. Available data within the Government of Canada 
indicates 10%-15% discounts on buys of less than ten vehicles, 
and 20%-30% on buys of more than ten vehicles.  This is of 
importance when evaluating a group replacement policy.  How- 
ever, it will be shown that bulk discounts can also be 
realized under a repair limit policy. 

OUTPUT OF COMPUTER PROGRAM 

31. The program gives us output tables with parametric 
description of the data input for the two basic distributions. 
It gives the optimum repair limit for all the different states 
(here mileage groups) and the cost that this policy incurs. 
The cost is split up into expenses for new vehicle buys and 
expenses for repairs.  Information about the fleet's age and 
distribution in terms of mileage, and the probability of 
survival for each mileage interval is given as well.  A sample 
printout is shown on the next page. 
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FIGURE 1:  REPAIR COST.  FIT ABOUT AT WEIBULL DISTRIBUTION 

100 200 300 

COST ($) 

o 

D 
O 

FIGURE 2:  NUMBER OF REPAIR VISITS/5000 MILES. 
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REPAIR  I.IUITS CALCULATION     OPTIHA7.ATI0H FULL RESILE 

REPLACRUERT COÜ?'     3200.00       GRID  SIZE*        1.00       MAX MILEAGE IRTm   20       MAX HO  ITERATIONS*   999       EXIT*        .1 

PARAMETERS  STATISTICAL   PERIODS 
COMPOUND  POISSON 

HEAR    STD  PEV* 
.87 .93 

1.36 
1.63 
1.83 
2.00 
2.IS 
2.28 
2.3 9 
2.S3 
2.60 
2.89 
2.78 
2.80 
2.80 
2.80 
2.80 
2.80 
2.80 
2.80 
2.80 

1.21 
1.S3 
1.72 
1.88 
2.01 
2.11 
2.25 
2.35 
2.in 
2.53 
2.81 
2.63 
2.63 
2.63 
2.63 
2.63 
2.63 
2.63 
2.63 

TT.ETA 
.200 
.200 
.•«33 
.812 
.761 
.689 

1.003 
1.1 06 
1.201 

288 
370 
117 
U6lt 

«fin 
1.16» 
LUSH 
1.16» 
1.161 
1.161 
1.16M 

LAMBDA 
1.628 
6.605 
3.763 
2.993 
2.630 
2.115 
2.269 
2.16» 
2.0B3 
2.018 
1. 966 
1.922 
1.913 
1. 013 
1.913 
1.913 
1. 913 
1.913 
1.913 
1.913 

1   TO 2 
VEIRULL 

MEAN 
17.13 
16.90 
50.66 
52.13 
51.20 
55.96 
S7.73 
59.50 
61.26 
63.03 
61.R0 
66.57 
68.33 
70.10 
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32. The information just described is of great value to 
maintenance and procurement managers.  Further, the recommended 
policy minimizes costs in the long run.  Because we have found 
a solution to the steady .state problem, a finite time will 
elapse before the predicted optimum cost will be fully realized. 
The actual cost will be somewhere between the cost incurred 
by the current policy and the optimum one.  However, budgeting 
and procurement people will mostly be interested in obtaining 
a forecast for how many vehicles are to be bought over a 
defined period.  The expected number of discarded vehicles 
can be obtained by a simple manipulation of the probability 
of survival for any specific interval and the number of 
vehicles currently within this interval.  A further consequence 
of this will be that the greatest advantage of group replace- 
ment (substantial discounts due to bulk procurement) will also 
be realized for this policy by utilizing this forecast to 
order in bulk ahead of time. 

RESULTS 

33. The computer program we have obtained has the capability 
of evaluating a given set of repair limits as well as cal- 
culating optimum repair limits.  Consequently, it is a 
relatively straightforward problem to evaluate the different 
policies. 

34. The DND repair limits are stated as a percentage of 
acquisition cost and are a function of both age and mileage. 
In the course of analysing the data, we found that mileage 
was a better independent variable for prediction of cost 
than age.  A correlation coefficient of 0.65 on 2000 degrees 
of freedom tells us also that there is a very strong relation 
between age and mileage.  These two results provide strong 
justification for transforming the DND repair limits into a 
function of miles alone using the average annual mileage of 
11,400 miles/year.  Using this procedure we were able to 
obtain a set of repair limits representing the DND policy 
and conforming with our model. 

35. The Treasury Board repair limits were also stated as 
a percentage function of age and mileage and the same analysis 
was carried out as for the DND repair limits.  Also there was 
the additional constraint that when a vehicle exceeded 50,000 
miles it was to be discarded.  This was implemented simply by 
setting the repair limits to equal to zero after this point. 

36. The Treasury Board Guidelines are so defined that they 
do not lend themselves to a well-defined mathematical formula- 
tion.  For this reason we decided to represent the worst case 
situation of repairing everything up to 60,000 miles and not 
repairing anything thereafter.  This was done by having very 
high repair limits up to 60,000 miles and zero repair limits 
afterwards.  By doing this, the cost of the actual policy will 
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be somewhere between the cost of this policy and the cost of 
the Treasury Board repair limit policy. 

37. The Treasury Board repair limits and the DND repair 
limits are shown in Figure 3. 

38. A sensitivity analysis was carried out on the para- 
meters of the repair cost and repair visit distributions. 
These results are shown in Figures 4 and 5.  In both cases, 
the means and variances were changed together so as to keep 
the coefficient of variation constant.  This property was 
supported by the data on repair visits and assumed for the 
repair costs.  The figures show that the four policies 
remain in the same order with respect to overall cost and 
that the repair visit mean is slightly more sensitive than 
the repair cost mean. 

39. It was also found that the cost was extremely 
insensitive to changes in repair limits for mileages less 
than 20,000 or greater than 70,000.  For example, a change 
in the first four repair limits from $400 to $2000 produced 
no change in the overall cost. 

40. In the course of evaluating the various repair 
policies it was found that the relative savings were 
greatly influenced by the resale value realized.  This fact, 
along with our lack of confidence in the resale values, 
makes it necessary tc make all comparisons *..*ith respect to 
this parameter. 

41. The calculations were first carried out using standard 
resale values from the National Market Reports Truck Blue Book 
(hereafter referred to as full resale values).  Then, based on 
data received on actual resale values of DND vehicles, it was 
felt that the full resale values were too high.  Consequently, 
a sensitivity analysis of resale values was carried out and 
a comparison of the policies was done over the full range. 
These resale values were also adjusted by the cost of the 
repair which caused the vehicle to be condemned (the partial 
mean above the repair limit).  These results are shown in 
Figure 6. 

42. For full resale values, the optimum repair limit policy 
yields a cost of $51.20 per 1000 miles while Treasury Board 
repair limits cost $53.60 per 1000 miles, DND repair limits 
cost $54.00 per 1000 miles, and Treasury Board Guidelines cost 
$54.80 per 1000 miles.  This means that a fleet of 1000 vehicles 
operating 11,400 miles/year'under an optimum repair limit policy 
will cost $27,500 less per year than the same fleet operating 
under the Treasury Board repair limit policy; $32,000 less than 
DND repair limits, and $41,000 less than Treasury Board Guide- 
lines. 
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FIGURE 3: REPAIR LIMITS 

MILEAGE INTERVAL DND-REL'S TB-REL'S OPTIMUM 
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43. The data obtained for DND resale values indicate that 
we may actually be getting between 0.4 and 0.5 of the full 
resale values.  In this case the optimal repair limits would 
give an improvement of $50,000 per year.  The corresponding 
savings for resale values at 0.8 of the full resale value is 
only $6,800. 

44. These results show immediately that it is very important 
that detailed studies be carried out on resale values. 

45. The data necessary for implementation of a repair limit 
replacement policy may be useful in other areas (i.e., man- 
power allocation, budgeting).  The cost of gathering such 
data is substantial.  If it is to be used solely for replace- 
ment policies, then a detailed study of this cost should be 
performed, in order to determine if it is cost effective. 
If *-he data must be collected for other purposes then it could 
also be used for determining an optimal replacement policy. 
Even in this case, however, there is still the cost of paper- 
work involved in changing the repair limits which may or may 
not be significant. 
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USE OF COMPUTERIZED SUPPORT MODELING IN LOGISTIC SUPPORT ANALYSIS 

AUTIORS:  MR. WILLIAM M. COLON AND MR. VINCENT G. CALFAPlETRA 

US Army Electronics Command, Fort Monmouth, NJ 

BACKGROUND;  There has been growing concern within the Department of Defense (DOC) 
during recent years for the consequences of ignoring predicted cost of ownership 
for any given system while it is still in design.  Cost considerations during 
design were traditionally restricted to research and development (RfcD) acquisition 
costs.  The realization that downstream cost of ownership can turn out to be many 
tines the cost of acquisition, was the catalyst for new policy. 

In July of 1971, a new DOD Directive 5000.1 entitled "Acquisition of Defense 
Systems" was distributed.  Essentially the directive contains four new policies, 
one of which is the requirement to "consider logistics as a principal design 
parameter".  Another is the translation of operating and support costs into 
"design to" requirements. 

LOGISTIC SUPPORT ANALYSIS:  In order to deal with problems of ownership as well 
as acquisition of a system, one must be able to bridge the gap between the 
inherent characteristics of the design and the environment in which the system 
will be operated and maintained. The process by which this can be accomplished 
is called logistic support analysis (LSA).  It consists of first representing 
a system in its typical operational, maintenance, and logistics environment and 
then systematically studying the effects that the various design and support 
parameters have on system ownership costs, as well as availability of the system 
to accomplish its intended mission. The most cost effective trade-off options 
involving both design and support are identified and evaluated from a logistics 
point of view.  By providing another perspective from which to observe the system 
acquisition process, the display of these LSA options can assist decision makers 
in choosing the most cost effective approaches to pursue. 

LSA OBJECTIVES:  In order to fully appreciate the role of LSA throughout the system 
acquisition cycle, it is necessary to identify the objectives of LSA during the 
various development phases.  These objectives can be summarized as follows: 

Advanced Development:  (1)  Identify and assess the impact of alternative design 
approaches on logistics support.  (2)  Evaluate alternative support concepts for 
the advanced development prototype.  (1)  Determine "design to" support cost 
parameters to be utilized as the basis for demonstrating actual achievement in 
subsequent development phases, (k)     Identify trade-off options and rationale 
based on logistics considerations. 

Engineering Development:  (1)  Affect baseline design configuration.  (2)  Determine 
optimal support policy alternatives based on ownership cost and operational 
availability.  (3)  Subsequent to baseline design freeze, assess impact of proposed 
design changes on maintenance support.  (4)  Assure the development of compatible 
logistics data products, such as technical manuals, provisioning documentation, 
test equipment, and maintenance manpower requirements. 
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Post Deployment:  (I)  Evaluate existing maintenance policies for fielded 
equipment.  (2)  Assess product improvement programs in terms of logistics 
support considerations. 

COMPUTERIZED SUPPORT MODELING; The key to making logistics a principal design 
parameter is the performance of timely and comprehensive LSA's throughout the 
acquisition cycle in accordance with the objectives outlined above.  Because of 
both system and logistics complexities, computerized support modeling has proven 
to be a valuable tool to assist in the performance of LSA's.  Support modeling 
enables numerous design and support alternatives to be represented and examined 
in a rapid, accurate manner.  Situations involving interaction of large amounts 
of intricate information can be easily handled by a computer model in a matter 
of minutes.  In addition, a dynamic picture of the sensitivity of variations 
in design and support options can be dramatically displayed and identified with 
measures of confidence. 

GENERALIZED ELECTRONICS MAINTENANCE MODEL:  At the US Army Electronics Command 
(ECOM) a computerized support model has been developed in-house and is presently 
being utilized for the performance of LSA's during each of the above cited phases. 
The model is called GEMM which stands for Generalized Electronics Maintenance 
Model.  GEMM is a computer program in FORTRAN IV.  It is an analytic type mathe- 
matical model which represents the equipment, the logistics support system, and 
the operational and maintenance environment. The best way to briefly describe 
GEMM is to identify the types of input data required to run the model and the 
kinds of information that are outputs. 

GEMM INPUT DATA:  The GEMM input data can be classified into four categories: 
system hardware, mission, maintenance, and logistics data.  System hardware data 
consists of equipment breakdown structure, quantitative reliability and maintain- 
ability parameters, and hardware costs.  Description of system deployment including 
quantities, distribution patterns, and operating requirements comprise the 
mission profile data.  Maintenance data encompass types of manpower, test equipment, 
and facilities required to repair the system, as well as training, technical 
manuals, and overhaul information.  Logistics data consist of maintenance shop 
structure, including typical transportation times and distances between shops at 
the various levels of maintenance.  Also included in this category are delay times, 
requisition times, stockage objective periods, order-ship times, turn-around times, 
shipping data, inventory management and other parameters describing the Army 
supply system. 

GEMM OUTPUTS:  The key GEMM outputs are life cycle support costs and operational 
availability.  The life cycle support costs are divided into the following areas: 
(1)  Stockage, including both initial provisioning and re-order stock.  (2) Test 
equipment.  (3)  Maintenance personnel. (U)    Training.  (5)  Transportation. 
(6)  Publications.  (7)  Inventory Management.  (8)  Overhaul. 

Other GEMM outputs include maintenance allocation, annual maintenance manhours, 
and stockage quantities, test equipment, and maintenance personnel requirements 
per shop at each maintenance level. 
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SENSITIVITY ANALYSIS;  The most powerful attribute of GEMM is its sensitivity 
analysis capability.  It provides a simple and easy method of varying selected 
input data parameters and observing the resulting impact on the outputs.  The 
interaction of several variables can be considered simultaneously.  The GEMM 
sensitivity analysis mechanism can be used to illustrate the effect that changes 
in both design and support variables have on life cycle support costs and 
operational availability of the system. 

FIGURE OP MERIT;  In the performance of an LSA, both system design and support 
concepts can be analyzed.  A useful figure of merit to permit evaluation of these 
kinds of alternatives is the cost effectiveness ratio, which is defined as 
system operational availability divided by life cycle support cost. 

COST EFFECTIVENESS RATIO =  OPERATIONAL AVAILABILITY 
LIFE CYCLE SUPPORT COST 

Thus, the cost effectiveness ratio represents how much operational availability 
is bought for the amount of life cycle dollars spent.  It should be noted that 
operational availability is a measure of system readiness including the effect 
of the operational, maintenance, and logistics environment.  It provides an 
excellent insight into the design/support interactions that are taking place. 
One**, the operational availability requirement is specified, an important question 
remains, namely:  What is the lowest cost design support approach which can be 
taken in order to achieve that required level of availability? 

AVAILABILITY OF DATA:  One of the most critical facets of performing a meaningful 
LSA is the availability of thorough and accurate data upon which to base the 
analysis.  The problem of data availability is different at each phase of the 
acquisition cycle. 

During the advanced development phase, even the system configuration is a 
guess. Therefore, any statement about  the best maintenance concept to employ 
really boils down to a guess about a guess.  Fortunately, it is not quite as 
hopeless as it may first appear. With the aid of a comprehensive uncertainty 
analysis, it is possible to predict ranges within which parameters will fall 
with a stated level of probability.  Various options can be identified along with 
their levels of confidence.  This kind of thinking early in the development cycle 
can save much time and money in the long run by avoiding those i>aths which, even 
at this early stage, can be identified as high risk approaches.  The best one can 
hope for during the advanced development phase are gross ballpark type estimates 
of the major design and support parameters.  This is an area where even the use 
of computerized support modeling techniques can be very difficult due to the 
shortage of good, reliable data. 

During engineering development, the data situation begins to change dramatically. 
More and more design and support data become increasingly largely predictive. 
At this point logistics impact must be made on the baseline design.  As the design 
is firmed up, data become more precise as well as abundant.  It is at this stage 
that computerized support modeling becomes an invaluable tool for the analysis of 
this large and complex mass of information.  On the negative side is the fact that 
as we reach this point in time, when so much meaningful data are available, we 
find that little or nothing can be done about the system design.  The real area 
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of   impact  now  lies  in optimizing the maintenance  support of  the  item and 
influencing  design changes which may be considered as  the engineering development 
phase progresses. 

During the post  deployment  phase of the life cycle we again find serious 
data availability problems.    This  is due to the  fact  that   it  can be extremely 
difficult  to  gather meaningful   data on equipment  which  is  dispersed throughout 
the world.    With  large,   fix plant  type systems,   the  collection of  data can  be a 
reasonable task.    The  difficulty arises,   however,  with high density equipment 
utilized in many  locations  by numerous different users.     Unfortunately,   this  is 
the  rule rather  than the exception.     At  the present  time,   attempts  are being made 
to gather field  data using  sample  data  collection and  analysis  techniques. 

LSA DURING ADVANCED DEVELOPhCNT;     In order to  illustrate some of  the analysis 
techniques which can be employed,  two case studies will  be examined.    Case I 
deals with problems  faced during advanced development  and Case  II   is  concerned with 
the engineering development   phase. 

The key role of LSA during advanced development  is to quantitatively assess the 
impact of alternative design approaches on  logistics.     In this manner  logistics 
considerations  can be presented to management  as trade-off   factors which evaluate 
systems effectiveness  in terms of operational  availability and total  cost of 
ownership.    These  factors can then be weighed against other criteria such as 
technical   feasibility,   risk,  and scheduling constraints. 

CASE I  - ADVANCED DEVELOPMENT:    The  LSA task at  hand  is to evaluate three alter- 
native design approaches.     The key parameters of these approaches  are outlined  in 
Table 1.     In order to  facilitate their  identification these approaches are  labeled 
low-cost,  mid-cost,  and high-cost,  based on their  relative production unit  costs 
which are twenty,   fourty,   and eighty thousand dollars,   respectively.    Theoretically, 
each of the design  approaches will   have an inherent  availability 
(Aj  = MTBF/MTBF ♦ ^f^TH) of over 99%.    The specified operational  availability 
(Ao  = MTBF/KTaF   +MDT)   for this example  is  95%.     Technical   proposals  promoting 
these design  approaches might  sound   like the following: 

The low-cost approach presents  an end  item which is  relatively inexpensive be- 
cause some  reliability has been traded-off  for  low-cost and exceptional maintain- 
ability characteristics.     This  is to  be  accomplished by using  inexpensive  parts 
and a modular pluck out  design which will  experience a  higher number of failures 
than a more expensive and more reliable  item,  the  lower cost of  each repair will 
more than compensate for this and lower total maintenance costs will  result. 

The mid-cost  approach represents  a more conservative design.     Trade-offs 
between reliability, maintainability,  and cost  do not  rely as  heavily on maintain- 
ability and cheapness as  in  the  low-cost  approach.     At  the same time,  total 
dependence  has  not   been shifted to the  reliability aspects to  carry the design 
approach.    All   in all,  this approach is a well balanced effort  that  is safely 
within  the  state-of-the-art  to  attain. 

The high-cost  approach stresses ultra-high reliable performance.    The higher 
cost   is due to the  fact that only the highest  quality and most  carefully tested 
parts will be used.     In addition,  ease of maintenance is traded-off  in favor of 
increasing reliability.    This  item pushes the state-of-the-art  to the  limit   in 
order  to achieve the most  dependable,   failure  free equipment  possible.    Although 
the cost of each repair will  be higher than the other two approaches,   the 
exceptional  reliability of this  item will more than compensate by  lowering the total 
life cycle support  costs.    After all,  in the  limit  an  item that   never  fails will 
cost  nothing to  fix. 
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The  arguments  are   impressive  for each of  the three design approaches. 
It must be  remembered that we are  not  interested in assessing the technical  risks 
at  this  point,  but  rather  in analyzing each based upon  logistics   impact   only. 
Although each approach seems  reasonable, unless we can quantify them in sense 
manner,   we are forced to rely on  little, more than "Kentucky Windage"  to base 
our management  decisions.    In order to accomplish this quantification,  the 
three approaches were modeled using the C.EMM  Program.     Results of  this  analysis 
are shown  in Table  2.    The ownership costs  shown in this  table represent the 
amount  of money that  must be expended under  each design approach  in order to 
achieve the required operational  availability of 95%. 

The table shows that   in support  costs  alone,  the  low-cost  approach  is 
(22.5 million  less   than the mid-cost   approach and $46 million  less than  the 
high-cost   design.    When  acquisition  costs,   including research,   development,   and 
production,  are added to the support  costs,  the  low-cost   system is $42.5 million 
less than  the mid-cost  system and $86 million  less than the high-cost   approach. 
All of  these figures  are based on the equipment operating under  identical mission 
conditions over the same equipment  life span.    Therefore,   the desirable approach 
from a  logistics  point of view is the low-cost  design. 

The LSA should go  beyond the mere display of these comparison data.    The next 
step should be to  identify critical  parameters of each design approach  in terms 
of  logistics and to assess the relative  impact of their  variations.    An attempt 
should be made to assign quantitative risk factors to these critic.il  parameters 
for trade-off purposes.     In addition,  design-to-support  cost  parameters  should 
be determined for each approach in order to provide a basis  for evaluating the con- 
tractor's  subsequent  efforts and to assist   in the tracking and control of the 
various   logistics  elements throughout  development.     Wherever possible these 
design-to-support  cost   criteria  should be specified as  requirements   in  the  follow-on 
development  and production  contracts  in a  similar manner  to the design-to-unit  cost 
requirement. 

LSA DURING ENGINEERING DEVELOPMENT;    Logistics  support  analyses performed during 
the engineering development  phase will  naturally vary from system to  system;   however, 
as a general  approach the following steps could be used as a guide:     (1)    Represent 
the baseline system design using available predictive data such as  hardware 
breakdown  structure,   reliability and maintainability estimates,   and unit 
production cost criterion.       (2)    Examine alternative maintenance policies based 
upon meeting the specified operational  availability requirement   for  the  lowest 
possible support  cost.     This  step  is  identified as optimum repair level  analysis 
(ORLA)  by the Air  Force and  level of  repair (LOR)  analysis by the Navy. 
(3) Determine the most  critical   and sensitive parameters.     Attempt   to  refine 
sensitive data and surface key design features which requires extra attention. 
(4) Investigate areas of  high uncertainty  in order to  determine impact  of 
variations within reasonably established intervals.     (5)     Analyze maintenance  and 
logistics significant trade-off  areas,   such as use of  standard versus  special  test 
equipment,  throw-away versus  repair,   extent  of modularization and  packaging 
variations,  and alternative maintenance  float  policies. 

In order to get  the most mileage out of the performance of LSA during 
engineering development,  results of the initial   analyses must  be provided to the 
decision makers   for  consideration during design  reviews;   and  to  significantly  affect 
the baseline design,  a substantial   portion of the LSA must  be accomplished prior 
to the  baseline design  freeze.    The LSA effort  should not  end at  that point,  but 
rather  should be a continuous effort throughout engineering development.    The 
analyses  should be refined as more and better data become available.     Engineering 

465 



changes developed subsequent to the baseline design freeze should be evaluated 
and assessed in terms of impact on maintenance and logistics support. 

CASE II - ENGINEERING DEVELOPMENT:  We are now at the stage in development where 
the design approach has been chosen by the Government and the engineering 
development contract is awarded.  In six months a design review will be held and 
the system baseline design will be frozen.  The initial predictive design data, 
as it becomes available during this period, is to be analyzed from a logistics 
viewpoint in order to determine the optimum maintenance policy and in addition 
provide rationale for decisions to be made during the development of the baseline 
design.  This example will focus on the former problem, that is to determine the 
best maintenance approach. 

The first step is to represent the baseline design using the available 
predictive data.  Figure 1 shows the equipment breakdown structure along with 
predictive reliability, maintainability, and cost information. The types of 
maintenance personnel and test equipment required for the support of the end item, 
components, and modules are then identified, in addition to other maintenance 
data.  The operational availability constraint is 95% and this must be achieved 
within a defined Army logistics structure. The deployment consists of 1,000 
end items distributed around the world with an average of 10 equipments at each 
organizational unit.  The system will operate 12 hours per day every day throughout 
the year and the intended life expectancy is 12 years. 

The object of the LSA is to determine the optimum method of utilizing the 
Army U-level maintenance structure either in total or in part.  These four levels 
of maintenance are identified as follows:  Level It  Organization (ORG) Unit, 
which could also be referred to as the site of the operating system.  Level 2: 
Direct Support (DS) Unit, which is a higher level of maintenance responsible for 
supporting a given number of organizational units.  In this example one DS shop 
must support four organizational units.  Level 3:  General Support (GS) Unit, 
which is the highest level of field maintenance and normally encompasses an entire 
theater or large portion thereof. This example uses two GS shops.  One for the 
Pacific and one for Europe.  Level U:  Depot, which is comparable to the repair 
capability of the hardware manufacturer. The example utilizes one depot located 
within the continental United States. 

The technique employed to analyze this situation is to model the system, using 
the GEMM Program, and display the results of alternative feasible maintenance 
policies.  Each policy is then further refined in terms of the proper amount of 
stockage required in order to achieve an operational availability of 951. 

Table 3 shows the best ten maintenance policies in order of the most cost 
effective. The measure of effectiveness is the support cost required over the life 
of the system to maintain an operational availability of 95%. 

A great deal of information can be obtained by examining the results shown 
in Table 3.  Policy number one reflects the optimum maintenance policy.  It consists 
of evacuating the failed system or end item, to the DS unit where the faulty 
component is replaced.  The component is then shipped to the GS unit where the 
faulty module is isolated, removed, repaired, and installed back into the component. 
This maintenance policy requires stockage of end items at the organizational level, 
components at the DS level, and piece, parts at the GS level.  Stockage of modules 
is not required since modules are both replaced and repaired at the same level 
(i.e., GS Unit). 

466 



In Table 3 location of stockage for each maintenance policy is indicated by 
a small circle around the letters E, C, M, and P, representing end item, components, 
modules, and parts, respectively.  From the Table it can be seen that the repair 
of modules should be done at GS rather than Depot.  In the first six policies 
module repair is performed at GS, and the seventh policy represents the most cost 
effective of the policies where modules are repaired at depot. Thus, from a support 
cost standpoint, the choice is quite clear. Modules should be repaired at GS. 

Of critical importance to meeting the required operational availability 
is the proper choice of the lowest site replaceable unit, more commonly referred 
to as maintenance float or operational readiness float.  In policy number one, 
the lowest site replaceable unit is the end item itself; therefore, end item 
maintenance float must be stocked.  In policy number two, components are floated. 
Thus, when the system fails, under policy two the faulty component is replaced on 
site using a spare component from float stock.  The faulty component is then 
evacuated to the GS level for repair. 

In policy number three, end items are floated, as in policy one.  However, 
the failed end item is evacuated all the way to the GS shop, level 3, for repair 
rather than the DS shop as in policy one.  As can be seen by Table 3, policy three 
will cost $4.2 million more than policy one.  This is due to the fact that even 
though end items are floated in both policies one and three, it takes a greater quan- 
tity of end item stock with policy three to achieve 95% operational availability. 
The reason for the increased end item stockage with policy three is the greater 
maintenance turn-around time required to send the failed end item to GS for 
repair and return it to stock on site.  In policy one we are able to draw upon 
component stockage at DS to get our end item float back into site stockage more 
rapidly. 

Under policy four, modules are the lowest site replaceable units,  when the 
end item fails, the faulty module is replaced with a float module right at the 
ortanizational site and the faulty module is shipped to the GS Unit for repair 
and return to site stockage.  It might intuitively be felt that because modules 
are cheaper than the end item or components, it should be the best policy to 
float modules on site.  But as can be seen in Table 3, it costs $17.6 million more 
to stock modules on site than to stock end items. 

A useful technique for identifying critical parameters is to examine the 
distribution of costs over the various support elements.  Table 4 illustrates the 
support cost breakout for the optimum maintenance policy.  More than sixty percent 
of the support cost dollars are for stockage. This includes both initial 
provisioning and re-order stockage throughout the system life.  This is certainly 
cause for a closer look at stockage parameters, which involves the identification 
and examination of all variables which enter into the computation of stockages. 
The most critical ones should be determined and an attempt be made to ascertain their 
validity.  If possible, alternate methods should be sought to reduce costs 
resulting from these parameters.  If re-order stockage is excessively high because 
of the attrition rate of certain items, the nature of these losses should be 
investigated.  Are they caused by equipment design or is the supply system at 
fault?  And what can be done to improve the situation? The high cost of initial 
provisioning stockage could possibly be reduced by pooling site stockage from 
a number of organizational units and creating a common float stockage point such 
as at the DS Unit.  This approach must then be weighed against the impact it will 
have on the system operational availability. 

The next most expensive support item is overhaul cost. This element would 
likewise be cause for in-depth examination since millions of dollars could possibly 
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be saved here.  In addition to identifying areas which require additional 
in-depth examination, the display of support costs shown in Table 4 also point 
out areas which result in only a small fraction of the support costs.  For 
example, it would be unwise to spend a great deal of money during engineering 
development in order to perform extensive transportation studies.  The pay off 
of such an effort could only have a minimal impact on the overall support costs. 

CONCLUSIONS:  Much effort at EGOM is being focused on the performance of LSA since 
this process enables the consideration of logistics support as a principal design 
parameter.  It is used for evaluating alternative design approaches and proposed 
engineering changes in terms of logistics in addition to optimizing support, 
posture for a fixed design.  LSA's are presently being performed in over two 
dozen programs at ECOM during advanced development, engineering development, and 
post deployment. 

One valuable tool for the performance of LSA is computerized support model ing. 
It is of prime importance to stress the fact that modeling is just that, a tool. 
The heart of any LSA is the engineering effort, not the computer model. The man 
must accomplish the identification and analysis of the specific problems at hand, 
as well as translation of those problems into quantifiable factors which can be 
evaluated.  At this point the computerized model can be applied to handle the 
tremendous volume of computations which are required in the course of the LSA. 
Finally, the engineering analysis of all this computer generated output data must 
be accomplished.  This requires the man to analyze, interpret, and translate these 
results into objective options for management consideration. 

The surface is just being scratched on techniques for performing LSA.  Further 
work is being pursued to apply additional tools and techniques to assist in these 
analyses.  Particular emphasis is being placed on the application of additional LSA 
techniques in the following areas:  (1) Measurement of logistics effectiveness 
and translation of logistics support parameters into "design to" requirements. 
(2)  Optimization of maintenance support policies.  (3)  Estimation and analysis of 
uncertainties due to limited availability of relevant data. 

The aim of these efforts is to make the most useful and up to date technques 
for the performance of LSA readily available.  The accomplishment of these LSA's 
will be directed toward the long overdue consideration of logistics early in the 
acquisition process by providing to decision makers the maximum number of 
quantifiable design and support options. 
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