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## ABSTRACT

The thesis develops and evaluates methods for evaluation of the architecture of instruction set processors (ISPs). (An ISP is the logical processor defined by the instruction set, independent of physical implementation). The methods are based on analyzing traces of program executions which contain information about every instruction executed.

The main advantages of the methods are:
a) They permit a very detailed study of ISP behaviour.
b) They are not restricted to specific languages or processors.
c) They are easily programmed.

Methods and experimental results are presented for four aspects of ISP architecture: register structure, data types and operators, control operators and address calculation. These may be evaluated in terms of four types of costs: execution time, memory space, cost of programming, and the cost of hardware. The methods presented are mostly concerned with time.

A set of programs, the subject set, was used to represent the ISP workload. This was chosen primarily to investigate the variations in the results caused by variation of language, language implementation, algorithm, and programmer.

Register structure is investigated through the concept of a regisier life. This is the period from when a reyister is loaded, until its last use before the next time it is loaded. The methods provide data relevant to two problems:
a) What is the optimal number of registers?
b) How desirable is generality of registers?

An algorithm is presented which will find how many registers are live at each time during the program execution. This algorithm is extended to compute an upper bound on the increase in time if the program were to run on an ISP with fewer registers. This computation is based on temporarily storing registers that are live but unused for long periods, and on interleaving several lives in one register.

The thesis also presents a classification of the operations that may be performed on a register. This induces a classification of register lives which may be used to assess the need for generality.

Most of the other methods presented apply equally to data operators, control operators, and addressing. The main prablems ars:
a) How to detect operators that are in the ISP, but not used sufficiently to justify them. This is done by frequency counts and various derivatives thereof. Particularly interesting are the frequency results obtained by weighted summation over the whole subject set.
b) How to detect operators that should be included in the ISP. This problem is approached by studying instruction sequences.

The main problem in detecting sequences is to reduce the space and time requirements of the analysis program. This problem was solved by using a multi pass algorithm. Each pass extends the existing sequences by one instruction. After each pass, heuristic methods are used to discard insignificant sequences.

The thesis proposes methods to study operand values, information used for control and addressing, information related to the addressing problern for tests, and information on use of indirection.

The most important corlusions drawn about the validity of the methods are: The experimental results show good internal consistency. Their trend is independent of algorithm and programming language. They agree well with previous knowledge. The dependence on language is most important for those languages that use a run time system. The use of data operators and data structures depend on algorithm, the register usage does not.

In a subject set for a fill scale analysis, the data operators and data structures of the area of applications should be well represented. The individual subject programs should be large enough that dominating loops are avoided.
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## A NOTE ON TERMINOLOGY

By an instruction processor or ISP we mean the logical processor defined by the instruction set, as opposed to its pirisical implementation. Included in the ISP structure are such things as instruction formats, register structure, instruction interpretatio algorithm (including address calculation), datatypes and their representation, etc. Computer families, like the IBM 360 and 370 series and the CDC 6000 series are examples of ISPs with several different physical implementations.

Obviously the logical structure can not always be entirely divorced from its physical counterpart, nor is such a separation always desirable. There should be no doubt, in our further discussion, when we take the physical aspects into account.

We use the term ISP to mean the instruction set processor itself, not the notation for describing such processors defined by Bell and Newell ([BelC71]). As a concession to readers unfamiliar with it, we have tried to avoid using this notation. The associated terminology, however, is used.

Italics are used for words that are previously defined. Underlining is used for worcus that are being defined, or otherwise stressed.

In the tables of results, 0 means an exact zero, 0.000 or similar constructs mean less than $1 / 2000$ (in this case) but not exactly 0 .

Unless otherwise stated, the term "PDP-10" is used to mean the DECsystem10 ISP or the KA10 processor of that system, both described in [DEC71].
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## CHAPTER !

## INTRODUCTION

> Speilet er sivet os Mensker av Gud men Fanden har siet det den Fail: at det aldris kan vise hvordan man ser ud naar man wke ser iot Spell

Kumbel Kumbell

This thesis is concerned with the architecture of Instruction Set Processors. It identifies the most important parameters of such architectures, their interdependence and their associated costs. It proceeds to present a colleciion of methods for evaluating some of these costs. Most of the effort of the thesis hes in developing these methods and studying their performance for one ISP and a set of programs (a subject set) running on that ISP.

Our point of view is that of the programmer, or maybe more correctly, that of the program being executed. The goal of our methods is to evaluate the features of ISPs in terms of their utility to the program (or programmer). Thus the questions that they will attempt to answer can be generalized tc: "How well does the programmar/compiler utilize the features made available to him through the instruction set? Which of these features should be removed or changed? Which should be added?"

The methods are based on analyzing traces of programs being executed, where the trace contains information about every instruction executed by the program. The analysis is performed by separate programs, and is thus completely disjoint from the writing of the trace. Most of the methods presented, and certainly the most important ones, have been implemented as programs and used in experiments. The cxperimental results agree well with previous knowledge and with intuition, and are also consistent among themselves. Hence the experimental evidence supports the validity of the methods.

The experimental results that we present are from experiments ciesigned primarily to evaluate the methods, not the ISP that we have worked on. In particular the programs we have analyzed are small, and from a restricted application area. Hence, although many of our results certainly permit valid conclusions about the ISP we have worked with ${ }^{\dagger}$, our set of subject programs has been too restricted to provide the basis for a valid, full scale evaluation of a general purpose ISP.

[^0]
### 1.1 Overview of the thesis

This introductory chapter presents an overview of the basic ideas of the methods. It then gives a survey of related work and relates our work to this.

In Chapter 2 we present the types of cost associated with implementing and using (or not using) ISP features, and discuss their relationship.

Chapter 3 describes the major sources of errors and variation that might influence our experimental results, and describes how we seiected a set of subject programs to evaluate these influences.

Chapters 4 through 7 contain the core of the thesis. In those chapters we analyze the instruction set processor, concentrating on those features for which we have developed methods of evaluation. The order of presentation is:

Chapter 4: Register structure
Chapter 5: Data types and their operators
Chapter 6: Control operators
Chapter 7: Address calculation

Each chapter is further divided into sections, each discussing a different feature or aspect of the chapter topic. For each feature, we discuss the motivation for having this feature, and the costs and tradeoffs associated with it. Our methods for estimating some of these costs are described, and experimental results are presented where applicable. For each method its limitations, sources of errors, and dependencies on the various sources of variation, as presented in Chapter 3, are discussed.

For our analysis we rely heavily on the multidimensional computer space presented by Bell and Newell [BelC71]. The dimensions of this space represent such things as intended application, technology, word size, etc., and possess several levels of detail. We have made this structure finer or coarser to suit our needs, and will use it freely below without further reference to its origin.

The most important dimensions for classification of instruction set processors are (with those most highly related on the same line):

> Computer (system) function
> Processor function
> Memory accessing algorithm - primary memory size
> Addresses per instruction - M.processor state
> Word size - number base - data types
> Control structures

As stated in Section 3.1, we take the computer and processor functions to be given, i.e. we investigate general purpose computers with a bias towards scientific calculations. The next four coordinates above each corresponds to one of the four chapters listed.

The last chapter summarizes the results and points out areas for future research.

The thesis describes two processes more or less in parallel. One is the development of the methods and their use to evaluate ISP architecture in terms of the costs discussed in Chapter 2. The other is the evaluation of the methods themselves, in terms of the framework described in Chapter 3. Both processes go on through Chapters 4 to 7, and conclude in Chapter 8.

### 1.2 The problem

Several approaches may be used to improve the performance of computers. These are to a large extent orthogonal and are often combined, as exemplified by many current commercial designs.

One approach is to use faster circuit technology for a brute force increase of speed, leaving the ISP architecture unchanged. This approach is of no interest to the present discussion.

Another approach involves radical changes in the organization of the central processor, in particular higher d. gree of parallelism on the task, instruction or sub-instruction levels. This sometimes implies more or less drastic changes in the way programs are thought about and formulated, as exemplified by the CDC STAR [Ho1S71], ILLIAC-IV [BarG68], and C.mmp [WulW72] machines. In other cases, as in the CDC 6600 design [ThoJ64], parallelism is on the instruction level, retaining the classical instruction stream concept and at worst requiring local reformulation of the algorithms. Instruction parallelism is peripherally of interest to our discussion, (see Section 2.3). Parallelism on the task level is outside the scope of this thesis.

A third approach is to improve the architecture of the Instruction Set Processor (ISP), but staying within the classical Von Neumann type of machine. This approach is the background for our work. A difficulty with it, but also a major reason for it, may be the interest vested in existing instruction sets. In such a case the problem may be how to extend it compatibly, or to find features thai may be re:noved at a reasonable cost. Data provided by our methods may be used in solving this protilem and also to some extent when designing new instruction sets from scratch.

There is ample evidence that the ISP archite ture is indeed an important factor in processor efficiency and economy. Notable is a study by J. A. Stewart [SteJ.nd], comparing program sizes and execution speed of three contemporary computers ${ }^{\dagger}$ having approximately the same word sizestt and instruction execution times ${ }^{\text {ttt }}$. When moving benchmark programs between these computers, program sizes varied by factors from 1.3 to 2.7 and running time by factors up to $5^{t+t+}$. Some of this variation may be due to inferior compilers and other software. However, code sequences for commonly occuring constructs indicate that the problem to a large extent lies with the instruction set.

Another example is provided by the Burroughs B1700 computer, (see page 15). A considerable gain in space and time is claimed by the designers of this computer system, achieved by designing instruction sets lailored to the higher level language used.

Human intuition about program behavior is notoriously bad. This has been demonstrated by several investigators. One example is given by Knuth in his well known study of FORTRAN programs [KnuD70]. The personal experience of people who have observed some aspect of their programs' behavior, as reported in countless stories of computer folklore, tend to corroborate this.

The cited studies clearly dernonstrate a need for quantitative methods which can aid the ISP architect in deciding values for the design parameters of his ISP, and to justify his decisions. The data obtained should be as independent of technology as possible, so that they will not change as technology progresses. They can then be used to compare the cost of implementing a structure using different technological solutions, or to compare the cost and utility of different structures in the context of the available technologies.

+ The IBM 360/44, the SDS Sigma 5 and the PDPP-10.
${ }^{+1} 32$ or 36 bits.
${ }^{+++}$For commonly used instructions, factors ranged from 0.7 to 1.8 compared to the PDP-10.
t+t+ The PDP-10 being the best

Ideally the behaviour of all programs executing on the ISP should be studied. This can be done only superficially, as by accounting data and similar information. For a detailed study one is forced to restrict oneself to a set of, hopefully representative, subject programs. Given an application area, and such a subject set to represent it, there are several methods of obtaining data on program behaviour. They may be classified as static or dynamic methods, depending on whether data are collected before or during execution.

Static information can be collected manually, by compilers, or by some program analyzing the relocatable or absolute code. Such methods should be used to oblain the space cost (see Sestion 2.3) of the code and static data structures, but can not be used to obtain infermation pertinent to the execution behavior of the subject program. For this purpose dynamic data are needed. Several methods of obtaining such dala are described and compared in Section 1.2.1. We chose to use traces containing information on every instruction executed by the program. These traces are written on an appropriate storage medium, and are analyzed later by separate programs. The advantages of this method are that the exact sequence of events is preserved, and that a large amount of detail may be recorded. We discuss the appropriateness of this choice in Section 2.

As we present the methods, their intended domain is to evaluate the features of ISP architecture. The particular ISP design parameters that we consider include the number and types of registers, the data types and their operators, control operators and their associated data structures, and address calculation methods. Our methods fall mainly in two groups, one dealing with register structure, the other with data and control operators.

Register structure is evaluated through the concept of "register lives". We present a method to detect such lives, and to find to what extent registers are simultaneously alive. From this we are able to find an upper bound on the increase in execution time which would follow if the number of physical registers were reduced. We also present a method to assess the need for generality of registers.

Our methods for operators and data types are based on frequency counts of single operators and of sequences of operators. We present an algorithm for counting the occurrences of sequences of arbitrary length, including a set of pruning heuristics designed to detect which sequences are in some sense significant. Only occurrences of such sequences are counted; this is what makes our algorithm economically feasible.

We expect the methods to provide useful evaluation of existing designs as well as suggest
improvements in existing designs and give ideas and guidelines for new designs. Such new designs could be for general purpose processors, or for processors specially designed for some particular language or some special class of computations. Such a specialized application is defined more by the selection of subject programs to which we apply our methods than by the methodology as such.

Our methods can also be applied to domains less related to ISP design. As will be seen they have obvious applications in compiler design and language design, and also in the art of tuning programs to make them more efficient. In particular we expect our method for register utilization to be of interest to these domains.
fis in any other inquiry, the answers to one set of questions raise new questions that one would like to answer. In some cases our methods will produce compact data bases which will allow certain kinds of simple questions to be answered after the original analysis, and at a much lower cost.

### 1.2.1 Obtaining dynamic information

Dynamic information can be collected by hardware monitors, by programs running in parallel with the subject program ${ }^{+}$, by code inserted into the subject program by the compiler, or as in our case, by running the subject program on an interpreter for the ISP in question. In any case, the data can be analyzed on the fly or saved for later analysis by special programs.

Programs or hardware monitors may be used to sample the program counter and other pertinent parts of the processor state. This can give us information about the (relative) frequericies of various events, such as the execution frequency of the different parts of the program. Considerable analysis of the subject program is required to obtain information about its local behavior. Information about the sequence of events, such as the behavior across programmed jumps, can not be reconstructed completely. Also no information about register content and operand values is available. Furthermore, in the case of sampling by program, the results are not exact, but depend on sampling rate and random events.

Code inserted by the compiler is usually restricted to maintaining execution frequency counts

[^1]for each straightline segment of code, since collecting more extensive information this way would make code size prohibitive. Hence we again have the problem of reconstructing sequences of events. Considerable analysis is needed to obtain detailed information on the ISP level behavior of the program, since the primary data relates to the language level. We are furthermore restricted to analyzing programs witten in languages that have this feature in their compiler (or a suitable preprocessor), and which are available for recompilation. It atso disturbs locality aspects of the program execution. It is, however, more accurate than sampling, since we are guaranteed that all executed parts of the code are represented in the results in proportion to their execution frequency.

We chose to run the subject program using an interpreter for the ISP under investigation, and collected information on each instruction as it was interpreted. This method is usually called instruction tracing or just tracing. The information was, in our case, written on magnetic tape. This method allows one to study not only the instruction stream as seen by the processor, including the path taken through sequences of programmed jumps, but also to follow operand and index values, indirect address chains etc., if so desired.

Also, tracing is language and compiler independent. It can be applied to any subject program that can be brought into the format acceptable to the interpreter. In many cases (as in ours) the interpreter will be a relocatable module running on its own ISP, which will then accept the standard relocatable format for the subject program. For a microprogrammed processor, the microprogram may be extended to output the information desired (See page 16).

A further advantage is that analysis is naturally separate from the data cullection. Provided a rich enough trace is written, new types of analyses can be performed at any time without having to retrace the subject program. Since writing the trace is cheap compared to analysing it, this may at first sight seem to be of little value. It does, however, guarantee that the results of different analyses are consistent and independent of changes in the program traced, the compiler compiling it, and of random environmental influences.

In terms of computer resources needed to apply the methods, tracing is probably more costly than the others. Tracing a program using our current interpretert increases running time by a factor of about 60, and the analysis programs are slow. This is, however, of little importance. As will be seen, a considerable amount of detalled information can be obtained at a cost which is not prohibitive, and the writing of the analysis programs is straightforward compared to what it would be with the other methods, to obtain similarly detailed information.

+ Interpreting the PDP-10 on the PDP-10

To have sufficiently detailed information, we wrote at least 4 werds of trace for each instruction executed. These were: The instruction word, the program counter and effective address, the contents of the accumulator and of the effective address. If indirection or byte access was used, two further words were written for each level of indirection, containing the address and contents of the bytepcinter or indirect word. Writing at 556 bpi and blocking 1000 words to a tape record, this allowed us to trace about 600000 instructions on a 2400 ft . reel of tape. This corresponds to $1.5-2$ seconds of CPU (PDP-10/KA10) time when executed at full speed.

Most of our methods use only the instruction word. Hence time could be saved both while tracing and analyzing, by omitting the other information in the trace. This would also permit more information to be written on each tape. In the interest of generality, however, we used the approach stated.

An alternative to instruction by instruction tracing is the jump trace described by Alexander [AleW72], (see page 14). With this tracing method information is written to the trace only at instructions which change the program counter. In between such points the program runs at full speed. This method is fast, but information on operands and register contents between tabulation points is lost. To fully realize the gain in speed, the compiler should know about the tracer and insert appropriate instructions to call if. Analysis is simplified if the compiler also outputs a file of descriptions of each straightline segment of code. This dependence on the compiler restricts the set of subject programs that can be analyzed, increases code size and disturbs locality, as discussed above.

### 1.3 Restrictions in domain

We will restrict ourselves to traces obtained by executing single programs on an interpreter for the ISP to be evaluated. This means that we bar oursel'es from studying problems related to interrupt handling, detailed I/O management, multiprogramming and other operating system issues. On the other hand it allows us to concentrate on the behavior of one single program during a continusus span of time, without being disturbed by interference from other programs. This permits a study of the local behavior of the subject program to any desired level of detail. From this point of view the invisibility of interrupts is a strength $r$ ather than a restriction. Also, a change in the execution speed of an operating system will imply : change in the behaviour of its ervironment. Hence in studies of operating system behaviour one should restrict oneself to information that can be collected on the fly.

A further advantage is that the trace is reproducible and free from random perturbations caused by interrupts etc. This is not strictly true for programs that use shared resources (such as primary memory dynamically allocated to users) or resources that operate in parallel to the traced program. In such cases different code might be executed depending on , resource status.

Although mist of our methods are applicable with minor modifications to most ISPs, we focus our attention on ISPs with a general register structure. We take this term in a wide sense, meaning roughly that a sizeable repertoire of operations is available uniformly over a vector of 4,8 or more registers. Another characteristic is that the registers can be addressed from more than one field of the instruction word'. (See also Chapter 4). Limiting cases are 2 or 3 address machines on one hand and one address machines with no index registers on the other; we do not, however, consider these.

Our experimental results are from the PDP-10, which has a vector of 16 extremely general registers, and a very general instruction set, particularly for control operations (a rich set of skips and jumps, several forms of subroutine jumps etc.). Hence this ISP is a good starting point fc: detection of unnecessary features. However, as will be seen, we have also been able to detect some deficiencies of this ISP that are not due to unnecessary generality.

### 1.4 Related work

Studies of frequency counts of instruction executions have been described by several authors. The best known is the Gibson mix, developed by Jack C. Giluson at IBM in 1959. Gibson divided the instructions of the IBM 704 and 650 into 13 classes and counted how many instructions were executed from each class. His sample size was 17 programs, approximately 9 million instructions. The results are described in [GibJ70]; we tabulate them in Figure 5-3.

Gonter [GonR69] has compared the Gibson mix and the UMASS mix ${ }^{+t}$, using essentially the same classification and tracing 15 million instructions on the $\operatorname{CDC} 3600$. His results correlate well with Gibson's; they are tabulated in Figure 5-3.

[^2]The substance of these results is that LOADs and STORE: account for about 30\% of the instructions execuled, branches for 167 . to 387, index manipulations 137 to 187 , arithmetic 37. to 19\%. The results depend both on the ISP and the subject set.

Other similar mixes and experiments are reported by Arbuckle [ArbR66], Conncrs, Mercer and Sorlini [ConW70], Raichelson and Colins [RaiE66], and Herbst, Metropolis and Wells [Here55]. The latter is the earliest report known to the author.

The emphasis of the above studies was mostly on evaluation of the raw processing capacity of the central processor. Little emphasis was made on improvements in the instruction repertoire or central processor structure.

Foster, Gonter and Riseman, [FosC71a] have gone one step further, by starting to investigate the effects of reducing the instruction set. They report their experience with two measures of instruction set utilization. Both of these measures are equally applicable to static and dynamic instruction counts. The static measures give an estimate of the space cost (Section 2.3) and the dynamic measures estimate the time cost (Section 2.2) associated with using the instruction set. The examples of [FosC71a] use the $\operatorname{CDC} 3600$. Our use of these measures is described in Section 5.1.

The first of their measures is the undiluted information-theoretic measure of information content:

$$
1=-\sum_{i=1}^{T} p_{i} * \log 2\left(p_{i}\right)
$$

where
$p_{i}$ is the probability of using the $i^{\prime t}$ opcode
$T$ is the total number of different opcodes
$\log 2$ is the logarithm base 2

Intuitively, the interpretation of $I$ is the average number of bits of information conveyed by each opcode. The value of this measure is doubtful, particularly with a fixed wordlength, since the space that could be saved in each instiuction word by using the encoding depends on the frequency of occurrence of the instruction in question, and has no relation to its need for operand addressing capability etc. Furthermore, optimal encoding with respect to it implies variable length encoding of the opcodes and a correspondingly more complicated

## decodert.

The other measure they propose is a function computed as follows: Order the operation cides by frequency of occurrence. Let $C_{i}$ be the number of occurrences of the i'th opcode in this ordering, $\left(C_{i} \geq C_{i+1}\right.$ for all $\%$. Let $P$ be the total number of instructions in the sample, and $T$ the number of different opcodes, as before. The FGR function is then computed as:

$$
\operatorname{GR}(N)=1-1 / P \sum_{i=1}^{N} C_{i} \quad(1 \leq N \leq T)
$$

This function measures the effort necessary to recode or run the original program on a central processor with a smaller instruction set. Indeed $\operatorname{FGR}(N)$ is that fraction of the instructions which would have to be recoded (static) or interpreted (dynamic), were the instruction set reduced to the N most commonly occurring instructions. For some of these the recoding might be impossible, this is not taken into account.

Substituting execution times for $C_{1}$ and $P$ above, and ordering the $C_{1}$ accordingly, we obtain a measure of the fraction of execution time accounted for by the omitted instructions, in this case the least timeconsuming ones.

These measures were used on a set of CDC 3600 programs. In the dynamic case the suboperation field of the opcodes was disregarded. Also, a different sample was used for the static results than for the dynamic ones. The static I varied from 3.59 to 5.36 for the different programs, with a theoretical maximum of 7.16 . The dynamic I varied from 3.94 to 4.64, with a theoretical maximum of 6.00 . FGR(32) variec from 0 to about 0.2 in the static case, and from 1 to 0.06 in the dynamic case. This shows that a reduction of the instruction set to 32 instructions would cause some increase in program space, but that the instructions that must be interpreted are ones that are executed rarely.

A related study is by Foster and Gorter [FosC71b]. They investigated the effect of interpreting opcodes differently depending on the recent history of the ISP. Thus on a one accumulator machine the sequence LOAD ADD occurs often, LOAD LOAD hardly ever. Hence the LOAD and ADD instructions might use the same encoding in the instruction word, provided the LOAD instruction changes the state of the decoder. A "set state" instruction provides the necessary escape mechanism. The intended application is to combine a large instruction set

[^3]with a :mall opcode field, thus freeing instruction word space for addressing. They verify their idea by an analysis of sonse CDC 3600 programs.

The results show that over $67 \%$ of the instructions could be executed without use of the escape mechanism, even if the opcode field was reduced to 3 bits. For a 5 bit field, $95 \%$ of the instructions could be executed directly. By circumventing some machine specific properties in their data, the result for 's bits was improved to $74 \%$.

Riseman and Foster [RisE72] [FosC72] have used traces to study the effect of data dependencies on the execution speed of parallell processors. They postulate a machine where only the execution of the instructions take time; instruction fetch and dispatch, and data fetch and store, take no time. Further there is an infinite supply of registers and functionai units so that no instruction is held up for the lack of hardware. The instruction set is as for a $\operatorname{CDC} 3600$, and traces from this machine were used in their experiments.

There are two restrictions which prevent instructions from being executed:
a) Their operands have not yet been computed.
b) The exact instruction to execute can not be determined until some condition (jump) has been resolved.
Restriction b) can be circumvented by assuming a nondeterministic processor, where both paths of the program are executed in parallell until the condition is resolved. This nondeterminacy can be carried to infinite depth, or restricted to a maximum of $N$ unresolved conditions.

The experiments show an average speedup by a factor of 1.72 for $N=0,2.72$ for $N=1$, 7.21 for $N=8$, and 24.4 for $N=128$. For infinite nondeterminacy ( $N=\infty$ ) the speedup was by a factor of 51.2. Similar results were found by Tjaden and Flynn [TjaG71]. The results show that conditional jumps, and their dependency on calculated results, is a severe restriction on execution speed.

Several investigators have used traces to study addressing patterns, with the object of determining optimal design of paging systems and cache memories. We mention Coffman and Varian [CofE68], Gibson [Gib067], Hatfield [HatD72], Kaplan [KapK71] (see below), Lewis and Yue [LewP71], and Seligman [SelL.nd].

A few authors have described more comprehensive studies based on traces:

At IBM, Murphey and Wade [MurJ70] used traces to evaluate the performance of the IBM $360 ; 195$. Traces were made of programs beiieved to be representative of the 195 workload, as they were executed on other 360 models. Detailed studies were made of the behavior of these programs in a 195 simulator. The emphasis of this study was on design validation and performance prediction. Particular studies were made of the efficiency of the mechanism for parallel execution of different instructions.

Winder at RCA [WinR71], [WinR73], describes the method of tracing used on the RCA Spectra $70 / 45$ and also in some detail the various studies performed. These include cache system studies [KapK71], paging analysis, miscellaneous program statistics emphasizing $1 / 0$, branching and conditions, indexing, and operand length for variable length operands. A SIMSCRIPT simulator driven by the trace was used to investigate architectural variants like memory banking, cache parameters, instruction lookahead, multiprocessing etc.

Wortman [WorD72] has designed an experimental technique to evaluate computer architecture, in particular its suitability for particular programming languages. It is based on collecting static and dynamic statistics on the use of language fragments. Language fragments are constituents of program code which map into non-overlapping segments of object programs, and which do not contain data dependent loops. As a case study Woriman chose a PL/I dialect called Student PL, and designed a stack oriented architecture suitable for this language. An interpreter for the architecture was written, and also a compiler to translate Student PL programs into its machine language. For his subject set he chose about 1000 small student programs from an undergraduate programming course. Three kinds of statistics were observed:

Source program statistics, essentially the number of application of each production during syntax analysis.

Object program statistics, i.e. frequencies of occurrences of the machine instructions (language fragments), and pairs and triples of these in the generated code.

Run time statistics, i.e. frequencies of execution for the individual machine instructions.

Based on these statistics he made several improvements in the instruction set, and found reductions of about 507 in each of program storage space, data and instruction accesses, and number of bits accessed. The most significant improvements were:

Information relating object instructioris to source lines was moved to secondary storage.

The data accessing method was improved.

An immediate lype instruction was introduced to move constants to the stack. (727 of the constants found were integer constants, and 98.87 . of these could be represented in 6 bits).

The handling of conditionals and "builtin" functions was improved.

By refining his language fragments Wortman also was able to compare his machine design with the IBM 360 as a vehicle for PL/l.

Alexander [AleW72] has made a study similar to Wortmans, but for ars excisting ISP (The IBM 360) and a language (XPL [McKW70]) used mostly for compiler writing. His main goal was to investigate how the features of the XPL language were used, and what requirements they posed on the ISP. He presents statistics on source programs, object programs and run time behaviour. These were oblained by modifying the XPL compiler (XCOM), and by full tracing and jump tracing. His subject set was slightly different for the different analyses, it consisted of XCOM, several compilers.written for undergraduate and graduate courses, and his own analysis programs. His results can be summarized as:

Floating point and decimal arithmetic are not used by XPL, this leaves 91 instructions that can potentially be generated by XCOM. Of these only 47 were actually generated. 10 of these account for 847 . of the instructions executed. The 10 most generated instructions account for 857 . of the total number of generated instructions, this set intersects the previous set of 10 by 9 instructions.

XCOM allocates 3 registers as accumulators. The first of these was named in $47 \%$ of the accumulator references (as opposed to index or base register references). The second was named in 26\%, and the third in $11 \%$ of the accumulator references, Hence expressions rarely are complicated enough that many accumulators are needed. The register used for indsxed access accounts for 117. of the accumulator references.
427. of the references to index or base registers were to register 0 , i.e. no indexing or base was used. That is: almost half of the addresses were unmodified. 87 were used in array accessing, 317 were used to access statically allocated data (as base). 7 fixed registers were allocated by XCOM for this latter purpose.


#### Abstract

Most of the branches were to locations cluse to the branching instruction. Alexander suggests that the branch instruction of the 360 could be modified to address relative to the current program counter, and the 4 bits now used for base register addressing could instead be used to augment the written address field, to make it 16 bits long. Such an inctructior would suffice for 997 of all branches. 5 K bytes of load instructions would be eliminated, saving 157 of the program space.

If upcodes were conditionally decoded, as proposed by Foster and Gonter [FosC71b] (see above), 16.27 of the program space could be saved by an encoding of the opcode in 3 bits. This result pertains to one particular subject prograrn.


Alexander extensively compares his dynamic and static results, and comments upon the significance to constructs used or not used within loops, and on special properties of the XPL language and system. He also advocates the use of program profiles, and in this context points out the need for string manipulating instructions in compilers.

Studies of arcinitecture based on tracing have probably also been performed by computer manufacturers. Such work is usually considered "company private", and is not published, but a few have been: The work by Murphey and Wade [MurJ70], and that by Connors, Mercer and Sorlini [ConW70], all at IBM, and also that by Winder [WinR71], [WinR73] and Kaplan [KapK71] at RCA. All of these are mentioned above.

A particularly interesting machine design is the Burroughs B1700, [WilW72a], [WilW72b]. In this system microcoded interpreters are provided for several " S -languages", each of them corresponds roughly in level to a classical machine language, but is tailored to fit the needs of a particular higher level language. The microprograms address memory by bit position, and desired access width is supplied on each access. Hence the processor gains efficiency primarily in two ways:
a) Time efficiency is gained by using an S-language tailored to the application (higher level language), hence having essentially the "right instructions" for the task at hand. Each instruction is usually more complex than most classical machine instructions.
b) Space efficiency is gained by encoding the $S$-language instructions in different formats depending on the need for space to represent the feature in question, and its frequency of use.

One such S-language is SDL, particularly suited to systems programming. The opcodes of this language are of 3 lengths, 4, 6 or 10 bits, whereas a fixed length encoding would require 8 bits. By using this enioding, space is gained at the cost of an increased decoding time. The two encodings menti:ned were compared to the Huffman encoding, which is space optimal. The following results ivere found:

| Encoding: | Space saved: | Time lost: |
| :--- | :---: | ---: |
| Fixed 8 bits | $0 \%$ | $0 \%$ |
| SDL $4,6,10$ bits | $39 \%$ | 2.67 |
| Huffman code | $43 \%$ | 17.27 |

Hence the chosen encoding is almost as space efficient as the Huffman encoding, and almost as time efficient as the fixed field encoding.

Similarly the SDL addresses were encoded using 8 different formats and a 3 bit field to distinguish them, giving a $38 \%$ saving in memory space compared to the 4 byte addresses needed on a byte oriented machine with fixed length addresses spanning the same address space.

For FORTRAN and COBOL programs, using the appropriate 5 -language, the reduction in program space was found to be 40\% - 70\% over the IBM 360 and the Burroughs B3500.

Furthermore, access width can be a parameter to the S-language interpreter, allowing the compiler to generate code more suited to the aitual problem and also making possible a planned "Dial a precision FORTRAN".

Wirth ([WirN $\left.{ }^{7} 2\right]$ ) has given a qualitative review of a particular ISP, the CDC 6000 series, from the viewpoint of programming ease and error detection. In particular he points out deficiencies of the data representations and operator implementations that make the detection of errors, and hence the guarantee of a correct result, impossible or at best uneconomical. He also points out the lack of an instruction for calling reentrant programs. His experience is from the implementation of PASCAL [WirN71] for this ISP, but his arguments apply equally well to all language implementations where security and error detection is a : sign goal, and to all uses of recursion or reentrancy.

For microprogrammed processors, the microprocrammed interpreter can be extended to collect execution time data. This approach is advocated by Saal and Shustek [SaaH72]. For simple types of data this allows the subject program to run at almost full speed. However, full tracing by micioprogram will be limited in speed by the device recording the trace.

Since analysis time is considerably larger than trace time in any case, the advantage is doubtful. The authors discuss various aspects of implementing such techniques, and present data relating to opcode utilization and frequent instruction pairs. These results differ little from those of Alexander [AleW72] and Foster et. al. [FosC71b].

We have previously identified the most important dimensions of ISP architecture to be: register structure, data /pes and operators, control operators and structures, and address calculation.

Of these, the operator dimensions have been relatively well explored in the works cited. This applies in particular to studies of the utilities of existing operators and possibilities for more efficient encodings. The problem of finding desirable but non existing opcodes has been touched upon by Alexander and Wortman, but needs further work.

Other properties of control have been partially explored, particularly locality of jumps (Alexander), and the use of test instructions and conditions (Alexander, Winder). Locality properties of address streams have been studied in connection with virtual memories and caches, but the data structuring aspect is largely unexplored. Register structure has barely been touched (Alexander).

### 1.4.1 Contributions of the thesis

Our main contribution to this field of work is the methods for register utility and generality.

We also break new ground in our work on instruction sequences. Previously Alexander (see page 14) has presented dynamic counts of sequences, but only of length up to 3. Our present program can accumulate counts for sequences of lengths up to $20^{\dagger}$. Our pruning heuristics make the accumulation of counts for sequences of this lenght economically feasible. In fact we point out an improvement to our algorithm which will make the accumulation of sequences of this length and longer much more efficient than with our present program.

Finally our approach is general (see Section 1.2.1), we present results spanning algorithms

[^4]coded in several languages and by different programmers, and we try to evaluate the influence of these factors on our results. Earlier work has in some cases ([AleW72)] and [WorD72]) been confined by methodology and other considerations to one language. In other cases the selection of subject programs and goals have been more restricted.

We can not leave this section without mentioning the influence on our work by that of Foster, Gonter and Riseman [FosC7la]. The FGR functicn introduces some very simple and relevant measures of the utility of ISP features, namely the change in execution time or instruction count resulting from a change in the ISP. Foster et. al. applied this idea to opcode utilisation. Much of our work consists of applying it to other features of ISP architecture.

## CHAPTER 2

## COSTS

In this chapter we discuss the various basic cost measures pertaining to ISP features. After some introductory remarks we list four types of cost. For each of these we discuss its definition and other relevant issues, such as the way or ways we measure it and their related inaccuracies, other ways to measure it, and its relation to the other types of costs. As a necossary introduction to this discussion we will make some comments on the instruction word and issues related to it. This follows after the introductory remarks.

The four types of cost we propose are general. We believe they apply to all ISP structures, not only those with general registers. The units in which we measure might, however, vary with the structure of the processor in question. This is true even within the class of general register processors.

Computer resources are allocated in units of space and time: space in memory units, time in processing, control and communication units. Since some memory must be in use whenever the central processor is in use, the product of space and time is a relevant measure of cost for the usage of memory units and time alone for other units. These are the basic units for measuring the costs incurred by running the program on the machine. Relating these to economic terms requires knowledge of the actual cost of the units of the computer, and of the operating expenses. In addition, the cost of producing the program (designing, coding and debugging), in terms of human effort and machine resources, depends on a gcod ISP design and may be highly; relevant.

Since we are concerned with the ISP we will disregard costs related to secondary memory except insofar as they are expressed by the costs relating to primary memory. Similarly the basic instructions for 1/0 are not part of the ISP seen by the user (See Section 1.3), hence we also disregard $1 / 0$ costs and the costs of control and communication units. The latter are to some extent expressed by the cost of the central processor. The time cost (see below) associated with I/O and secondary memory usage is considered independent of and irrelevant to ISP architecture, and will be disregarded except where explicitly noted otherwise.

Motivated by the above remarks and by further discussion below, we will regard the costs of having or lacking a given feature in an ISP as falling in 4 basic categories:

1) Execution time (time cost)
2) Memory space (space cost)
3) Programming effort (programming cost)
4) Hardware to implement a eature (hardware cost).

This list is roughly in order of importance. Our methods will be almosi solely concerned with time cost, but the others will be kept in mind and mentioned when relevant.

The weighing and trading off of these costs is the concern of the ISP designer and falls outside the scope of this thesis. Our goal is to provide methods for computing them, and in particular the time cost, exactly or approximately, as seems relevant and possible for the feature in question.

### 2.1 The role of the instruction word

The instruction word occupies a central position in any ISP design, being the quantum in terms of which the ISP forces the programmer to express his algorithm. Hence it brings together all the issues of ISP design and must be a focal point for our research.

Some different views on how the instruction word can be organized are represented by the CDC 6000 series, the PDP-10 and the IBM 360 series. The 6000 s have 60 bit words and about 70 different user instructions packed 2 to 4 to a word; the PDP-10 has 36 bit words and about 420 different user instructions each filling one word; the 360 has about 130 user instructions of 16,32 or 48 bits, the major data formats are 16 or 32 bits, memory fetch width is $8,16,32$ or 64 bits depending on the model. Good performance is attempted in the first case by fast instruction issuance, in the others by powerful instruction sets.

We now present some of the issues relating to the instruction word organization in a top down order, neither implying any order of importance nor a sequence in which design decisions should be made. As is exemplified by the above designs, there is no generally accepted way of resolving these issues. In fact, the solution is often strongly influenced by historical or marketing constraints, or other external considerations. In particular the introduction of the 8 bit byte by IBM with the 360 series in 1964 has had a standardizing influence.

The first issue is the size oi the instruction word. The cost and power ranges, and in particular the addressing space, planned for a new processor, will to a large extent influence what features need to be accommodated in the instruction word. Its size is also influenced by issues not relating to the instruction word as such, particularly the desired accuracy of the arithmetic and other data types and the memory fetch width.

A short instruction word implies at first sight a small space cost. Similarly a short instruction word may imply reduced instruction fetch time, particularly if more than one instruction is packed into one memory word. A slightly shorter decoding time might also result from a short instruction word. However, the advantage of a short instruction word turns into a disadvantage when the set of available features becomes too poor. At some point commonly used operations have to be expressed as a sequence of two or more instructions, and both time cost and space cost rise ${ }^{\dagger}$. Obviously there is an optimum for both space and time, not necessarily the same, arid probably not very well defined ${ }^{+1}$. There is also an associated hardware cost, usually increasing with instruction word size.

To simplify the discussion we will from now on assume that the word length is given, and one and the same for instructions and for integer and real operands. On this assumption we consider the problem of which of the desirable features can be represented within the instruction word. This represents little limitation on the scope of our methods. Data obtained by them are certainly valid arguments in discussions of instruction word size, and the changes in the methods needed to handle more esoteric cases of mixed wordiengths are mostly trivial.

The next issue brought up is the division of the instruction word into fields. Each field represents some sapabilily of the ISP, such as operaior selection, addressing mode selection, operand selection etc. Which capabilities to include is an open question, indirect addressing and base register addressing being cases in poirt.

Having decided which capabilities are wanted, there is the question of the size of each field, and which functions to include for each capatility.

Knowing the relative values of the possible functions in a capability and given its field size,

+ A similar argunent holds for data word lengths, in that case it is the need for accuracy which pushes towards longer words.
${ }^{++}$In particular this depends on the application.
one may select a set of functions for it. Some idea of the relative merits of functions from different capabilities is necessary to decide on the field sizes, or on the desirability of having a given capability at all. Note that a function becomes particularly expensive when the field capacity ${ }^{\dagger}$ of that capability is about to be exhausted. This means trading it against a considerable reduction in some other capability or against an increase in the instruction word size. In fact, the cost paid is usually that of doublingtt the $n$ nber of functions. Once this cost has been paid, however, functions that would not otherwise have been considered, can be implemented cheaply.

The goal of our methods is to estimate the relative costs and usefulness of capabilities and their functions. They thus give exactly the kind of information that sheds light on the problems of how to allocate the instrue tion word space to capabilities and functions.

The allocation of functions to capabilities is not unique. Also structural changes in one capability may imply significant changes in another. One example is provided by two address ISPs. When both operands can be accessed by a full address, the traditional LOAD and STORE instructions are subsumed by a MOVE instruction. Another example is the handling of I/O devices. Commonly there are instructions like "connect", "send function" and "read status" to control these. On the PDP-11 this is not sc. The relevant registers of the external devices have been allocated functions in the addressing capability and the above instructions are subsumed under the MOVE instruction. Yet another example is provided by general registers. If these are part of the addressing space, register to register functions are not needed in the operation capability, they are subsumed under the memory to register functions.

### 2.2 Time cost

The primary time cost is the time the central processor spends executing the program. For reasons explained in Section 1.3 the primary time cost excludes time spe, it in interrupt handling, whether the program's own or others'. Unless specifically mentioned, the term time cost is used to mean primary time cost.

[^5]Execution time can not be measured directly by our methods. We propose three approximations:

One is the instruction count i.e. the number of instructions executed. This suffers from the inaccuracy caused by assuming that all instructions execute in the same time. This is further discussed below. Modifications could be made depending on addresing mode (particularly indirection) and other features. This was not done in our case. The major advantage of this measure is the ease with which it is computed, and its independence of technology ${ }^{\dagger}$ and processor implementation. The instruction count also has another quality: in addition to being a crude measure of time, it is a precise neasure of the number of opportunities there have been to express something in the program.

For many designs, the memory reference count may be more appropriate. The PDP-11 is a good example of this, since for the same data operation the number of memory accesses varies depending on addressing mode. In case of the ADD instruction the number of memory accesses may thus vary between 1 and 7 .

If there is no overlapping between instruction executions, a more accurate measure is the computed time, that is the sum of the execution times of all instrustions executed. Even this is inaccurate since execution times of many instructions depend on operand values or lengths and also on hardware, like primary memory cycle time. The latter may vary even within the same run if the job is swapped. However, the time obtained in this way is probably as accurate as that used for accounting and other purposes by operating systems, where operating system overhead and interrupt handling on behalf of other jobs often is a major source of errors.

We may gei an indication of the inaccuracy of the instruction count as a mersure of the time cost by comparing it with the computed time. This is done in Figure 3-4, which displays the average instruction execution rate for our subject set in units of thousand instructions per second of computed time (kips = kilo instructions per second). As the table shows, this rate varies from 210 to 417 kips, with an average of 324 kips and a standard deviation of 63. Hence the instruction count may vary by a factor of 2 for programs of the same

[^6]computed time. Assuming the computed time to be close to correct, we may conclude that the instruction count is not overly accurate as a measure of time. We still use it, however, for the stated reasons.

For a central processor where there is overlap between instruction executions the instruction count may be sufficient. Alternatively an interpreter for the instruction dispatching mechanism may be programmed and an appropriate version of computed time oblained. The choice depends on whether one wants to evaluate the instruction set as such, or the processor that executes it. Such an interpreter might introduce additional inaccuracies.

The relations between the time and space costs through the instruction word are described in Section 2.1. The tradeoff discussed there applies to all capabilities and functions of the instruction word, and also to the implied data types.

The secondary time cost is the time spent in operating systems functions on behalf of the running job. This can be measured by clock or by using operating system routines as the subject programs of the analysis. This cost is influenced by the space cost as discussed in Section 2.3.

### 2.3 Space cost

This is the cost of the primary memory that a program occupies for code and dala (static and dynamic). The importance of this cost follows from the relatively high cost of primary memory, which is commonly an expensive part of a computer installationt.

Contributing to the space cost is instruction space and data space. Given an application ooth of these will vary with the ISP, in particular with the available data types and their operators. Variations in register structure and control operators will influence program space and space for temporary storage.
+With the current trend towards semiconductor memories, the technology is the same for the memory and the processor. Since the memory is usually much larger (in gates), memory cost will continue to be high until another technology becomes economical.

Space cost is best measured by static metheds or by estimation based on miscellaneous assumptions as relevant in the particular case. The data space for dynamic data structures can not be measured by static means. It can be measured by dynamic methods, but we present no method for this at the present time.

For static methods one may rely on the compiler in question to produce the statistics, or a special program may analyze core images, relocatable programs or some similar general form of the program. The first approach suffers from lack of generality as discussed in Section 1.2.1. The second may have inaccuracies due to the difficulty of distinguishing instruction words irom data, in particular constants and descriptors. This inaccuracy depends on the central processor structure, it will be small or nonexistent on a central processor where code and data are completely separated, as on the HP 3000.

Space cost is measured in bits, alternatively in words. Whenever we estimate this cost there will be inaccuracies inherent in the particular assumptions made. These will be discussed in each case.

Memory access width relates the space and time costs by forcing unnecessary space to be used rather than increasing the time cost. Memory access width is again influenced by the amount of space necessary for representing data types. Dynamic methods may be desirable here, to determine the space necessary to represent the actual significance of numerical oper ands (See Section 5.5).

Also space cost relates to time cost through the instruction word as discussed in Section 2.1. For a computer with a dynamic memory management (paging, overlaying) there will be an associated secondary time cost for this function which usually increases with the space cost. In a multiprogrammed situation there will also be a relation to secondary time cost through central processor idle time whenever the program is difficult to multiprogram. This also increases with the space cost.

### 2.4 Programming cost

This cost may be broken down as cost of design and coding, debugging and maintenance. Costs incurred by errors during production runs may also be included. Each of these is often a significant fraction of the costs associaled with a program. The most important way of
reducing the programming cost is to write programs in high level languages. However, for efficiency reasons, and in order to gain access to machine features, much coding still takes place in assembly languages. Similarly most debugging is done by means of assembler oriented debuggers, or at least requires good knowledge of the representation of the program in ISP terms. Hence a gocu ISP architecture contributes to reducing this cost in several ways:

By supporting high level languages and other good programming methodologies. This includes techniques for program factorization, like subroutines, coroutines anci separately compiled modules, which should be well supported by the ISP. Also important are natural representations for a rich set of other control operators and their associated data structures.

By supporting program security. A program should be protected against its own errors as well as those of other programs. The instruction set should not encourage the programmer to make unnecessary mistakes, and the ISP should permit inconsistencies to be detected during executiont. Possible dynamic checks could be: consistency of data types and operators, validity of effective address with respect to named data structure, consistency of control operators and their data etc. The standard techniques for protection against other programs are to a lesser extent relevant to our subject.

By having the right operators. That is: fewest possible operators should have to be fabricated from existing ones. This contributes to understandability. For particular languages or application areas instructions for indexing in two dimensions, parameter checking, etc. might be relevant.

By being clean and elegant. This means that the capabilities and their functions should be well defined and conceptually well separated (orthogonal). There should be few and well defined instruction word formats. The data types and control operators should be well defined, and their representations should be easily understandable. General concepts should be preferred to special.

The methodology and elegance dimensions of this cost are currently not quantifiable except by purely subjective evaluation. Personal biases and preferences will have a strong

[^7]influence. As for the security dimension, the cost and value of proposed checking mechanisms can be estimated using our methods to obtain data on dynamic usage. We also provide methods for evaluating existing and missing operators, namely the freque cy counts and FGR function (Section 5.1 through Section 5.1) and the sequences (Section 5.2).

Except for the "right operators" dimension, most of the programming cost is accumulated over features missing from the ISP. Introduction of new features, to lower the programming cost, will usually be at increased space, time and hardware costs. However, a generalization of existing features will often entail a reduction of all costs.

We have discussed this cost partly to point out that security measures can be buil into the ISP at some (often low) cost in space and time, and that our methods can be used to estimate these costs. We also want to point out that we do not advocate rushing headiong into making some improvement suggested by our methods to save space or ilme, without considering the issues just discussed.

### 2.5 Hardware cost

This is the cost of the hardware of the central processor needed to implement a feature. Given the approximate computing power of the processor and its general structure, the varying part is mostly a cost of electronic circuitry. Since the cost of integrated circuits is rapidly falling and becoming a small fraction of the cost of a computer system, the hardware cost is becoming less significant.

Estimating the herdware cost is outside the scope of this thesis. As a general rule each feature introduced into the ISP will increase it, less so if the new feature, or part of it, is subsumed under an already existing concept and using existing hardware. It follows that an increased hardware cost is usually the consequence of an improvement designed to reduce the space and time costs.

Time cost can be reduced by using faster circuits, thus increasing the hardware cost. This is irrelevant to the ISP architecture. Hardware cost is independent of space cost, its relation to programming cost is discussed in Section 2.4.

## CHAPTER 3

## VALIDATION STRATEGY

A major concern of our research has been to establish the validity of the methods we have developed. We wanted to ascertain that they apply with more or less equal generality to the ISP structures outlined in Section 1.3 and to all application areas where this class of processors is commonly used. We wanted to be confident that the results obtained by using them reflect general requirements of programmers, algorithms, languages and compilers $r$ ather than idiosyncrasies of particular instances of such. Specifically we wanted to assess the influence of each sr.urce of variation on cur results.

The sources of variation can be grouped is.
Variation due to algorithm.
Variation due to programmer.
Variation due to language used.
Variation due to the particular implementation of that language (including the operating system).

Variation due to the ISP.
One might also want to consider variation due to choice of representations, particularly for data structures. This variation is closely related to those due to algorithm, programmer and language, and we do not treat it as a separate source of variation here.

The validity of the results have been judged by several criteria:

The methods confirm already known efficiencies or deficiencies of the ISP considered.

The methods give new insight into deficiencies or efficiencies of the ISP which are subsequently verified by other means.

The methods themself may measure or illuminate the same property of the the ISP from several angles and these results corroborate each other.

In special cases the approximate measures found can be compared against direct measurements.

In this chapter we describe some simplifying assumptions which were made, and how we chose a subject set in order to investigate the influence of the above sources of variation. As the presentation of each method, and the experimental results obtained by it, is concluded, we also discuss the results in view of this validation strategy. Finally these discussions are summarized in Section 8.2.

### 3.1 Some simplifying assumptions

To make a full scale investigation of the effects of all these sources of variations would be a major programming task. Particularly costly is tracing on several ISPs, and selecting the subject programs from a wide area of applications. Firstly we would need an interpreter program for each of the ISPs to be investigated. Secondly, we would have to change the analysis programs to reflect the other ISPs ${ }^{\dagger}$. Thirdly, in selecting subject programs we would need several programs from each major area of application. These would have to be coded in each of the selected languages and brought to run on each of the selected iSPs before analysis of them could start. The analysis would entail a large expense in computer resources and the result would bring on us a data reduction problem of considerable magnitude. In addition it would involve locating and consulting experts in each application area.

We believe that we have legitimately evaluated our me hods without going to this large scale investigation, by introducing two simplifying assumptions:

1) We restricted ourselves to one ISP, viz. the PDP-10. This alleviated the first two difficulties above, but deprived us of the possibility of investigating the variation due to a change of ISP. Almost all of our experimental results would change if we performed our analyses on a different ISP, particuarly the results for register utilization, details of instruction sequences, and addiessing. In some cases the

[^8]methods would have to be modified, or new methods developed, to handle spacial features of particular ISPs'. We believe this to be of little importance in the present context. Our goal was to assess the ability of our methods to detect the utilities and costs of features in ISPs, as opposed to comparing ISPs. Since our methods justified themselves for one ISP we teel confident they will work satisfactorily for most. Analogously, if we were developing methods to determine the cost/utility ratio of programming language feat:res based on their usage, we would certainly measure the performance of programs on several ISPs but we might well restrict ourselves to one language provided it were sufficiently rich. Further justification follows from the generality of the PDP-10 as discussed on page 9 . If the findings of our validation did not have a certain generality to them we would suspect this assumption of failing. As it is, we don't.
2) We restricted ourselves to one, albeit rather general, area of application. This reduced the set of subject programs to manageable proportions. Again, we believe that since our methods showed their worth in evaluating an ISP over one application area then they can be applied over a spectrum of areas, separately or in union. We would expect the findings to differ from area to area but mostly in data types and data operators. This is probably the best understood part of the domain that our methods can be applied to and hence of least importance to us. We would also expect data accessing methods to be iniluenced by the application and our assumption deprived us of assessing this influence. Considering this assumption, we restricted our study to programs mostly from the area of technical and scientific computations, bit with some other programs included, in particular compilers.

We summarize this discussion as follows: The intended goal of our methods is to evaluate features of ISPs as suitable for a given general or specialized application area. Our main concern in validating the methods was to assess the influence of factors not related to the ISP or to the area of application.

+ Consider the IBM 360 ISP as an example, and compare it with the PDP-10. Base register addressing would imply that more registers would be used, and that information about adtressing would become more important. The differences in instruction sets would imply changes, at least in detail, of the instruction sequences. Also methods for investigation of the use of condition codes would have to be implemented.


### 3.2 Selec'ion of data

Again, since we evaluated the methods, and not any particular ISP, we were not worried that our selection of subject programs quantitatively constituted a fair representation of any actual workload. Rather we wanted to see all programming structures that occur with some minimal frequency in real world programs represented in our test sample. To estimate the influence of the various sources of variation we studied the behaviour of several versions of the same several algorithms, programmed by different programmers, in different languages and, if possible, compiled by different compilers for the same language.

### 3.2.1 Language selection

To study the language variation, we selected four available languages suited to the chosen application area, namely: FORTRAN, ALGOL, BASIC ${ }^{\dagger}$ and BLISS. These languages cover a range of age, degree of security, inherent efficiency and structure:

FORTRAN [IBM56], [USAS66] was designed about 1954 but has since been modified and extended considerably. ALGOL [NauP63] was designed in 1957-60, BASIC [KemJ61] in the early sixties [KemJ61], BLISS [WulW70] was designed around 1969.

In terms of control structures, including program factorization mechanisms, all the chosen languages have looping and conditional constructs. BASIC is the poorest, having subroutines but no locai names. FORTRAN has more structure, particularly subroutines and localized data. ALGOL has even more, notably the compound statement with its consequences for the other control structures, block structure, and an advanced parameter mechanism. BLISS is comparable to ALGOL, with a simpler parameter mechanism, but it has coroutines, and intra routine cantrol structures so rich that a general GO TO has been omitted. This contributes towards better structured programs.

For data structures, FORTRAN, BASIC and ALGOL all have vectors and multidimensional arrays, BLISS has any data structure which the programmer cares to define.

[^9]BASIC has only one typet, floating point, converting to integer indexes automatically as needed. ALGOL and FORTRAN have several arithmetic types with automatic type conversion, and also a Boolean type. BLISS has no types but relies on the written operator to determine the correct operation.

FORTRAN and BLISS have almost no run time checking, BASIC checks array bounds, ALGOL does this and also has extensive checking of parameters including type conversion.

BLISS generates the most efficient object programs, largely due to a highly optimizing compiler. FORTRAN programs are efficient, ALGOL programs are less efficient due to the high degree of security and to the precise definition of evaluation order in the context of possible side effects. BASIC programs are inefficient due to a particularly fast and dirty compiler.

It follows that our languages span most of the variations found within commonly used languages for scientific and technical calculations.

### 3.2.2 The subject set

For our subject programs we first selected six algorithms from the "Collected Algorithms from the Communications of the ACM", (CALGO). The selection was made in such a way that it included as many as possible of the common data types, data structures, control structures and parameter forms found in higher level languages. We also attempted to cover as wide a range as feasible of the modified SHARE classification, used by CALGO to classify the algorithms. Other criteria used in the selection were:

The algorithm must have a reasonable size, - large enough to contain the interesting features in context, but small enough to be coded in all four languages, traced and analyzed in a reasonable time.

The remarks and certifications in the CALGO collection should not indicate that trouble might be expected using the algorithm.

The subject matter of the algorithm should be sufficiently known to this author that he could detect obvious errors in the published algorithm and in his various versions of it.
${ }^{+}$Excluding the string type which we don't use.

Writing a main program for the algorithm should be straight forward.

The CALGO algorithnis selected are briefly described in Figure 3-1, along with the rest of the subject set. This set of algorithms gives us a good indication of the variations due to algorithm and language. Listings of all the ALGOL versions, all 4 versions of PERT, and all 5 versions of Aitken, are reproduced in Appendix E.

The language structures searched for, showing how they occur in the selected algorithms, are tabulated in Figure 3-2. The statement count given is the approximate number of ALGOL statementst in the published version, included as a measure of the coding effort. As is seen from the table, several of the desired structures are not represented. Double precision arithmetic is only present in one algorithm, Crout, very locally in space (though not in time), and only in the ALGOL and FORTRAN versions since BLISS and BASIC do not support this type. Complex arithmetic is only marginally present, since Bairstows method finds complex roots but does no calculations using them and no variables are declared of this type. Bit manipulation, bit vectors and characters are not used by any of these algorithms. Note also that real arithmetic in treesort is present only to the extent in which it is needed for comparisons of magnitude, or for initialization.

Only Crout's method uses two dimensional arrays and we found no suitable algorithm using arrays of 3 or more dimensions ${ }^{\text {t+ }}$, and no triangular or ragged arrays. We also found no suitable algorithms using record structures or lists, although Treesort uses linked structures.

We found a rich selection of GO TOs ${ }^{+1+}$, conditionals and loops, and one instance of a CASE statement (switch, computed GO TO). Since only BLISS and ALGOL support recursion, and this feature is little used in published algorithms, we did not include it. For the same reason we included no algorithm using label parameters. Other parameter forms are well represented. In particular, lsing passes procedure names as parameters. For this reason lsing could not be coded in BASIC.

+ Not counting <block>s and <compound statement>s. Thus "IF B THEN BEGIN A:=X+1; $1:=1-1$ EIVD ELSE A:=X-1;" counts as 4 statements.
${ }^{\text {H }}$ Knuth [KnuD70] reports that $1.4 \%$ of the static variable occurrences in his FORTRAN sample has 3 or 4 indices or parameters. He does not distinguish function calls from array accesses. Assuming functions of many parameters to be more common than arrays of many dimensions, this supports our findings.
${ }^{\text {t+t }}$ Most of the GO TOs caused little problem when translating into BLISS, an exception was the Bairstow program which required artificial loops, compounds and a function.

FIGURE 3-1
Description of the subject set.

CALGO no. 30 Bairstow/Newton method for polynomial roots.
Bairstow Author: K. W. Ellenberger. Corrections by W. J. Alexander, K. J. Cohen and J. J. Kohfeld.

Modified SHARE category C2: Zeroes of polynomials.
Data: Initialization by explicit assignments.
This is a classical algorithm for the problem.
CALGO no. 43 Crout's method for linear equations with pivoting.
Crout
Author: H. C. Thacher. Corrections by C. Domingo and F. Roderiguez-Gil. Modified SHARE category F4: Linear equations.
Data: Matrix values computed by simple expressions. Logarithm used for right hand sides.
A classical algorithm for the problem.
CALGO no. 113 Treesort.
Treesort Author: R. W. Floyd.
Modified SHARE category M1: Sorting.
Data: Initialization by simple expression. Initial order is inverse of desired.
A logarithmic sorting algorithm.
CALGO no. 119 Evaluation of a PERT network.
PERT Authors: B. Eisenman and M. Shapiro. Corrections by L. S. Coles.
Modified SHARE category H: Operations research, graphs.
Data: Initialization by explicit assignments.
A somewhat speeded up algorithm for this problem.
CALGO no. 257 Numerical integration by Hâvies method.
Håvie Author: R. N. Kubick.
Modified SHARE category DI: Quadrature.
Data: Integrands are simple expressions involving square root or exponential.
A madified Romberg integration.
$\begin{array}{ll}\text { CALGO no. } 355 & \text { An algorithm for generating Ising configurations. } \\ \text { Ising } & \text { Author: J. M. S. Simoes Pereira. } \\ & \text { Modified SHARE category Z: All others. } \\ & \text { Data: Maximal } n \text { read from teletype; } n, x \text { and } t \text { varied by loops over all } \\ & \text { significantly different combinations. }\end{array}$
An ( $x, t$ ) lsing configuration is a sequence ( $S_{1}, \ldots, S_{n}$ ) of zeroes and ones such that:
$\sum_{i=1}^{n} S_{1}=x$
and

$$
\sum_{i=1}^{n-1}\left|s_{i+1}-s_{i}\right|=t
$$

The problem is of interest in theoretical physics.

This algorithm was included mainly because routine calls is its most importarit control structure. Since routine names are passed as parameters it could not be coded in BASIC.

Aitken $\quad N$-point polynomial interpolation.
Authors: M. R. Barbacci, L. E. Flon, G. N. J. Rolf, W. A. Wulf and A. Lunde. (Each contributed one version of the algorithm. The slowest version was omitted. The fastest (and shortest) version was further improved by about 107 in speed and size, and included. Hence five versions of this algorithm were used.)
Modified SHARE category E1: Interpolation.
Source language: BLISS.
Data: Natural logarithm rabulated at irregular intervals by loop.
Standard polynomial interpolation.
SEC Zeroes of simultaneous nonlinear equations by secant method.
Author: G. W. Stewart.
Modified SHARE category C5: Zeroes of trancedental functions.
Source language: FORTRAN
Data: Functions are linear combinations of linear and quadratic terms in the variables, par ameters read from teletype.
The program was designed for research in the problem area and method.
FORFOR Compiler for FORTRAN
Source language: Assembler.
Data: FORTRAN version of the Treesort algorithm.
A compiler of the Digitek design, simulating a one-accumulator processor.
FORTEN Compiler for FORTRAN.
Source language: BLISS.
Data: FORTRAN version of the Treesort algorithm.
A compiler doing flow analysis and generating efficient code.

| ALGOL | Compiler for ALGOL. |
| :--- | :--- |
| Source language: Assembler, structured control by macros. |  |
| Data: ALGOL version of the Treesort algorithm. |  |
| A fast ALGOL compiler generating efficient code (for ALGOL). Language |  |
| slightly extended. |  |

BASIC Compile and link phases of the BASIC system. Source language: Assembler.
Data: BASIC version of the Treesort algorithm.
A fast compiler generating extremely inefficient code.
BLISS Compiler for BLISS
Source language: BLISS.
Data: BLISS version of the Treesort algorithm.
A slow compiler generating efficient and small code.

FIGURE 3-2

Language properties of the small subject algorithms: $x$ means property present in algorithm.

- means property marginally present in algorithm.

| Name: | Bairst. | Crout | T.sort | PERT | Hảvie | Ising | Aitken |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CALGO number: | 30 | 43 | 113 | 119 | 257 | 355 | - |
| Mod. SHARE categ.: | C2 | F4 | M1 | H | D1 | 2 | E |
| Statement count: | 120 | 40 | 15 | 60 | 35 | 45 | 30 |
| Irpers: |  |  |  |  |  |  |  |
| Integer | $x$ | $x$ | $x$ | $x$ | $x$ | x | $x$ |
| Floating | $x$ | x | - | x | X |  | X |
| Double fl. |  | - |  |  |  |  |  |
| Complex | - |  |  |  |  |  |  |
| Boolean |  | $x$ |  |  |  |  |  |
| Bits |  |  |  |  |  |  |  |
| Characters |  |  |  |  |  |  |  |
| Data structures: |  |  |  |  |  |  |  |
| 1 Dim arrays | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | x |
| 2 Dim. arrays |  | x |  |  |  |  |  |
| >2 Dim. arrays |  |  |  |  |  |  |  |
| Ragged/triang. arr. |  |  |  |  |  |  |  |
| Records |  |  |  |  |  |  |  |
| Lists |  |  |  |  |  |  |  |
| Linked |  |  | $x$ |  |  |  |  |
| Packed |  |  | x |  |  |  |  |

Contro! structures:

| Go to | $x$ | $x$ |  | $x$ | $x$ | $x$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Conditionals | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ |
| Cases |  |  |  | $x$ |  |  |  |
| Counting loops | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ |
| Other loops | $x$ |  | $x$ |  | $x$ | $x$ | $x$ |
| Subroutines |  | $x$ |  | $x$ | $x$ | $x$ |  |
| Recursion |  |  |  |  |  |  |  |

Parameter forms:

| Constants | x |  |  | x |
| :--- | :--- | :--- | :--- | :--- |
| Variables | x | x | x | x |
| Expressions | x |  |  |  |
| Arrays |  | x |  | x |
| Routines |  |  | x | x |

Labels

A related source of variation is that of language implementation. Luckily the PDP-10 has two FORTRAN systems, FORTRAN 40 and FORTRAN TEN, here densted FORFOR and FORTEN or simply FOR and TEN. Hence we had an obvious way of assessing this variation. We analyzed all the CALGO algorithms plus SEC (see below) using both of the FORTRAN systems. Due to a suspected bug in TEN, we did not use the optimize option of TEN when compiling our programs. The various versions of these algorithms will be denoted ALGOL Ising, BASIC Crout etc.

To estimate the variations due to programmer habits we included 5 versions of an algorithm as coded in BLISS by 4 experienced programmers. The algorithm was polynomial interpolation ${ }^{4}$ which nicely completed our coverage of the modified SHARE categories. BLISS was chosen since it gives the programmer more alternative forms of expression than do the other languages. This was thought to be of importance considering the small algorithm. These five programs are denoted by the letters $L, G, B, A$ and $E$ (efficient).

For each of these algorithms a main program was written, to provide data for the algorithm and present the results. To initialize the data for the algorithms we used explicit assignments of either constants or calculated values, usually simple expressions involving the indices of the variables to be initialized. A short indication of the method used in each case is given with the description of the algorithm in Figure 3-1.

After a few trial traces it became obvious that input and output accounted for a large fraction of the total activity. Not only did format interpretation take much time, but also channel and file initialization and status checking. We therefore decided to leave $1 / 0$ out of the traced part of the algorithms, with a few exceptions: one parameter to the Ising program is read from the teletype, and a minimal output was included in some cases.

Our sample so far had one major dsficiency: all the programs traced were small. To rectify this we traced all the compilers involved, that is the AL.GOL and BLISS compilers, the compile and link phases of the BASIC system and the two FORTRAN compilers. All these traces were made while compiling the appropriate version of the Treesort algorithm. An additional benefit from this was that we got examples of many of the structures our CALGO sample did not have, including bit manipulation, bit vectors, character handling, records, lists and

[^10]recursion. We also believe that compilers account for a large fraction of the resources used in any installation and hence are of particular importance as constituents of sets of typical programs.

We further included one somewhat larger program from the technical scientific calculations area, this was a program, SEC, to solve nonlinear simultaneous equations. This program was analyzed using both versions of FORTRAN.

The resulting subject set consists of the 6 CALGO algorithms written in each of the 4 languages, the Aitken algorithm written in BLISS by 4 programmers, 5 compilers and the large scientific numerical program. These programs are well distributed over the area spanne by the modified SHARE classification. The following general categories are represented:
$B$ (Standard functions) by the integrands for Hávie.
C (Polynomials, zeroes) by Barrstow and SEC.
D (Integrals and differential equations) by Hävie
E (Polynomial approximation) by Aitken.
F (Matrix operations) by Crout.
G (Statistics, permutations, subset generation) by Ising (related).
H (Operations research, graphs) by PERT.
$L$ (Compiling) by the compilers.
$M$ (Sorting, data conversion) by Treesort.
$Z$ (Others) by Ising.

The FORTRAN versions of the 6 CALGO algorithms, and also the large scientific program, were analyzed as compiled using the two different FORTRAN compilers. Thus, since the BASIC version of lsing was excluded, the sample altogether consisted of 41 traces. The traces vary in size from 19000 to almost 600000 executed instructions. Altogether about 5.3 million instructions were traced, corresponding to almost 16.8 seconds of CPU time (computed time) on the KAIO. This should give a good basis on which to evaluate the methods. The computed time and instruction count of the subject set are tabulated in Figure 3-3. The average instruction execution rate for each program is tabulated in Figure 3-4.

FIGURE 3-3
Time cost of the subject set.
Computed time in seconds.
Instruction count in 1000s.

| Source language: | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Bairstow | 0.12 | 0.45 | 0.09 | 0.08 | 0.08 |
|  | 36 | 156 | 23. | 21 | 19 |
| Crout | 0.32 | 0.49 | 0.25 | 0.43 | 0.23 |
|  | 115 | 163 | 62 | 109 | 63 |
| Treesort | 0.47 | 0.55 | 0.26 | 0.27 | 0.35 |
|  | 140 | 187 | 106 | 111 | 97 |
| PERT | 0.16 | 0.41 | 0.07 | 0.08 | 0.07 |
|  | 63 | 157 | 26 | 32 | 27 |
| Hävie | 0.48 | 0.33 | 0.12 | 0.18 | 0.17 |
|  | 168 | 103 | 28 | 38 | 36 |
| Ising | 0.22 | - | 0.07 | 0.05 | 0.05 |
| SEC | 91 | - | 25 | 20 | 20 |
|  | - | - | - | 2.08 | 1.94 |
|  | - | - | - | 541 | 497 |
| AlgorithmlProgrammer | $E$ | $B$ | $A$ | $G$ | L |
| Aitken | 0.18 | 0.19 | 0.21 | 0.41 | 0.44 |
|  | 44 | 47 | 60 | 143 | 139 |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
| Assembler written | 0.19 | 0.25 | - | 1.56 | FORTEN |
| compilers | 74 | 85 | - | 591 | - |
| BLISS written | - | - | 1.67 | - | 0.78 |
| compilers | - | - | 593 | - | 295 |

BLISS versions would have been faster if OWN vectors and matrices had been used instead of LOCAL and parameter.

WARNING: The format of this table is slightly different from the standard table format of the later chapters, first used in Figure 3-4.

FIGURE 3-4
Instruction execution rate of the subject set in units of 1000 instructions per second (kips)

| Algorithm language | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bairstow | 300 | 345 | 261 | 247 | 243 |
| Crout | 362 | 330 | 249 | 256 | 277 |
| Treesort | 300 | 339 | 401 | 412 | 275 |
| PERT | 394 | 380 | 397 | 395 | 402 |
| Håvie | 351 | 308 | 230 | 210 | 219 |
| Ising | 410 | - | 379 | 391 | 417 |
| Secant | - | - | - | 260 | 256 |
|  | E | B | A | G | L |
| Aitken | 245 | 243 | 282 | 344 | 318 |
| Source progr. \Compiler | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| Treesort | 382 | 343 | 354 | 379 | 379 |

Max: 410, Min: 210, Average: 324, Standard dev.: 63.

### 3.2.3 Subsets of the subject set

In some cases it is desirable to study the experimental results from a subject set representing a subarea of the area of application. Our subject set falls naturally into three such subsets:
a) The compilers.
b) The numeric set consisting of SEC, Bairstow, Crout, Hávie and Aitken.
c) The nonnumeric set, consisting of Treesort, PERT and Ising.

This subdivision is used in Section 5.1.

## CHAPTER 4

## REG.STER STRUCTURE

We will now discuss the motivation for, and cosis associated with general register designs. The main problems we attack are:
a) What is the optimal number of registers? This is the most important issue in connection with register structure. All the costs discussed below depend heavily on this number.
b) How desirable is generality? This can be an issue in some cases, particularly for designs with a short instruction word.

We do not pretend to solve these problems, only to present methods for elucidating them.

The central concept in our methods is that of a cegister life. We present an algorithm for detecting such lives, a method of classifying them according to the types of the events constituting them, an algorithm to detect simultaneous lives, and finally methods to estimate the cost of simulating parallel register activity in fewer registers than were used by the original subject program as traced. The data obtained by these methods are highly relevant to the problems of register block size and generality. The first few subsections discuss register structures in general, terminology, and other topics common to the methods.

### 4.1 The basic tradeoffs

In old ISP designs, the arithmetic registers that the programmer had access to were the actual input registers to the arithmetic unit. A typical design would have an accumulator (A register), and an extension of it ( $Q$ register) to hold double length products and dividends, quotients, multipliers, and the like. The second operand for arithmetic would come from primary memory. Further there would be a number of index registers which would have a restricted set of arithmetic and testing operations. From a slightly different viewpoint one might say that the registers were divided into groups according to criteria such as:

Floating point capability
Full fixed point capability
Simple fixed point capabilities and indexing
Temporary storage only
etc.
The "simple fixed point" group could be those having addition and subtraction only, possibly further restricted to immediate operands only.

As electronic, circlitry became cheaper and faste, compared to primary memory it became feasible and common to have a small electronic memory in the central processor for locally important operands. Operands, as specified by an extra address in the instructions, are transferred through a switch from these memory ceils to the arithmetic input registers, whereas the latter registers are invisible to the programmer. One or both of the operands may come from this memory, the alternative being primary memory as before. As a natural extension, this memory contairs not only the arithmetic operands but also the indexes, control information etc. The terms registers, register block, and in particular general registers, are now used to mean this local memory.

The general registers commonly serve a combination of several functions:
Arithmetic registers
Index registers
Base registers (double indexing)
Subroutine linkage
Program flag registers (for Booleans)
Stack pointers
Address pointers (to data)
Temporary data storage
Temporary program storage (for small loops)
Program counter (PC)
etc.
Few, if any, computers have registers with all these properties. In particular, few machines have the PC in a general register (exception: the PDP-11), and few may execute programs from them (exception: the PDP-10). The register block may be part of the memory address space for all functions (as in the PDP-10), just for some (as in the UNIVAC 1107), or not at all (as in the IBM 360).

We will devote this section mainly to registers for data manipulation. Indexing and
indirection will be discussed, however, to the extent that they are operations involving registers.

Assuming that indices, if they exist at all, are always held in "registers" addressable by short addresses in the instruction word, we may list several factors that motivate the transition to a general register design:

To save addressing space in the instruction word compared to two address designs. This is not discussed further in the thesis.

To save code space and instruction excutions compared to single accumulator designs. To estimate this factor is outside the scope of the thesis.

To have a fast store for locally important operands. This is further discussed in Section 4.6

To have a full complement of operators for indices and control information as well as for normal arithmetic aperands. We discuss this in Section 4.5.

To clean up the ISF tecture and central processor design. This is again motivatea by programming e $\quad \pm$ hardware considerations, to estimate its cost anci utility is outside the scope of this thesis.

The costs of general registers are contributed by:

Space cost of lengthened instruction words compared to one address design. This question is not addressed in the thesis.

Time cost of load and store instructions compared to a full two address design. Sume of the results of Chapter 5 may bear on this factor.

Time cost of saving and restoring registers. This can be reduced by having special "process swap" or "register save/restore" instructions, or by having separate blocks of registers for each program or for groups of frograms, commonly defined by the interrupt structure. Hence this cost may or may rot apply on interrupts. The cost certainly
applies on subprogram calls, particularly if subprograms are separately compiled ${ }^{\dagger}$. Again some of the results from Chapter 5 apply.

Time cost of register access switch. This time is small compared to the time gained by not accessing primary memory, but may increase somewhat with the number of registers. It may be estimated from the results in this chapter.

Hardware cost of the registers and the switch. To estimate this is outside the scope of the thesis.

The relative importance of these factors depends on the state of technology. In particular the current trends towards cache memories, and towards larger, faster and cheaper electronic memories, tend to make the fast local store argument less important. To make valid design decisions when faced with cost effectiveness requirements, it is necessary first to establish quantitatively their relative importance in a technology independent way.

### 4.2 Some definitions

The intent of these definitions is to make precise the term "register life", and to define some important properties of register lives.

- Our analysis of the trace of the BLISS compiler indicates that a "declarable register" is restored more than 5000 times every second due to subroutine calling; the same number as by restoring 16 registers 312 times. A complete process swap would thus have to be performed over 300 times per second in order for the time cost of register saving due to process swaps to exceed that due to subroutine calling. We believe this is a high frequency of process swaps for the PDP-10 (KA10), but not extremely high. Including the "F-register", the count for BLISS rises to 16500 registers per second, corresponding to about 1000 process swaps per second. (This is about 1.15 registers saved per routine call). The "temporary registers" are not included at all in these counts. Measurements performed on the IBM 360/91 indicate about 470 SVCs and I/O interrupts per second. Assuming the 360/91 to be ten times as fast as the KA1O, this corresponds to about 50 process swaps per second on the KA10. All this indicates that register saving because of routine calls is signlficantly more costly than register saving due to process swaps.

A register is loaded when a new value is brought into it that is unrelated to its previous value (except for possible use of the old value in the address calculation).

A register is medified when a new value is brought into it which is the result of an operation involving the oid value as one of its operands.

A register is used when it is loaded, modified, employed in address calculation, used as an operand, stored, tested or otherwise referenced from an instruction.

A register is read when it is used but not modified or loaded.

Since our finest grain of time is that of one instruction, a register may be loaded and otherwise used at the same time. In a finer time scale this would not be so. Hence we regard the sets of loadings, modifications and readings of a register as disjoint. Their union is the set of all usages of that register. Two other subsets are often needed:

A register is changed when it is modified or loaded, it is accessed when it is read or modified.

A cegister life ( B -life) ior a given register is the span of time starting when the register is loaded and ending with the last access before the next time it is loadedt. If a register is used in the address calculation of a load to itself, this use is regarded as an access in the life prior to the loading.

Typically a register life starts with a LOAD; operations like ADD, STORE, SHIFT etc. may reference the register and possibly modify it during its life, it may be used as a stackpointer, indirect address etc.

The initial loading usage in a register life is called its first use, the term last use has an equally obvious definition. The first and last uses of an $R$-life constitute its transitions. The length of an R-life is the time from its first use to its last use, both endpoints included.

[^11]A register is live during an $R$-life for that register. It is dead when it is not live. It is dormant when it is live but has not been used for some long period of time specified in each actual case.

We emphasize that we are observing the dynamic behaviour of programs, hence the observed R -lives are in general different from those that we would observe by a static study of the code between the instructions responsible for the first and last uses, and the usages of a register during its life may involve instructions from quite remote parts of the code.

The following definitions are introduced in order that we may classify R-lives according to the kirids of operations they have been used for. This will be used to assess the need for generality of registers.

A register usage classification is a set of possible modes or attributes, each describing a different way in which a register may be used by an instruction.

A simple classification could be: \{<loaded>, <stored>, <used for integer arithmetic>, <used for real arithmetic>, <used otherwise>\}. A more complete classification is presented in Section 4.3.

A register usage attribute is a member of a register usage classification. The above classification has 5 attributes: <loaded>, «stored>, etc.

A register usage class is a set of register usage attributes, i.e. a subset of the register usage classification.

When no confusion can arise, the word "register" is usually omitted from the above 3 terms.

Each R-life has a usage class associated with it, which is uniquely defined by the (unordered) set of usages of the register during its life. We will usually use the term to denote a class defined in this way.

A register usage classification is in a sense a generalization of the set of instructions and other basic operations of the processor which involve the registers. It may also be thought of as a classification of the instructions of the ISP in terms of how they use registers. Given an opcode and a field of the instruction word which may specify a register, a usage attribute is true or false depending on whether that instruction uses the register specified by that
field in that particular mode. This is in fact the way it is represented in our analysis program.

### 4.3 A register usage classification

In Figure 4-1 and Appendix $C$ we present a register usage classification for the PDP-10. It is desiened to detect the loading, modification and reading of registers, cis well as the various forms of reading or modification. This classification was used in our analysis programs to detect and classify R-lives. Although it is designed for a particular ISP, few and obvious modifications would be necessary to use it for any other register oriented ISP+.

This classification grew and generalized as we were working with it. Our experience is that the classification given in Figure $4-1$ is satisfactory. It contains three minor improvements over the one we actually used for our analyses. The "Used as uperand" and "Immediate fixpoint add or subtract" eltrihutes were included post hoc. Also, our analysis program did not check for instruction fetches from registers, only for jumps into registers or XCT ${ }^{\text {t+ }}$ instructions addressing registers. The errors caused by this omission are considered insignificant.

For technical reasons the machine representation of the register usage attributes separate them into two kinds, reference attributes and access attributes. Reference attributes are used to define the three major types of reference, i.e. loading, modification or reading. They are used by the analysis programs as case selectors, and hence represented as consecutive values. The access attributes are used to accumulate the types of usage of a register during its R -life. They are represented as bit positions in a field, so that they may be easily included into a register usage class by OR-ing.

Since there are 3 fields in each instruction word of the PDP-10 which may reference a register, the actual description of each instruction consists of 3 sets of attributes, each corresponding to one of these fields and the different ways it may use a register. Further complication follows from the existence of instructions which reference two registers by the "ACC" field, from the special treatment of register 0 by many instructions, and from the

+ For example, if analyzing the PDP-11, autoincrement might be introduced as an attribute.
${ }^{\text {t+ }}$ Execute contents of effective address

FIGURE 4-1

A register usage classification.
Reference attributes:
$\quad$ Not used
Loaded
Modified
Used but not modified
Undefined (Monitor communication etc.)

Access attributes:
Indexing data accesses
Indexing jumps or executes
Indexing immediate operands
Immediate fixpoint add or subtract
Fixpoint add or subtract w. memory operand
Fixpoint multiply or divide
Floating point arithmetic
Halfword modified
Byte loaded or stored
Modified by logical operation
Modified by shift
Used as stackpointer
Used to hold an address (As in Block transfers etc.)
Tested
Used for monitor parameter
Used as byte pointer
Used as indirect address
Used as an operand
Stored
Executed (XCT'ed* or fetched as an instruction)
"result to memory" mode of many PDP-10 instructions. These complications affect the reference attributes, hence corresponding code has to be built into the analysis program. In Figure 4-1 we described the classification as independent of these complicating matters. The full classification, as we used it, is reproduced in Appendix $C$.

[^12]
### 4.4 Register life detection

In order to say anything beyond trivialities about register usage, it is necessary to detect the register lives. The following simple algorithm will do this in one scan over the trace. A register usage classification is needed which includes at least the atributes "loaded" and "accessed". As the trace is read, the algorithm keeps for each register the times of its most recent lond, and usc. For each instruction in the trace, all fields that can possibly reference a register have to be examined with this in mind. Whenever the register is loaded anew, or at the ind of analysis, the transitions of its most recent $R$-life are the most recent load and use respectively. In our experiments we used the instruction count as our time measure; the computed time could be equally well used.

As each R-life is detected, its length is immediately known. Similarly the number of references to each R-life, the number of memory and register references etc. are easily accumulated by this algorithm.

Distributions of lifelengths and usages per R-life from a typical analysis run are shown in Figure 4-2. Because of the dominance of short lives but with a significant number of long ones, a logarithmic division was used in the table. These results are too voluminous to present in full for all of our subject programs. In Figure 4-3 we tabulate for each subject program what fractions of all the lives are accounted for by lives of lengths at most 7,15 and 31 instructions. Similarly in Figure 4-4 we tabulate the fractions of all lives that are accounted for by lives with at most 3,7 or 15 usages.

A summary of other results of this algorithm from analyzing our subject programs is shown in Figure 4-5 through 4-11. All these results were obtained under the assumption that a register was dead when it had been dormam for 200 instructions. The reason for this assumption, and a nscussion of its consequences, is given in Section 4.6. For the present results it means that a few lives (the exact number is tabulated in Figure 4-26) are considered as two or more, with correspondingly shorter lives and fewer references per life.

This algorithm is critically dependent on the ability to define the "load" and "access" usage attributes with the intended intuitive meaning. Certain instruction sequences, like HRR, HRL ${ }^{\dagger}$

[^13]FIGURE 4-2
Distributions of lifelengths and usages per R-life (FORFOR compiling Treesort)

> NUMBER
> OF LIVES

| 27186 | \|************** |
| :---: | :---: |
| 37627 | \|******************* |
| 100480 | \|**************************************************** |
| 20661 | \|********** |
| 6877 | \|*** |
| 4542 | \|** |
| 3298 | \|** |
| 1246 | \|* |
| 661 | 1 |
| 317 | 1 |
| 196 | 1 |
| 105 | 1 |
| 37 | 1 |
| 5 | 1 |
| 1 | 1 |
| 203239 | 1 |

NUMBER

## IN LIFE OF LIVES



203239

FIGURE 4-3
Fraction of R-lives of length at most 7, of length at most 15 , of length at most 31.

| Algorithm llanguage Bairstow |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq 7$ | 0.771 | 0.560 | 0.830 | 0.852 | 0.824 |
|  | $\leq 15$ | 0.920 | 0.769 | 0.913 | 0.915 | 0.898 |
|  | $\leq 31$ | 0.965 | 0.995 | 0.966 | 0.952 | 0.930 |
| Crout | $\leq 7$ | 0.709 | 0.631 | 0.624 | 0.606 | 0.636 |
|  | $\leq 15$ | 0.875 | 0.846 | 0.884 | 0.857 | 0.788 |
|  | $\leq 31$ | 0.917 | 0.988 | 0.943 | 0.934 | 0.939 |
| Treesort | $\leq 7$ | 0.906 | 0.549 | 0.882 | 0.902 | 0.901 |
|  | $\leq 15$ | 0.998 | 0.769 | 0.599 | 0.999 | 0.998 |
|  | $\leq 31$ | 0.999 | 0.999 | 0.999 | 0.999 | 0.998 |
| PERT | $\leq 7$ | 0.816 | 0.578 | 0.902 | 0.952 | 0.927 |
|  | $\leq 15$ | 0.883 | 0.783 | 0.961 | 0.982 | 0.979 |
|  | $\leq 31$ | 0.930 | 0.999 | 0.982 | 0.990 | 0.983 |
| Håvie | $\leq 7$ | 0.604 | 0.756 | 0.585 | 0.526 | 0.808 |
|  | $\leq 15$ | 0.734 | 0.956 | 0.840 | 0.767 | 0.846 |
|  | $\leq 31$ | 0.806 | 0.998 | 0.918 | 0.989 | 0.981 |
| Ising | $\leq 7$ | 0.645 | - | 0.859 | 0.888 | 0.822 |
|  | $\leq 15$ | 0.808 | - | 0.908 | 0.952 | 0.936 |
|  | $\leq 31$ | 0.885 | - | 0.960 | 0.992 | 0.984 |


| Secant | $\leq 7$ | - | - | - | 0.782 | 0.603 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\leq 15$ | - | - | - | 0.930 | 0.970 |
|  | $\leq 31$ | - | - | - | 0.979 | 0.985 |


| Algorithm\Programmer |  | E | B | A | G | L |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Aitken | $\leq 7$ | 0.601 | 0.631 | 0.696 | 0.927 | 0.820 |
|  | $\leq 15$ | 0.794 | 0.811 | 0.853 | 0.943 | 0.913 |
|  | $\leq 31$ | 0.914 | 0.925 | 0.941 | 0.983 | 0.970 |


| SOurce progr. Compiler |  | A!.GOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Treesort | $\leq 7$ | 0.771 | 0.588 | 0.804 | 0.813 | 0.827 |
|  | $\leq 15$ | 0.856 | 0.801 | 0.923 | 0.915 | 0.897 |
|  | $\leq 31$ | 0.910 | 0.869 | 0.975 | 0.949 | 0.950 |

FIGURE 4-4
Fraction of lives used at most 3 times
used at most 7 times used at most 15 times

| Algorithm language Bairstow |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq 3$ | 0.819 | 0.736 | 0.830 | 0.670 | 0.567 |
|  | $\leq 7$ | 0.961 | 0.994 | 0.913 | 0.945 | 0.921 |
|  | $\leq 15$ | 0.990 | 0.999 | 0.966 | 0.974 | 0.970 |
| Crout | $\leq 3$ | 0.743 | 0.661 | 0.444 | 0.702 | 0.661 |
|  | $\leq 7$ | 0.967 | 0.999 | 0.934 | 0.972 | 0.951 |
|  | $\leq 15$ | 0.989 | 1.000 | 0.952 | 0.993 | 0.993 |
| Treesort | $\leq 3$ | 0.627 | 0.741 | 0.732 | 0.886 | 0.602 |
|  | $\leq 7$ | 0.998 | 0.984 | 0.904 | 1.000 | 0.999 |
|  | $\leq 15$ | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| PE.RT | $\leq 3$ | 0.788 | 0.755 | 0.831 | 0.831 | 0.896 |
|  | $\leq 7$ | 0.963 | 0.999 | 0.977 | 0.990 | 0.984 |
|  | $\leq 15$ | 0.981 | 1.000 | 0.988 | 0.994 | 0.991 |
| Håvie | $\leq 3$ | 0.574 | 0.731 | 0.672 | 0.614 | 0.563 |
|  | $\leq 7$ | 0.910 | 0.966 | 0.853 | 0.776 | 0.858 |
|  | $\leq 15$ | 0.982 | 0.999 | 0.994 | 0.996 | 0.995 |
| lsing | $\leq 3$ | 0.640 | - | 0.832 | 0.755 | 0.765 |
|  | $\leq 7$ | 0.95.5 | - | 0.924 | 0.975 | 0.958 |
|  | $\leq 15$ | 0.986 | - | 0.966 | 0.983 | 0.995 |
| Secant | $\leq 3$ | - | - | - | 0.603 | 0.520 |
|  | $\leq 7$ | - | - | - | 0.970 | 0.965 |
|  | $\leq 15$ | - | - | - | 0.985 | 0.986 |
| Algorithm \Programmer Aitken |  | E | B | A | G | - ${ }^{\text {L }}$ |
|  | $\leq 3$ | 0.618 | 0.573 | 0.772 | 0.913 | 0.787 |
|  | $\leq 7$ | 0.883 | 0.893 | 0.912 | 0.979 | 0.904 |
|  | $\leq 15$ | 0.944 | 0.944 | 0.952 | 0.988 | 0.976 |
| Source progr. \Compiler Treesort |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
|  | $\leq 3$ | 0.753 | 0.523 | 0.842 | 0.614 | 0.870 |
|  | $\leq 7$ | 0.946 | 0.800 | 0.975 | 0.961 | 0.970 |
|  | $\leq 15$ | 0.989 | 0.966 | 0.994 | 0.986 | 0.995 |

FIGURE 4-5
Number of register lives

| Algorithm \language | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Bairstow | 12985 | 46101 | 7727 | 6133 | 5831 |
| Crout | 51087 | 52978 | 15871 | 46308 | 23515 |
| Treesort | 58088 | 55686 | 36493 | 49017 | 44269 |
| PERT | 24324 | 156974 | 11264 | 12769 | 10387 |
| Havie | 60262 | 32189 | 7710 | 9504 | 8160 |
| lsing | 35919 | - | 9310 | 7196 | 7024 |
| Secant | - | - | - | 198167 | 175569 |
| Algorithm\Programmer | E | B | A | G | L |
| Aitken | 13425 | 14390 | 19626 | 62495 | 43650 |
| Source progr.\Compiler | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| Treesort | 21662 | 16034 | 220222 | 203239 | 108675 |

The high number of R-lives for the FORFOR and ALGOL versions of Crout, compared to the BLISS version, is probably due to the use of double length arithmetic in those versions. Similarly the high number of register lives for the ALGOL versions of Hâvie and Ising is probably due to the large number of procedure and name parameter calls.

FIGURE 4-6
Aver age lifelength in instructions

| Algorithm \language | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Bairstow | 12.3 | 12.3 | 11.2 | 12.9 | 12.9 |
| Crout | 13.6 | 11.3 | 18.2 | 15.1 | 15.9 |
| Treesort | 6.1 | 11.9 | 9.0 | 4.2 | 5.8 |
| PERT | 10.9 | 11.4 | 8.4 | 5.0 | 7.9 |
| Havie | 16.6 | 11.2 | 13.5 | 14.3 | 20.0 |
| Ising | 16.5 | - | 9.7 | 5.5 | 9.2 |
| Secant | - | - | - | 8.1 | 9.6 |
| Algorithm |  |  |  |  |  |
| Aitken | E | B | A | G | L |
|  | 14.3 | 14.7 | 13.0 | 8.9 | 11.9 |
| Source programmer |  |  |  |  |  |
| Treesort | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
|  | 17.4 | 23.8 | 9.7 | 14.9 | 11.4 |

FIGURE 4-7
Usages per R-life

| Algorithm \language | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Algaritom Bairstow | 4.6 | 3.6 | 4.6 | 4.6 | 4.4 |
| Crout | 3.8 | 3.7 | 6.6 | 3.7 | 3.9 |
| Treesort | 3.9 | 3.5 | 4.8 | 2.9 | 2.9 |
| PERT | 4.1 | 3.4 | 3.8 | 3.1 | 3.2 |
| Hảvie | 4.4 | 3.7 | 5.8 | 5.4 | 5.2 |
| Ising | 4.0 | - | 4.5 | 3.1 | 3.3 |
| Secant | - | - | - | 3.8 | 3.8 |
| Algorithm \Programmer | E | B | A | ${ }^{\text {G }}$ | 5 |
| Aitken | 5.4 | 5.5 | 5.2 | 3.9 | 5.2 |
| Source progr.\Compiler | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| Source progr. ${ }^{\text {Treesort }}$ ( | 3.7 | 6.0 | 3.5 | 4.1 | 3.2 |

FIGURE 4-8
Average number of live registers

| Algorithm Vanguage | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bairstow | 4.4 | 3.6 | 3.8 | 3.8 | 4.0 |
| Crout | 6.0 | 3.7 | 4.7 | 6.4 | 6.0 |
| Treesort | 2.5 | 3.5 | 3.1 | 1.8 | 2.7 |
| PERT | 4.2 | 3.6 | 3.6 | 2.0 | 3.0 |
| Hảvie | 6.0 | 3.5 | 3.7 | 3.6 | 4.5 |
| ! sing | 6.5 | - | 3.6 | 1.9 | 3.2 |
| Secant |  | - | - | 3.0 | 3.4 |
| Algorithm\Programmer | E | B | A | G 3.9 | 3.7 |
| Aitken | 4.4 | 4.5 | 4.2 | 3.9 | 3.7 |
| Source progr. Compiler $^{\text {a }}$ | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| Treesort | 5.1 | 4.5 | 3.6 | 5.1 | 4.2 |

Average number of lives is computed as: (sum of lifelengths)/(program length)

FIGURE 4-9
Memory references per instruction

| Algorithm \language | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Bairstow | 0.61 | 0.52 | 0.50 | 0.62 | 0.60 |
| Crout | 0.44 | 0.59 | 0.50 | 0.55 | 0.64 |
| Treesort | 0.65 | 0.50 | 0.51 | 0.57 | 0.63 |
| PERT | 0.51 | 0.47 | 0.53 | 0.69 | 0.63 |
| Havie | 0.30 | 0.45 | 0.31 | 0.44 | 0.35 |
| lsing | 0.40 | - | 0.60 | 0.67 | 0.60 |
| Secant | - | - | - | 0.60 | 0.53 |
| Algorithm\Programmer | E | B | A | G | L |
| Aitken | 0.45 | 0.48 | 0.52 | 0.50 | 0.53 |
| Source progr. |  |  |  |  |  |
| Trempiler | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
|  | 0.40 | 0.32 | 0.45 | 0.42 | 0.40 |

The instruction fetches are not included in the memory reference counts.

FIGURE 4-10
Register references per instruction

| Algorithm \language | AI GOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Eairstow | 1.66 | 1.05 | 1.58 | 1.35 | 1.37 |
| Crout | 1.67 | 1.21 | 1.67 | 1.56 | 1.46 |
| Treesort | 1.62 | 1.04 | 1.65 | 1.28 | 1.32 |
| PERT | 1.58 | 1.05 | 1.61 | 1.25 | 1.22 |
| Havie | 1.57 | 1.14 | 1.61 | 1.36 | 1.16 |
| Ising | 1.58 | - | 1.66 | 1.11 | 1.13 |
| Secant | - | - | - | 1.39 | 1.33 |
| Algorithm\Programmer | E | B | A | G | L |
| Aitken | 1.66 | 1.67 | 1.69 | 1.69 | 1.64 |
| Source progr.\Compiler | AI.GOL | BASIC | BLISS | FORFOR | FORTEN |
| Treesort | 1.09 | 1.13 | 1.32 | 1.39 | 1.17 |

## FIGURE 4-11

## Register references per ri.3ory reference

| Algoritinm \language | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bairstow | 2.7 | 2.0 | 3.2 | 2.2 | 2.3 |
| Crout | 3.8 | 2.1 | 3.3 | 2.8 | 2.3 |
| Treesort | 2.5 | 2.1 | 3.2 | 2.2 | 2.1 |
| PERT | 3.1 | 2.2 | 3.0 | 1.8 | 1.9 |
| Håvie | 5.2 | 2.5 | 5.2 | 3.1 | 3.5 |
| Ising | 4.0 | - | 2.8 | 1.7 | 1.9 |
| Secant | - | - | - | 2.3 | $2 . i$ |
| Algorithm Programmer | E | B | A | G | L |
| Aitken | 3.7 | 3.5 | 3.3 | 3.4 | 3.1 |
| Source progr. \Compiler | ALGOL | BA.SIC | BLISS | FORFOR | FORTEN |
| Treesort | 2.7 | 3.5 | 2.9 | $3.3$ | 2.9 |

on the PDP-10 effectively constitute a load, but usages of these instructions in other cases do not. As a consequence, some lives may not be properly detected.

A comparison of the results of our sequence program, as described in Section 5.2, with the listing of the ALGOL run time support system, seems to indicate that this source of error may be significant for our ALGOL programs, particularly Crout, Hävie and Ising, which contain many procedure calls and name parameter transmissions. For the compilers traced there are many halfword loads, but no significant pairs of halfword loads, and for the other programs there are no danger signs in our results.

### 4.4.1 Summary

We summarize these initial results as follows:

Register lives are in general short, less than 32 instructions. Only for 3 of our i, subject programs are more than 107 of the R-lives 32 instructions or longer, and for 11 of the programs 99? of the lives are shorter than 32 instructions. The average lifelength is less than 24 instructions for all programs, less than 15 for 32 of them and less than 10 instructions for 14 programs. These results vary systematically with the algorithm; PERT and

Treesort have short lives, Hávie has long lives. The BASIC programs form an exception, they all have lifelengtris between 11.2 and 12.3 instructions.

The average number of usages per life varies between 3.1 (FORFOR PERT, FORFOR lsing) and 0.6 (BLISS Treesort). Again the results from the BASIC programs vary little with algorithm ( 3.4 to $3 .{ }^{\circ}$ ), the other results vary more with the algorithm, but not very systemarically except for the two FORTRAN versions. These correlate well with each other.

The average number of live registers is less than 7 for all 41 programs, 4 or less for 24 of them. ALGOL programs generally keep more registers live than do programs in the other languages (See footnote on page 74). The results from the BASIC programs again vary little with the algorithm. The correlation between the FORTRAN versions is not as good as for the lifeiengths and the usages per life.

The high ratio of register references to memory references suggest that those registers which are live are effectively used for temporary results.

The influence of language and algorithm is not clear. Generally results from the BASIC programs are almost independent of the algorithm, and the ALGOL results often show a consistent trend, but with some variation. In some cases the correlation beiween the two FORTRAN versions is good. This indicates that the differences found are due to language and not to implementation. Variations due to the programmer are marked, as witnessed by the results from Aitken.

### 4.5 Register life classification

Specialization of registers may seem irrelevant in view of the current tendency towards general register structures, and the consequent increased generality of ISP ard program structure. However, specialization may be of relevance in short wordlength computers, where the addressing space saved by omitting register addresses can be used for more important capabilities.

To assess the utility of a ful set of operators for each register we need to know which kinds of operations are performed on a register during its R -life. One way of obtaining this information is to use a finer register usage classification than the "loaded", "accessed" one
sufficient to determine the lives ${ }^{\dagger}$, and to extend the life detection algorithm to compute the usagn class for each R-life. That is: at each usage of an R-life the appropriate usage altribute is included in the usage class. Hence the number of $R$-lives in each usage class may be accumulated.

This method for classifying R-lives has two variants. One is to accumulate the usage classes strictly for one register life. The other is, for binary operations, to let the the usage class of the result become the union of the classes of the operands. The former is most reievant when we analyze a structure with very general registers to detect unneeded generality, the second variant can be used on an ISP with specialized rezisters to see the need for a more general structure. Our experimental results were obtained by the former variant.

The information may be tabulated by the register number, allowing us to see for each physical register how it was used. More interesting is to tabulate, for each usage class, statistics on the number of lives in each class, their average length and number of usages. We call this the usage class table or UCT.

None of our analyses showed more than 200 different usagc classcs. About half of these account for more than 997 , of the total number of lives. Hence the UCT forms a very compact database describing the register usage, which can be manipulated or stored for later use at a low cost. A natural format is to store the UCT sorted by the number of lives in the class, or by the sum of the lifelengths represented by the class. Thus we may cheaply ask questions that were not thought of at the time of the original analysis and, in particular, we may study that UCT which is the union of all the UCTs of the individual subject programs. Unfortunately it was not realized until a late stage in our experiments that the UCTs would be small. Hence we have not saved the UCTs from our analyses.

Several forms of output may be obtained from the UCT. A very simpleminded output procedure, which takes usage classes as its parameters, can be employed to print data pertaining to all classes that ara subsets of, supersets of, or other simple combinations of the classes given as parameters. In this way we may obtain statistics on the usage classes a priori thought to be significant. Another procedure may ? used to find combinations of allribulcs that frequently occur in the same usage class. The result of such an analysis will be an a posteriori classification of the R-lives corresponsing to suitable types of more specialized registers.

In our case, we believed a priori that the classification into floating point accumulators, fixed point accumulators, index registers with simple arithmetic capabilities and temporary storage only, is of such a significance (See page 41). This belief is well founded in history. We display the fraction of lives in each of these arithmetic classes in figures 4-12 through 4-15. Each class is defined by the "strongest" form of arithmetic used in it, floating point being stronger than fixed point multiply and divide, which again is stronger than fixed point add and subtract. R-lives not used for arithmetic may still be used for logical or other operations. These four classes are disjoint. We denote them: Eleating Eixed Counter and Noari.

Some other classes were also thought to he of interest. The fractions of R-lives that were used only as storage locations are tabulated in Figure 4-16, this class is denoted Iemoorary. The fractions of R-lives used for indexing (whether for data accessing, jumps or immediate operands) are tabulated in Figure 4-17. This class is not disjoint from the arithmetic classes, and is denoted Indexing.

Yet another classification of interest is the intersection of the indexing class with the arithmetic classes. We have no concise results for these classes, except the printout of statistics for all indexing classes discussed below.

An output procedure as described above was programmed to print the number of lives, fraction of total number of lives, average lifelength and an interpretation of the usage class encoding, for the selected set of classes. It was used to print the whole of the UCT as well as the subclasses for arithmetic and indexing discussed above. An example of this output is given in Appendix B.

A study of these printouts brought up several questions which could not be quantitatively investigated since we did not have access to the old UCTs. We formulated several hypotheses, however, and checked them manually in a scan over all the printed results.

1) A significant number of lives are of length one. This was verified. Some partial explanations could be: Values of subroutines returned in registers but not used at the call site. Double length results of integer multiplication and two results of division (quotient and remainder) where only one is used. Linenumbers of BASIC programs are loaded into a register for each source line executed, these are used only when errors are detected.

FIGURE 4-12

Fraction of lives with no arithmetic
Class Noari

| Algorithm Vlanguage | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bairstow | 0.213 | 0.637 | 0.574 | 0.494 | 0.470 |
| Crout | 0.528 | 0.716 | 0.214 | 0.349 | 0.440 |
| Treesort | 0.315 | 0.686 | 0.257 | 0.784 | 0.565 |
| PERT | 0.597 | 0.735 | 0.547 | 0.457 | 0.416 |
| Hảvie | 0.628 | 0.680 | 0.482 | 0.496 | 0.412 |
| Ising, | 0.695 | - | 0.620 | 0.744 | 0.622 |
| Secant | - | - | - | 0.263 | 0.266 |
| Algorithm ${ }^{\text {Programmer }}$ | E | B | A | G | L |
| Aitken | 0.317 | 0.390 | 0.402 | 0.475 | 0.391 |
| Source progr. \Compiler | ALGOL | BASIC | BLISS | FORFOR | FORTEN 0.886 |
| Treesort | 0.844 | 0.744 | 0.921 | 0.802 | 0.886 |

FIGURE 4-13

Fraction of lives with fixed point add/subtract
Class Counter

|  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Algorithmllanguage | 0.504 | 0.106 | 0.054 | 0.118 | 0.141 |
| Bairstow | 0.304 | 0.009 | 0.096 | 0.189 | 0.122 |
| Crout | 0.355 | 0.103 | 0.710 | 0.208 | 0.056 |
| Treesort | 0.380 | 0.122 | 0.397 | 0.516 | 0.552 |
| PERT | 0.278 | 0.085 | 0.149 | 0.123 | 0.156 |
| Hávie | 0.300 | - | 0.373 | 0.250 | 0.370 |
| Ising | - | - | - | 0.359 | 0.303 |
| Secant | E | B | A | G | L |
| Algorithm | 0.210 | 0.202 | 0.302 | 0.423 | 0.389 |
| Aitken |  |  |  |  |  |
|  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| Source progr. \Compiler | 0.130 | 0.234 | 0.074 | 0.190 | 0.108 |
| Treesort |  |  |  |  |  |

FIGURE 4-14
Fraction of lives with fixed point multiply/divide Class Fixed

| Algorithm language | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Bairstow | 0.009 | 0.001 | 0.018 | 0.042 | 0.019 |
| Crout | 0.006 | 0.064 | 0.433 | 0.156 | 0.142 |
| Treesort | 0.317 | 0 | 0.011 | 0.000 | 0.370 |
| PERT | 0.002 | 0.000 | 0.004 | 0.006 | 0.006 |
| Håvie | 0.002 | 0.001 | 0.031 | 0.018 | 0.015 |
| lsing | 0.006 | - | 0.007 | 0.006 | 0.008 |
| Secant | - | - | - | 0.175 | 0.199 |
| Algorithm\Programmer | E | B | A | G | L |
| Aitken | 0 | 0 | 0 | 0 | 0.085 |
| Source progr. Compiler | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| Treesort | 0.026 | 0.019 | 0.005 | 0.009 | 0.008 |

FIGURE 4-15
Fraction of lives with floating point arithmetic
Class Floating

| Algorithm \language | ALGOL | BASiC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Bairstow | 0.274 | 0.256 | 0.354 | 0.347 | 0.369 |
| Crout | 0.163 | 0.211 | 0.257 | 0.306 | 0.296 |
| Treesort | 0.014 | 0.211 | 0.022 | 0.008 | 0.009 |
| PERT | 0.021 | 0.143 | 0.053 | 0.021 | 0.026 |
| Hávie | 0.092 | 0.233 | 0.339 | 0.363 | 0.418 |
| lsing | 0.000 | - | 0 | 0 | 0 |
| Secant | - | - | - | 0.203 | 0.232 |


| Algurithm Programmer <br> Aitken | E | B | A | G | L |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  | 0.473 | 0.408 | 0.296 | 0.102 | 0.136 |
| Source progr. Compiler <br> Treesort | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
|  | 0.000 | 0.003 | 0 | 0 | 0 |

FIGURE 4-16
Fraction of R-lives used as temporaries only Class Temporary

| Algorithm \language | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Bairstow | 0.028 | 0.067 | 0.179 | 0.101 | 0.121 |
| Crout | 0.018 | 0.101 | 0.049 | 0.137 | 0.142 |
| Treesort | 0.001 | 0.107 | 0.000 | 0.000 | 0.001 |
| PERT | 0.016 | 0.128 | 0.188 | 0.069 | 0.104 |
| Haivie | 0.072 | 0.279 | 0.062 | 0.250 | 0.019 |
| Ising | 0.059 | - | 0.086 | 0.147 | 0.067 |
| Secant | - | - | - | 0.041 | 0.030 |
| Algorithm |  |  |  |  |  |
| Aitken E B A G L <br>  0.062 0.078 0.092 0.112 0.015 <br> Source progr.\Compiler ALGOL BASIC BLISS FORFOR FORTEN <br> Treesort 0.096 0.089 0.180 0.151 0.153 |  |  |  |  |  |

FIGURE 4-17
Fraction of lives used for indexing
Class Indexing

| Algorithm Vlanguage | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Bairstow | 0.513 | 0.407 | 0.226 | 0.341 | 0.251 |
| Crout | 0.519 | 0.374 | 0.520 | 0.1 .55 | 0.244 |
| Treesort | 0.482 | 0.412 | 0.683 | 0.431 | 0.476 |
| PERT | 0.592 | 0.421 | 0.556 | 0.445 | 0.497 |
| Hảvie | 0.524 | 0.365 | 0.387 | 0.278 | 0.203 |
| Ising | 0.571 | - | 0.484 | 0.267 | 0.249 |
| Secant | - | - | - | 0.376 | 0.406 |
| AlgorithmlProgrammer | E | B | A | G | L |
| Aitken | 0.185 | 0.196 | 0.232 | 0.318 | 0.474 |
| Source progr.\Compiler |  | ALGOL | BASIC | BLISS | FORFOR |
| Treesort | 0.401 | 0.364 | 0.341 | 0.509 | 0.313 |

2) A significant fraction of the R-lives are never stored. This hypothesis was verified for all subject programs. It clearly demonstrates that registers are not orily needed to produce results, but also as indices and fast temporary storage.
3) The usage classes representing most lives have few attributcs, i.e. 2 or 3. This hypothesis was verified in all subject programs. It supports the idea put forward by Knuth [KnuD70], that programmers rarely do anything complicated.
4) Most lives for indexing use no arithmetic at all. This was true in most cases, but with notable exceptions.
5) Most lives used for indexing have no arithmetic stronger than fixed point add and subtract. Largely verified, but strong exceptions. Particularly noteworthy was the Crout algorithm, the only one where two dimensional arrays were used. There was a great difference between programs using a multiplicative address calculation (dope vectors) (FORTRAN and BLISS versions) and those using lliffe vectors (ALGOL version) for array accessing.
6) Lives used for floating point arithmetic rarely use fixed point arithmetic. True for all subject programs that have a significant amount of floating point arithmetic. The indications were that the exceptions were usages for fixed to floating conversion or vice versa, largely occuring in the initialization phases of our programs.

Another observation was that most usago classes, although not the most frequent ones, contained the "tested" altributc.

An obvious source of error with this method is its dependence on the correct detection of Rlives, as discussed on page 49. As noted there, this error may be significant for some of our ALGOL programs.

Another deficiency is that the representation of a usage class does not take into account that some attributes may contribute to the class many more times than others. The algor:thm could be augmented to compute the number of occurrences of each usage attribute while accumulating the class of an R-life. Even if these counts were averaged over the .ives in each usage class, one word of storage would be required for each combination of aftribute
and usage class, i.e. at least 4000 words. Since most lives are short and of few usages, we believe that this addition to the algorithm does not justify its cost. We believe that the trend of such results would be that the infrequent events are even less trequent than shown by our present methods.

### 4.5.1 Summary

The results in figures 4-16 to 4-15 lead us to the following conclusions:

For algorithms containing floating point arithmetic, up to 427 of the $R$-lives are from the "Floating" class, but usually considerably fewer: $20 \%$ to $37 \%$. The BASIC programs form an exception, even though all arithmetic in BASIC is done in floating point, at most $26 \%$ of the Rlives are from this class. Except for BASIC programs, there is a systematic variation with the algorithm.

Lives with fixed point multiplication and division occur almost only in the programs that use the multiplicative method for matrix access, or that use integer division for unpacking. Hence the dependence on algorithm is marked, but less so than for the "Floating" class, and particular techniques used by or enforced by the language or its implementation become significant.

For the other classes, the interaction of the needs of the algorithm with the register allocation mechanism of the compilers obscure any systematic effects due to each of these factors singly. There is, however, some more stability to the results from the ALGOL and BASIC programs than from the others. This is most probably due to the run time system of ALGOL and to the lack of integer arithmetic in BASIC.

ALGOL programs have a high number of lives in the "Counter" class, ( $30 \%$ to $50 \%$ of the lives); BASIC programs have a very large number of lives with no arithmetic (637. to 7.4\%). ALGOL programs also have a high number of lives in this class ( $21 \%$ to $69 \%$ ).
487. to 597. of the R-lives in ALGOL programs are used for indexing. The fraction of indexing lives is also high in BLISS programs (237, to 687) and BASIC programs ( 377 to 42\%), but not consistently. For the FORTRAN programs this fraction varies between 197 and 497, the agreement between the two FORTRAN versions is good.

For The "Temporary" class, the results vary between 0 and $28 \%$. For ALGOL programs the results are consistently low, $0.1 \%$ to 7.27 . For BASIC programs they are high: 6.77 to $28 \%$.

The substance of these results is: The classes for strong arithmetic are used only if the algorithm or the accessing method used by the compiler requires such arithmetic. Hence for these classes the dependence on the algorithm is strong. In the classes for weak and no arithmetic the results seem to depend more on the language, particularly for those languages which enforce a strong regimen on their programs, such as ALGOL by its run time system and BASIC by its restriction to floating arithmetic and by its strictly statement by statement execution (no information is carried in registers between source program lines).

These findings corroborate those of Alexander [AleW72], which indicate that two or three of the physical registers on the IBM 360 are used as accumulators, whereas most of them are used as indices or base registers.

The results for the FORTRAN and ELISS programs show little systematic variation except for a good agreement between the FORTRAN versions of the same algorithm.

### 4.6 Register block size

The results presented in Figure 4-9 through Figure 4-11 indicate that for our subject set the number of register references is between two and three times the number of memory references. Hence the need for a register block is well demonstrated by experiment, as well as being motivated by programmer experience. The problem is more one of size, i.e. how many registers can be utilized efficiently enough to warrant their cost. In addition to its obvious dependence on the other properties of the ISP, this number depends on the structure of the algorithm, the cleverness of the programmer and the compiler and the fineness of the factorization of the program. The combined effect of these factors is represented by our subject set.

We now present a sequence of methods which in a gradually better way measure the utility of the register block and the time costs associated with its usage.

We have already presented some crude measures in Section 4.4: The number of memory and register references per instruction presented in figures 4-9 through 4-11 are of relevance, another measure is the average number of live registers in Figure 4-8.

Some better measures could be developed if we knew the number of registers that are are live at each point in the program. In the next subsection we present an algorithm for computing this. This algorithm is extended to compute, for any $N$, what fraction of the time at least $N$ registers were live, and finally to give a coarse estimate of the time cost incurred if the number of registers were reduced below the maximum used by the program. This estimate is based on the number of usages in each R-life. A further improvement takes into account long dormant periods of registers. We now describe these algorithms, the associated cost measures, and the experimental results, in more detail.

### 4.6.1 Detecting simultaneous lives

The algorithms are embodied in a two stage (or pass) program, the first stage reads the trace and writes an intermediate file of data items describing each R-life. This file is processed in the reverse order by the second stage. The algorithms are described below, and illustrated by an example in Figure $4-1$

The first stage is actually the algorithm which detects register lives, described in Section 4.4, with a minor addition: As each R-life is determined, (at the start of the next R-life for that register), a data item containing the times of its transitions, its usage class, number of usages etc. is written to the intermediate file.

The second stage reads this file backwards while maintaining a simulated time ( s -time) which decreases as the algorithm proceeds. Initially the s-time is the duration of the program, later it is equal to the time of the transition most recently processed by the algorithm as described below.

The stage two program keeps a data entry describing the state (!ive or dead) of each physical register, there is also a counter of live registers, and a linked list of at most two entries (each describing an unprocessed transition) per physical register, as described below.

Initially the second stage reads the data items decribing the last R-life for each register, and enters the cransitions in the list, sorted by decreasing time. The algorithm proceeds by processing the transition first on the list, i.e. that having the highest time. Current s-time is set to this time, and thit table and counter are updated according to the nature of the transition. If the transition was a first use, we have finished processing an R-life. The next
data item for that register is immediately read from the file (see below), and its transitions are entered in the list. Hence when the analysis is under way, the list contains one transition for each live register, (i.e. its first usc), and both iransilions for the other registers (whose data items have been read, but whose times of last use are less than the current s-time).

Note that, by the way the intermediate file was written, its data items are ordered by the time of first use of the next (later in execution time) R-life of the register involved. When the file is read backwards by stage 2 , one item is read each time a first use has been processed. The item read is the one that was output by stage one at that point of the trace when the execution time of the subject program was equal to the current s-time. But that is exactly the data item describing the next (earlier in execution, lower s-time) R-life for the register just processed by stage 2. An exception may occur when the same instruction loaded two registers, and hence started two R-lives, in which case their order in the file may be the reverse of what stage 2 expects. Consequently data space is needed to describe in full exactly one R -life for each physical register, plus one extra R -life possibly being held over for one read operation. This is further illustrated in Figure 4-18. The order of events during the interval described by the figure is:

## During execution:

Before TO: RO, R2 and R3 are live.
At TO: R1 is loaded, L10 starts. R3 is accessed.
At T1: RO is loaded using RO as index. Hence LOO and LOL overlap at T1.
At T2: Last usage or LO1 and L2O.
At T3: Last usage of L10; RO is loaded; hence LO2 starts. R3 is accessed for the first time since TO .
At T4: Last usage of L30;R1 is loaded; hence L11 starts.
At T5: Both R2 and R3 are loaded by the same instruction. L21 and L31 start.
At T6: Last use of Lll.
Aifter T6: RO, R2 and R3 are live.

## During stage 1:

At T1: LOO is detected and its data item output.
At T3: LO1 is detected and its data item output.
At T4: L10 is detected and its data item output.
At T5: L20 and L30 are detected and their data items output in some order.

We denote the data items OLij etc. The data items on the intermediate file are now in the order:
. . . DL00 DLO1 DL10 DL20 DL30 . . .
The two last might be interchanged; we assume this order.

During stage 2: (Listed in order of occurrence in stage 2, i.e. by decreasing s-time).
S-time > T6: The data items DLO2, OL21 and OL31 have been read and the last usages of their lives processed. DL11 has been read but its transitions have not yet been processed.
S-time $=T 6$ : Last use of $L 11$ is processed.
S-time $=$ T5: First usages of L21 and L31 are processed, assume in that order. After L21 has been processed a data item is read. By the above assumptions this is DL30. Hence it will be held over in temporary storage, and OL20 is read from the file, and entered into the tables. Next the first usage of L31 is processed and DL30 is fetched from the temporary store and entered in the tables.
S-time = T4: The first use of 1.11 is processed and DLIO is read from the file. The last use of L30 is processed.
S-time = T3: The first use of LO2 is processed, and the data item DLO1 is read. The last use
$* \quad$ of L10 is processed.
S-time $=$ T2: The last uses of LO1 and L2O are processed.
S-time $=T 1$ : The first use of LO1 is processed, the data item DLOO is read and its last use immediately processed.
$S$-time = TO: The first use of L10 is processed, the data item for its previous life, if any, is read.

Now assume R3 was dormant from TO to T3. This would be detected by stage 1 at time T3, the data item for the first part of L30 (call it DL30') would be output at this time. The data item for the second part of L30 (i.e. OL30") would be output at T5, as was DL30. During stage 2, the data item DL30" would be read at s-time T5, its usages processed at T4 and T3. At T3 the ciata DL30' would be read, its last usage would be processed at TO, and so on as betore.

For each interval of time, the number of live registers is given at the bottom of the diagram. In the latter case it would be reduced by 1 between TO and T 3 .

This concludes our discussion of Figure 4-18.

FIGURE 4-18
A typical situation of Register usage.

Assume our ISP has four registers, RO, R1, R2, R3. The successive lives of Ri are denoted LiO, Lil, ... . The diagram has one horisontal line for each register, as labelled. This line is solid when that register is live. It is broken when that register is dormant. The vertical bars correspond to times of transistion, as marked on the time axis at the top.


The unage class of each R-life may be included in each data item on the intermediate file. Hence, if the result of an analysis as described in Section 4.5 should indicate that specialization of the registers is desirable we may do this simultaneity determination for any usage class we consider important, in addition to the set of all registers. The "state" of each physical register has to be augriented to include its class, and an encoding of this class into the (probably much fewer) classes for which output is desired must be deviced. For each output class a counter of live :egisters must be added.

We performed these analyses for the subclasses of R-lives defined in Section 4.5, as well as for the class of all registers. A typical output from phase 2 is displayed in Figure 4-19. A compressed form of the results from all the subject programs is given in figures $4-20$ through 4-22.

FIGURE 4-19
Output from simultaneously live register analysis for program FORTEN Hávie.
Distribution of number of live registers in the different classes.

For each class, the first coloumn gives the instruction count when exactly $N$ registers were live. Coloumn 2 gives the fraction of the total instruction count for this state. Coloumn 3 is a cumulation of coloumn 2, it gives the fraction of the instruction count when at most N registers were live.

| N | NO ARITHMETIC |  |  | FIXPOINT ADD/SUB. |  |  | FIXPOINT MUL/DIV. |  |  | $N$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 25221 | 0.693 | 0.693 | 1960 | 0.054 | 0.054 | 410 | 0.011 | 0.011 | 1 |
| 2 | 7680 | 0.211 | 0.904 | 23837 | 0.655 | 0.709 | 215 | 0.006 | 0.017 | 2 |
| 3 | 1163 | 0.032 | 0.936 | 7460 | 0.205 | 0.913 | 14 | 0.000 | 0.018 | 3 |
| 4 | 1038 | 0.029 | 0.964 | 198 | 0.005 | 0.919 | 0 | 0.000 | 0.018 | 4 |
| 5 | 551 | 0.015 | 0.979 | Ci4 | 0.007 | 0.926 | 0 | 0.000 | 0.018 | 5 |
| 6 | $43 \%$ | 0.012 | 0.991 | 134 | 0.004 | 0.930 | 0 | 0.000 | 0.018 | 6 |
| 7 | 256 | 0.007 | 0.998 | 5 | 0.000 | 0.930 | 0 | 0.000 | 0.018 | 7 |
| 8 | 41 | 0.001 | 0.999 | 0 | 0.000 | 0.930 | 0 | 0.000 | 0.018 | 8 |
| 9 | 47 | 0.001 | 1.001 | 0 | 0.000 | 0.930 | 0 | 0.000 | 0.018 | 9 |
| 10 | 14 | 0.000 | 1.001 | 0 | 0.000 | 0.930 | 0 | 0.000 | 0.018 | 10 |
| 11 | 0 | 0.000 | 1.001 | 0 | 0.000 | 0.930 | 0 | 0.000 | 0.018 | 11 |
| 12 | 0 | 0.000 | 1.001 | 0 | 0.000 | 0.930 | 0 | 0.000 | 0.018 | 12 |
| 13 | 0 | 0.000 | 1.001 | 0 | 0.000 | 0.930 | 0 | 0.000 | 0.018 | 13 |
| TOTALS |  |  |  |  |  |  |  |  |  |  |
| 13 | 36444 |  | 1.001 | 33848 |  | 0.930 | 639 |  | 0.018 | 13 |


| N | FLOATING POINT |  |  | INDEXING |  |  | ANY USAGE |  |  | $N$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 18172 | 0.499 | 0.499 | 28218 | 0.775 | 0.775 | 166 | 0.005 | 0.005 | 1 |
| 2 | 6446 | 0.177 | 0.676 | 585.3 | 0.161 | 0.936 | 1104 | 0.030 | 0.035 | 2 |
| 3 | 34 | 0.001 | 0.677 | 350 | 0.010 | 0.945 | 3171 | 0.087 | 0.122 | 3 |
| 4 | 0 | 0.000 | 0.677 | 426 | 0.012 | 0.957 | 14985 | 0.412 | 0.534 | 4 |
| 5 | 0 | 0.000 | 0.677 | 718 | 0.020 | 0.977 | 15092 | 0.415 | 0.948 | 5 |
| 6 | 0 | 0.000 | 0.677 | 515 | 0.014 | 0.991 | 481 | 0.013 | 0.961 | 6 |
| 7 | 0 | 0.000 | 0.677 | 335 | 0.009 | 1.000 | 298 | 0.008 | 0.969 | 7 |
| 8 | 0 | 0.000 | 0.677 | 45 | 0.001 | 1.001 | 409 | 0.011 | 0.981 | 8 |
| 9 | 0 | 0.000 | 0.677 | 18 | 0.000 | 1.002 | 419 | 0.012 | 0.992 | 9 |
| 10 | 0 | 0.000 | 0.677 |  | 0.000 | 1.002 | 185 | 0.005 | 0.997 | 10 |
| 11 | 0 | 0.000 | 0.677 | 0 | 0.000 | 1.002 | 78 | 0.002 | 0.999 | 11 |
| 12 | 0 | 0.000 | 0.677 | 0 | 0.000 | 1.002 | 50 | 0.001 | 1.001 | 12 |
| 13 | 0 | 0.000 | 0.677 | 0 | 0.000 | 1.002 | 47 | 0.001 | 1.002 | 13 |
|  | ALS |  |  |  |  |  |  |  |  |  |
| 13 | 24652 |  | 0.677 | 36478 |  | 1.002 | 36485 |  | 1.002 | 13 |

FIGURE 4-20

Maximal number of simultane uus R -lives
Number of registers sufficient $98 \%$ of the time Number of registers sufficient $90 \%$ of the time

|  |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bairstow | max | 13 | 10 | 9 | 13 | 12 |
|  | 987 | 11 | 7 | 6 | 10 | 9 |
|  | 90\% | 8 | 6 | 5 | 9 | 7 |
| Crout | max | 13 | 7 | 7 | 13 | 12 |
|  | 98\% | 11 | 7 | 7 | 12 | 8 |
|  | 907 | 10 | 6 | 6 | 10 | 7 |
| Treesort | max | 14 | 7 | 6 | 4 | 12 |
|  | 98\% | 4 | 7 | 5 | 4 | 5 |
|  | 90\% | 3 | 6 | 5 | 3 | 4 |
| PERT | max | 14 | 10 | 7 | 11 | 12 |
|  | 987 | 10 | 7 | 6 | 8 | 8 |
|  | 907 | 8 | 6 | 5 | 3 | 5 |
| Håvie | max | 14 | 10 | 9 | 10 | 13 |
|  | 98\% | 11 | 6 | 6 | 6 | 9 |
|  | 907. | 9 | 5 | 5 | 5 | 5 |
| Ising | max | 14 | - | 7 | 11 | 12 |
|  | 98\% | 11 | - | 5 | 7 | 9 |
|  | 90\% | 10 | - | 5 | 3 | 6 |
| Secant | max | - | - | - | 13 | 12 |
|  | 98\% | - | - | - | 6 | 6 |
|  | 90\% | - | - | - | 5 | 5 |
| Algorithm $\backslash$ Programmer Aitken |  | E | B | A | G | L |
|  | max | 7 | 7 | 8 | 7 | 8 |
|  | $981 .$ | 7 | 7 | 7 | 7 | 7 |
|  | 90\% | 7 | 6 | 6 | 6 | 7 |
| Source progr. \Compiler Tr zesort |  | ALGOL | BASIC | BLISS | F JRFOR | FORTEN |
|  | max | 15 | 11 | 13 | $13$ | $11$ |
|  | 987 | 10 | 9 | 6 | 8 | $8$ |
|  | 90\% | 8 | 7 | 5 | 7 | 6 |

, जURE 4-21

Number of registers sufficient 907. of the time for the arithmetic classes previously defined. Classes denoted by $F L O=$ Floating, $F I X=$ Full \{ixpoint, $C O U=$ Fixpoint add subtract.

| Algorithm \language Bairstow |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | FLO | 2 | 1 | 2 | 2 | 2 |
|  | FIX | 1 | 0 | 0 | 1 | 0 |
|  | COU | 4 | 2 | 2 | 1 | 2 |
| Crout | FLO | 1 | 1 | 1 | 3 | 2 |
|  | FIX | 0 | 1 | 2 | 4 | 2 |
|  | COU | 5 | 1 | 3 | 3 | 3 |
| Treesort | FLO | 0 | 1 | 0 | 0 | 0 |
|  | FIX | 1 | 0 | 0 | 0 | 1 |
|  | COU | 1 | 2 | 3 | 1 | 2 |
| PERT | FLO | 0 | 1 | 1 | 0 | 0 |
|  | FIX | 0 | 0 | 0 | 0 | 0 |
|  | COU | 4 | 2 | 3 | 2 | 3 |
| Hảvie | FLO | 1 | 2 | 2 | 2 | 2 |
|  | FIX | 0 | 0 | 1 | 0 | 0 |
|  | cou | 5 | 2 | 2 | 2 | 3 |
| Ising | FLO | 0 | - | 0 | 0 | 0 |
|  | FIX | 0 | - | 0 | 0 | 0 |
|  | COU | 5 | - | 4 | 1 | 3 |
| Secant | FLO | - | - | - | 2 | 1 |
|  | FIX | - | - | - | 1 | 1 |
|  | COU | - | - | - | 2 | ? |
| Algorithm \Programmer Aitken |  | E | 8 | A | G | L |
|  | FLO | 2 | 2 | 2 | 2 | 2 |
|  | FIX | 0 | 0 | 0 | 0 | 1 |
|  | COU | 3 | 2 | 3 | 4 | 3 |
| Source progr.\Compiler Treesort |  | A!GOL | BASIC | BLISS | FORFOR | FORTEN |
|  | FLO | 0 | 0 | 0 | 0 | 0 |
|  | FIX | 0 | 1 | 0 | 0 | 0 |
|  | COU | 3 | 2 | 2 | 2 | 2 |

FIGURE 4-22
Number of registers sufficient 907 of the time for the no arithmetic class (NOA), the indexing class (IND) and the lotal class (TOT).

| Algorithm \anguage Bairstow |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | NOA | 4 | 4 | 3 | 7 | 5 |
|  | IND | 6 | 3 | 2 | 5 | 5 |
|  | TOT | 8 | 6 | 5 | 9 | 7 |
|  | - |  |  |  |  |  |
| Crout | NOA | 6 | 4 | 2 | 3 | 5 |
|  | IND | 9 | 3 | 3 | 2 | 3 |
|  | TOT | 10 | 6 | 6 | 10 | 7 |
| Treesort | NOA | 2 | 4 | 2 | 2 | 2 |
|  | IND | 2 | 3 | 3 | 2 | 2 |
|  | TOT | 3 | 6 | 5 | 3 | 4 |
| PERT | NOA | 4 | 4 | 2 | 2 | 3 |
|  | IND | 7 | 3 | 3 | 2 | 2 |
|  | TOT | 8 | 6 | 5 | 3 | 5 |
| Hảvie | NOA | 5 | 3 | 2 | 2 | 2 |
|  | IND | 8 | 3 | 2 | 2 | 2 |
|  | TOT | 9 | 5 | 5 | 5 | 5 |
| Ising | NOA | 6 | - | 2 | 2 | 4 |
|  | IND | 9 | - | 2 | 2 | 4 |
|  | TOT | 10 | - | 5 | 3 | 6 |
| Secant | NOA | - | - | - | 2 | 2 |
|  | IND | - | - | . - | 2 | 2 |
|  | TOT | - | - | - | 5 | 5 |
| Algorithm $\backslash$ Programmer Aitken |  | E | $B$ | A | G | L |
|  | NOA | 4 | 4 | 4 | 3 | 2 |
|  | IND | 4 | 3 | 3 | 2 | 5 |
|  | TOT | 7 | 6 | 6 | 6 | 7 |
| Source progr. Compiler Treesort |  | ALGOL | BAP:IC | BLISS | FORFOR | FORTEN |
|  | NOA | 6 | 5 | 4 | 6 | $4$ |
|  | IND | 4 | 4 | 2 | $4$ | $2$ |
|  | TOT | 8 | 7 | 5 | $7$ | 6 |

### 4.6.2 Cost of reducing the register block

The results just presented show clearly that, except for ALGOL programs and the ALGOL compiler, at most 8 to 10 registers out of the 16 available are used simultaneously ${ }^{4}$, and that many only for short intervals of time. If the processor were equipped with fewer registers than this, a time and space cost would occur by having to store registers temporarily in primary memory. Intuitively, it seems from the above results that for a moderate reduction in the number of registers this cost would be low. We now describe an extension to our algorithm which enables us to compute upper bounds for this time cost.

Assume we want to compute the additional time cost incurred by running the program on an ISP with $M$ registers but otherwise similar to the one we investigate. At some point in the program we have $N$ simultaneous lives, $N>M$. We select the $N-M$ least useful lives as described below, and assume that these can be interleaved with the remaining $R$-lives in the registers used for the latter lives. That is: Each time an omitted register is referenced, another register must be temporarily stored, and the desired value loaded into it. This value is stored after use, and the original value reloaded. The associated time cost is two STORE LOAD pairs per reference to the selected lives, i. e. 4 instructions per reference if the instruction count is used. If an $R$-life $L$ so selected for omission, is selected again at some later time, but for the same $M$, the cost should not be added the second and later times.

This computation is done during the second stage described above, each time we process a first use. It can be done simultaneously for all desired $M$, and for many criteria of usefulness of lives. Data space used by the algorithm is proportional to the number of criteria times the number of registers, but with a low factor (at most 5 words). The amount of computation

- The structure of an ALGOL program is almost like two coroutines calling each other, viz. the user pregram and the run time support routines. These operate on disjoint memory cells and almost disjoint zots of registers. Similarly the ALGOL compiler consists of a lexical analyser, a syntax analyser and a code generator, each having its own set of registers allocated to it. This probably accoints for the exceptional results obtained for ALGOL, and also indicates how programs may $t$ ? structured to use many registers effectively. Further explanation may be the difficulty of de ecting multi-instructicn loads, as described on page 49.
involved is small. Hence this is a relatively cheap measure to compute once we are doing the simultaneity analysis.

Several criteria of usefulness can be used to select which R-lives to omit. The following were tried:

The least used lives.
The least densely used lives (usages per lifelength).
The shortest lives.
The longest lives. (Might be better than omitting many short ones).

Of these, the "longest lives" never gave the lowest cost. The "shortest lives" criterion rarely gave good results. Almost all the lowest results were obtained using the "least used" or "least densely used" criteria. Furthermore the criterion giving the lowest cost often changed with the number of available registers (i.e. $M$ ) even for the same program. It follows that, in an analysis, several criteria should be used, including the 3 first ones above. The best cost obtained in each ca: should then be used as an upper bound.

We present a typical output in Figure 4-23, and a summary of the results from the whole subjec! set in Figure 4-24. As is seen, the cost of reducing the number of registers in most cases is low, less than a percent in som: cases, and less than 157 in most, but running very high in a few cases (707-100\% increase in cost). We investigate this further below.

Note that 3 of the programs which give extremely high costs are ALGOL programs, and just those which have many procedure calls and parameter transmissions. Hence the arguments presented above about the coroutine like structure of ALGOL programs, and also the error discussed on page 49 in connection with undetected loads, apply with force to these results.

### 4.6.3 Some sources of error

We now discuss some sources of errors associated with this method.

The most significant is probably that the lives omitted are selected on basis of their average properties. A better selection might have been made, had the local properties of lives been known. We discuss below how this can be done.

FIGURE 4-23

Cost of reducing number of available registers.
Lives with lowest utility are omitted, 4 utility criteria are used.
Sample output from program FORTEN Håvie.

UTILITY: REFERENCES IN LIFE

| \# OF | OMITTED | RELATIVE | LIVES |
| ---: | ---: | ---: | ---: |
| REGS | ACCESSES | MAX COST | OMITTED |
| 12 | 33 | 0.0036 | 17 |
| 11 | 98 | 0.0108 | 42 |
| 10 | 155 | 0.0170 | 66 |
| 9 | 227 | 0.0249 | 92 |
| 8 | 409 | 0.0449 | 167 |
| 7 | 659 | 0.0724 | 256 |
| 6 | 1077 | 0.1183 | 361 |

UTILITY: DENSITY OF REFERENCES

| \# OF | OMITTED | RELATIVE | LIVES |
| ---: | ---: | ---: | ---: |
| REGS | ACCESSES | MAX COST | OMITTED |
| 12 | 7 | 0.0008 | 2 |
| 11 | 27 | 0.0030 | 6 |
| 10 | 58 | 0.0064 | 12 |
| 9 | 2386 | 0.2621 | 19 |
| 8 | 2500 | 0.2747 | 29 |
| 7 | 2704 | 0.2971 | 39 |
| 6 | 2883 | 0.3167 | 51 |

UTILITY: LENGTH OF LIFE
UTILITY: SHORTNESS OF LIFE

| \#OF | OMITTED | RELATIVE | LIVES |
| ---: | ---: | ---: | ---: |
| REGS | ACCESSES | MAX COST | OMITTED |
| 12 | 33 | 0.0036 | 17 |
| 11 | 122 | 0.0134 | 45 |
| 10 | 206 | 0.0226 | 70 |
| 9 | 356 | 0.0391 | 108 |
| 8 | 700 | 0.0769 | 202 |
| 7 | 1014 | 0.1114 | 294 |
| 6 | 1342 | 0.1474 | 382 |

FIGURE 4-24

Upper bound for time cost of reducing the register block
to 10,8 or 7 registers respectively, given as relative increase in instruction count.

| Algorithm \language Bairstow |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 10 rg | 0.054 | 0 | 0 | 0.013 | 0.005 |
|  | 8 rg | 0.228 | 0.001 | 0.000 | 0.132 | 0.091 |
|  | 7 rg | 0.368 | 0.002 | 0.004 | 0.250 | 0.180 |
| Crout | 10 rg | 0.076 | 0 | 0 | 0.440 | 0.000 |
|  | 8 rg | 0.384 | 0 | 0 | 0.757 | 0.006 |
|  | 7 rg | 0.772 | 0 | 0 | 1.046 | 0.081 |
| Treesort | 10 rg | 0.002 | 0 | 0 | 0 | 0.000 |
|  | 8 rg | 0.005 | 0 | 0 | 0 | 0.061 |
|  | 7 rg | 0.007 | 0 | 0 | 0 | 0.001 |
| PERT | 10 rg | 0.016 | 0 | 0 | 0203 | 0.003 |
|  | 8 rg | 0.132 | 0.000 | 0 | 0.035 | 0.037 |
|  | 7 rg | 0.212 | 0.001 | 0 | 0.052 | 0.066 |
| Hảvie | 10 rg | 0.060 | 0 | 0 | 0 | 0.006 |
|  | 8 rg | 0.575 | 0.001 | 0.001 | 0.604 | 0.045 |
|  | 7 rg | 0.734 | 0.003 | 0.006 | 0.017 | 0.072 |
| Ising, | 10 rg | 0.067 | - | 0 | 0.000 | 0.004 |
|  | 8 rg | 0.437 | - | 0 | 0.008 | 0.051 |
|  | 7 rg | 0.997 | - | 0 | 0.029 | 0.105 |
| Secant | 10 rg | - | - | - | 0.001 | 0.002 |
|  | 8 rg | - | - | - | 0.009 | 0.014 |
|  | 7 rg | - | - | - | 0.015 | 0.020 |
| Algorithm \Programmer Aitken |  | E | B | A | $\stackrel{3}{2}$ | $L$ |
|  | 10 rg | 0 | 0 | 0 | 0 | 0 |
|  | 8 rg | 0 | 0 | 0 | 0 | 0 |
|  | 7 rg | 0 | 0 | 0.011 | 0 | 0.003 |
| Source progr. \Compiler Treesort |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
|  | 10 rg | 0.018 | 0.001 | 0.000 | 0.003 | 0.001 |
|  | 8 rg | 0.068 | 0.037 | 0.002 | 0.062 | 0.009 |
|  | 7 rg | 0.121 | 0.082 | 0.010 | 0.215 | 0.023 |

Furthermore a program written for an ISP with fow registers will be quite different in its local structure from a program written with a large register block in mind. Hence this method can not be used to estimate the cost of large reductions in register block size. One would also, a priori, believe this argument to hold for reduction to a relatively small number of registers even if the program did not use many in the first place. This belief, however, is not vindicated by our results.

For the same reason we would expect the upper bcunds found by this algorithm, and by its modified version described below, to be considerably higher than the actual cost obtained by average to careful recoding for the lower number of registers.

A third source of errors is that successive lives of the same register may overlap by one instruction ${ }^{4}$, hence the simulation of two lives in one register may not be valid. We have counted the number of such overlaps and found it mostly to be small (see Figure 4-25). Hence this source of errors is insignificant.

Finally our simulation might be invalid because there were not enough registers available to hold the necessary lives. Since at most 4 registers can be involved by any PDP-10 instruction, this error will not occur for $M>4$. We never used $M<6$.

### 4.6.4 Utilizing dormant periods

We now consider a way to take local behaviour of registers into account when computing the cost of running with a smaller register block. This is done by assuming that a register is dead whenever it has been dormam for some time $K$. If this assumption should be wrong, a time cost of one STORE, LOAD pair applies for each R-life prematurely terminated based on the assumption.

We can detect such dormant periods during the first stage of the analysis. Each time a

+ As when loading a register using the same register in the address calculation (MOVE RG,FLOP(RG)). If we had used a finer grain of time, as discussed in Section 4.2, this problem could have been avoided.
register is used, it is easily checked if its previous usage was more than K ago. If so, the present usage is processed as a load, and a "prematurely killed" counter is updated.

The effect of this trick is !nat a register will appear to be dead whenever it has a long dormant period. Hence during this apparently dead period, the number of live registers is reduced by one. Non overiapping R-lives of other registers, occurring within this period, can be accomodated in the apparently dead register at no cost beyond that of saving and restoring the dormam life once (i.e. one STORE LOAD pair). This cost is at most half of the cost of interleaving any two lives, and independent of how many other lives are accomodated in the dormant register. Since most R-lives are short, we would expect a considerable decrease of cost to be obtained this way. However, since each choice of $K$ requires a separate intermediate file, at least logically, and the simultaneity determination has to be done for each of these, it is a more costly analysis to apply.

An alternative approach is to use a hybrid method, - some reasonable $K$ is chosen for phase one, and the interleaving process is applied in phase 2. If the cost so obtained seems unreasonably high, a new analysis can be run using a smaller $K$.

Fer our experiments we used this hybrid method. Unless otherwise specified, $K$ was chosen to be 200 throughout all the experiments. The number of lives prematurely terminated by this assumption is tabulated in Figure 4-26. Note that if the same life has several dormant periods of length more than $K$, each non dormant period is counted as a life.

To see the effect of varying $K$, we performed some experiments with $K=100, K=60, K=40$ and $K=25$. For this purpose we chose programs that gave particularly high cost with $K=200$, in the hope that cost could be reduced this way. The programs chosen were the ALGOL versions of Ising, Hảvie and Crout, and the FORFOR version of Crout. For comparison we also included two programs where the analysis algorithm performed well, i. e. where the results for $K=200$ were regular and the costs low. These were the FORTEN versions of Havie and Crout. The results are displayed in Figure 4-27.

The overall trend of these results is that the upper bound of the cost can be reduced considerably by using a small $K$. However, there is a point where the cost from storing and restoring dormant lives becomes comparable to the cost of interlenving lives, and the total cost rises. This point is higher (larger $K$ ) the lower the cost of interleaving. We have at present no mechanical way of guessing what $K$ will be optimal for a given program without performing a series of experiments. By choosing $K$ as low as 25 , the cost of reducing the

FIGURE 4-25

Fraction of lives overlapping their successor

| Algorithm Vanguage | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Bairstow | 0.275 | 0.101 | 0.005 | 0.066 | 0.071 |
| Crout | 0.190 | 0.135 | 0.028 | 0.113 | 0.136 |
| Treesort | 0.155 | 0.103 | 0.050 | 0.002 | 0.097 |
| PERT | 0.199 | 0.030 | 0 | 0.066 | 0.341 |
| Hávie | 0.110 | 0.020 | 0.003 | 0.132 | 0.010 |
| Ising | 0.106 | - | 0.022 | 0.074 | 0.013 |
| Secant | - | - | - | 0.035 | 0.042 |
| Algorithm\Programmer | E | B | A | G | L |
| Aitken | 0 | 0 | 0.004 | 0.001 | 0.002 |
| Source progr. $C$ Compiler | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| Treesort | 0.038 | 0.020 | 0.002 | 0.044 | 0.003 |

Computed as: (number of overlaps)/(number of lives).

FIGURE 4-26

Lives prematurely terminated by 200 instructions dormancy rule

| Algorithm \language | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bairstow | 45 | 8 | 64 | 39 | 35 |
| Crout | 37 | 15 | 126 | 16 | 156 |
| Treesort | 14 | 1 | 579 | 2 | 461 |
| PERT | 35 | 3 | 5 | 11 | 8 |
| Håvie | 15 | 11 | 21 | 17 | 8 |
| lsing | 54 | - | 66 | 24 | 13 |
| Secant | - | - | - | 805 | 795 |
| Algorithm \Programmer | E | 8 | A | G | $\frac{1}{5}$ |
| Aitken | 63 | 63 | 72 | 99 | 135 |
| Source progr.\Compiler | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| Treesort | 489 | 141 | 799 | 2819 | 1035 |

register block was dramatically reduced for those programs where this cost previously was high. The increase in instruction count for reducing to 7 registers was in all cases but one brought below 207. We believe the cost for this program could be brought further down by using even lower $K$.

The cost obtained by any of these methods is an upper bound, hence we may safely assume ihe smallest of them to be a valid upper bound.

### 4.6.5 Summary

The maximal number of registers used simultaneously by any of our 41 subject programs is 15. For 17 programs it is 10 or less. 10 registers would suffice 907 of the time (instruction count) for all the programs, 987 of the time for 36 of them. 8 registers would suffice 907 of the time for 36 programs, $98 \%$ of the time for 29 programs.

BLISS programs use the fewest registers, BASIC programs also use few. Hence time efficient programs do not necessarily use many registers. ALGOL programs use most registers, but not more than maximally used by FORTRAN programs. The compilers use no more registers than the small programs, and the reduction cosis for the compilers are not significantly higher than for the small programs. Hence the size and complexity of the program has little influence on these results.

The results for the individual classes show that 907 . of the time 2 floating point accumulators would be sufficient for all the programs, 1 register with full fixpoint abilities would be sufficient except for the FORFOR version of Crout, and 5 registers with fixpoint addition and subtraction would suffice for all programs. Similarly, 7 registers without arithmetic capabilities and 9 indexing registers would be sufficient 907. of the time for all the programs.

All the above results are obtained on the assumption that a register is dead when it has been dormant for 200 instructions. Ou: experiments using a reduced such period indicate that lower results would be obtained that way.

If the register block were to be reduced to 8 registers, the increase iri instruction count would be less than 57 in 30 of the programs, less than 207 in 36 of them. Again the results

FIGURE 4-27

Relative increase 0 instruction count by interleaving $R$-lives as a function of $K$ and $M$, for selected subject programs.

| Algorithm | Maximal <br> dormancy | ALGOL <br> Ising | ALGGL <br> Havie | ALGOL <br> Crout | FORFOR <br> Crout | FORTEN <br> Crout | FORTEN <br> Havie |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Lives added | 200 | 54 | 15 | 37 | 16 | 156 | 8 |
| by dormancy | 100 | 417 | 65 | 320 | 224 | 324 | 29 |
| saving | 60 | 614 | 129 | 334 | 255 | 602 | 65 |
|  | 40 | 1055 | 1218 | 509 | 3692 | 611 | 108 |
|  | 25 | 5158 | 7663 | 5007 | 4931 | 2561 | 2299 |
| Dormancy part | 200 | 0.001 | 0.000 | 0.001 | 0.000 | 0.005 | 0.000 |
| of relative | 100 | 0.009 | 0.001 | 0.006 | 0.004 | 0.010 | 0.002 |
| increase | 60 | 0.013 | 0.002 | 0.006 | 0.005 | 0.019 | 0.004 |
|  | 40 | 0.023 | 0.014 | 0.009 | 0.067 | 0.019 | 0.006 |
|  | 25 | 0.113 | 0.091 | 0.087 | 0.090 | 0.081 | 0.126 |
| Total increase | 200 | 0.068 | 0.060 | 0.077 | 0.440 | 0.005 | 0.006 |
| for reduction | 100 | 0.048 | 0.054 | 0.009 | 0.402 | 0.001 | 0.004 |
| to 10 registers | 60 | 0.041 | 0.054 | 0.008 | 0.403 | 0.019 | 0.004 |
|  | 40 | 0.023 | 0.015 | 0.009 | 0.082 | 0.019 | 0.006 |
|  | 25 | 0.113 | 0.091 | 0.087 | 0.090 | 0.081 | 0.126 |
| Total increase | 200 | 0.438 | 0.575 | 0.385 | 0.757 | 0.011 | 0.045 |
| for reduction | 100 | 0.410 | 0.558 | 0.270 | 0.731 | 0.012 | 0.026 |
| to 8 registers | 60 | 0.349 | 0.556 | 0.269 | 0.732 | $0.0!9$ | 0.011 |
|  | 40 | 0.316 | 0.269 | 0.254 | 0.277 | 0.019 | 0.010 |
|  | 25 | 0.121 | 0.594 | 0.088 | 0.179 | 0.081 | 0.126 |
| Total increase | 200 | 0.993 | 0.734 | 0.773 | 1.046 | 0.086 | 0.072 |
| for reduction | 100 | 0.627 | 0.714 | 0.411 | 0.999 | 0.046 | 0.042 |
| to 7registers | 60 | 0.577 | 0.710 | 0.410 | 1.000 | 0.041 | 0.030 |
|  | 40 | 0.522 | 0.674 | 0.377 | 0.494 | 0.041 | 0.016 |
|  | 25 | 0.190 | 0.149 | 0.144 | 0.269 | 0.082 | 0.127 |

are based on maximal durmant periods of 200 instructions. Additional experiments, using 4 of the programs where reduction was most costly, show that by reducing this period to 25 instructions the costs were reducea from $44 \%, 587,38 \%$ and $76 \%$. $012 \%, 9.47,92$ and $18 \%$ respectively, for these 4 programs. We did not investigate if a further reduction to 20 or 15 would reduce the cost further.

The cost is particularly high for ALGOL prograrns. This is discussed in a footnote on page 74. FORFOR Crout also has a high cost, and its cost was the hardest to reduce by decreasing the maximal dormancy. For BLISS and BASIC programs the reduction was particularly cheap, less than $1 \%$ for each program, including the two compilers written in BLISS. The correlation between the two FORTRAN versions is not particularly good.

### 4.7 Utilities of values

The methods just described are aimed at esiabiishing the effect of reduring the register block, and our experiments indicate that the registers on the whole are not used very efficiently. However, there might be values in memory that could benefit by being kept in registers if the programmer or compiler had realized it. Hence it would be desirable to have a utility measure which indicates what values are most important, locally in time, at each point in the computation. Those values should be kept in registers which have the highest utility at that point in time. Further if values of high uility can not be held in registers, we have an indication that more registers should be included in the processor. The converse holds if only a few values have high utility.

Such a measure must give greatest importance to values used by the current instruction, less weight to values used further away in the instruction stream. The function $w(s)$ below is intended to express this. Furthermore to simplify computations, we might not want to consider all accesses to a value, only those within some interval of time containing the current instruction execution. This is expressed by the function i(s).

A class of such measures can be defined as follows: Define the utility of a value $V$ at time $t$ to be:

$$
P(V, t)=\int_{0}^{\infty} w(T-t) * i(T-t ; * u(V, T) d T
$$

where
w(s) is a weighting function
$i(s)$ is 1 in the interval considered, 0 elsewhere
$u(V, t)$ is 1 if $V$ was used by an instruction executed at time $t$, 0 otherwise.
$w(s)$ and $i(s)$ can be chosen freely to obtain different measures of utility, whereas $u(V, t)$ is a formalization of the trace. In choosing $w(s)$ and $i(s)$ one must take care that values used by the current instruction get a higher utility than any other, regardless of how much they are used in the surrounding interval.

It is reasonable to use the instruction count as the lime measure rather than the computed time. Some tentative choices for interval functions can then be classified as:
$[n, m]: i(s)=1$ for the interval containing the last $n$ and next $m$ uses of the value,
0 otherwise.
$(n, m): i(s)=1$ for the 'ast $n$ and next $m$ instructions, 0 otherwise.

Cine such measure could be defined as follows:
Lel $k$ be the next time value $V$ will be used, i.e.:
$u(V, T)=0$ for $T$ in $[t, k\rangle$,
$u(V, k)=1$ for $T=k$,
$u(V, k)$ is irrelevant otherwise.
Now let

$$
\begin{aligned}
& i(s)=0 \text { for } s<0(T<t) \\
& i(s)=1 \text { for } k \geq s \geq 0 \\
& i(s)=0 \text { for } s>k
\end{aligned}
$$

and let

$$
w(s)=1 /(|s|+1)
$$

[A. $P(V, I)$ is inversely related to the time until the value will next be used. This interval function is $[0,1]$. The same weighting function is naturally extended to any ( $n, m$ ) or [ $n, m$ ] interval.

It is obviously impractical to perform such a calculation for all memory locations at all times.

It is sufficient, however, to consider those locations that are "live" or "active" at each point in time. Detection of such active periods of memory locations ( $M$-lives) can be done in a way much similar to the detection of register lives. Some number $K$ must be selected as the maximal dormant period permitted within an M-life. This corresponds roughly to an interval function of type ( $K, K$ ). Since every location must be referenced at least every Kth instruct: $n$ in order to stay live, at most $K$ locations can be live simultaneously. A $K$ chosen for this purpose would hardly be larger than 256 . Hence the data space required for detection of M lives is definitely manageable. A hashing scheme must be used to access the tables of M-life data, rather thar the register address that was used for the R-life tables. Finally we must keep track of values that migrate from memory to registers and back.

An appropriate weighting function would probably take into account only future usages of the location. By using a lookahead of $K$ instructions, the utilities of the live memory locations could be calculated.

We did not do this, but propose it as a possible tool to use for assessing the utility of a larger register block, or to assess the optimal size of a register block assuming a future more intelligent compiler.

### 4.8 Register structure, Conclusions

We now conclude the presentation of our methods for register structures. We have shown how to detect register lives, how to find the number of simultaneous lives and how to find an upper bound on the rime cost incurred if the numiver of registers were to be reduced. Our results are summarized in sections 4.4.1, 4.51 and 4.6 .5 . On the whole, our experimental results seem to indicate that the time cost incurred by having oniy 8 generai registers on the PDP-10 would not be excessive. (This assumes that instruction word space was needed for other purposes).

This number depends, of course, on other architectural properties of the ISP. If the registers were specialized, or if base registers were introduced, a larger number of registers would be needec. This is clearly seen in the results of "lexander [AleW72], 4 or more registers in the IBM 360 were kept busy as base registers. On the other hanc, if the registers were removed from the address space and no register to register operations were introduced, memory would have to be used for temporaries, and fewer registers would be needed.

It should also be noted that the results for a reduced register block, though they are upper bounds in one sense, can not be attained unless the register allocation policy of the compilers is sufficiertly clever. In particular, dormant periods should be recognized, and no registers should be allocated to a fixed purpose.

Finally we point out that a reduction in the number of registers, or a specialization of them, is likely to imply a higher programming cost, since the programmer will have to spend more thought to how he allocates them.

On the whole, register usage is determined more by $\mathrm{t}^{\prime}$ unguage and its implementation than by the algorithm. This is not surprising, since the progiammer usually has no control over register usage. The observation is particularly true for languages that use a run time system, or otherwise impose a strorg regimen on the structure of their object code. Thus our ALGOL and BASIC programs distinguish themselves in most of the results in this chapter, whereas systematic register use by BLISS and FORTRAN is lacking.

We have also presented a method for classifying register lives with the object of assessing the need for generality of registers. Again our results indicate that register generality is not extremely beneficial to program efficiency, and that little would be lost if the PDP-10 had, say, 2 floating point accumulators, 2 fixed point accumulators and 8 index registers. However, the other motivations for general registers have not been invalidated.

## CHAPTER 5

## DATA TYPES AND OPERATORS

We now turn to the data types of the processor, and the operators to manipulate data of these types. We look at two problems:
a) How to detect types and operators that are in the ISP, but are not sufficiently used to justify their inclusion. This is done by frequency counts and various derivatives thereof, as described in Section 5.1.
b) How to detect data types and cperators that are not in the ISP, but could be included at a benefit. This problem may be approached by studying instruction sequences and operand values. We discuss this in Section 5.2 through Section 5.5.

Again, we will be mostly concerned with the time cost. Most of the methods described in this section also apply to contrcl operators and in part to address calculation methods, as will be further discussed in Chapter 6 and Chapter 7. As an introduction we give some general comments on data types and the associated costs.

A data type is an interpretation rule which assigns meaning to the contents of one (or more) word(s), or parts of words. A data type is present in a computer if there are instructions that manipulate it. We list some commonly occuring data types and in some cases the associated operations or other characteristics.

Word (LOAD, STORE)
Arithmetic (Test of magnitude or sign)
Integer (Single, multiple or variable length)
Floating point (Single, multiple or variable length)
Address (LOAD, STORE)
Bit (Test, set)
Bit vector (One word, logical and other operators)
Character (Including 8 -bit bytes as in the IBM 360 etc.)
Character string
Bute (Variable-length bit string ur field)
By 12 string

Byte pointer (Generalized address)
Word vector
Vector
Matrix
Array
List
Stack
Stack poirter Instruction (Execution)

This list is not exhaustive, and the types listed are neither weil defined nor disjoint. Some exist only for transfer purposes, the data operations being subsumed under some other type. Some are generalizations of others, i.e. the PDP-10 byte and byte pointer types generalize all partial word transfer operations (Address, bit, character, characte; string etc). The variable length arithmetic types will usually only exist on character or decimal based machines, i.e. business oriented machines.

The cost of including a data type in an ISP has several components:
Consumption of space for the opcodes in the instruction word.
Cost of hardware to implement it.
Possibly longer time to decode the whole instruction set.
A data type included in the ISP should be used sufficiently to warrant these costs, as discussed in Section 5.1.

On the other hand, a data type or some of its operators might not be present in the ISP although it is much needed in applications. This usually means that the necessary data structures and operators have to be implemented (interpreted) in terms of the existing data types and their operators. The cost shows up as:

Increased execution time
Increased space for program
Increased time for programming
Possibly increased space for data
Less readable programs, implying an increased programming cost.
This is discussed further in Section 5.2 through Section 5.4.

A missing but desirable data type might also be a variant of an existing type where the existing type is used instead. Examples of such types might be short integers ${ }^{\dagger}$ or Booleans (i.e. true/false valued). Since such types are simulated by existing onest ${ }^{\text {th }}$, their desirability does not manifest itself as an instruction sequence. The costs of not having such data types are:

Space cost of unnecessarily occupied memory.
Time cost of using the slower instructions.
We diecuss this further in Section 5.5.

### 5.1 Frequency counts

The obvious way to expose infrequently used data types and operators is to accumulate the number of executions of each instruction. This table of execution counts, the instruction frequency table or IFT, is another compact data base which may be stored and used at a later time to obtain additional information. For a given ISP, the IFT has a constant size, hardly more than 512 words for any ISP.

Once it is built, the IFT can be printed out sorted by opcode, frequency of execution, or time spent executing each instruction. From this we can immediately see which operators are little used and might be candidates for omission. Similarly, instructions and instruction groups where the fraction of time spent is significantly larger than the fraction of instruction executions, are possible candidates for improved implementation. A variant of the IFT (see below) is presented in Appendix D. In Figure 5-1 we tabulate the number of different opcodes used by each subject program, and in Figure 5-2 we tabuiate how many different opcodes account for 757, 907 and 99\% of the executed instructions for each subject program.

Clearly one can not omit instructions from the ISP on the strength of their non usage by one program. Hence it is necessary to build IFTs that are the sum of IFTs for individual programs. Summation can be over the whole subject set, or a subset thereot. When computing such IFTs, the data for each program should probably be normalized to account for the different program lengths, and also possibly weighed to account for the importance of each subject program. We call such an IFT a SWIFI (Summed Weighed IFT).

+ Partword loads and stores with fullword arithmetic is not in general sufficient because of conventions for representing negative numbers, and overflow warnings. ${ }^{\text {t+ }}$ Fullword integers and bit vectors for short integers and Booleans.

Another form of summed IFTs is the SNIFI (Summed Normalized IFT); A SNIFT is reproduced in Appendix $D$, including the printouts corted by instruction count and computed time, as well as the FGR function. It was computed by' normalizing each subject program to one executed instruction, summing the resulting IFTs, and renormalizing to 1 million. This permitted the use of our existing program, using integer arithmetic, but caused a few rounding errors in the type conversions. Hence the total counts given by the program are sometimes a few instructions off the exact million. By scaling to a round number, the individual results are easily interpreted as fractions. The FGR function and other results from this total SNIFT, and the SNIFTs for the compiler set and the numeric and nonnumeric sets, are given at the bottom of the respective tables in this section. Since we did not weigh our programs, some instructions, particularly unrounded arithmetic, which are frequent in some special contexts in our short programs, received counts that seem unreasonably high.

FIGURE 5-1
Number of different opcodes used by subject set.

| Algorithm \language | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bairstow | 112 | 126 | 88 | 151 | 154 |
| Crout | 104 | 109 | 52 | 87 | 94 |
| Treesort | 100 | 95 | 33 | 58 | 73 |
| PERT | 109 | 109 | 60 | 126 | 129 |
| Håve | 113 | 122 | 85 | 140 | 145 |
| lsing | 104 | - | 44 | 121 | 125 |
| Secant | - | - | - | 149 | 152 |
| Algorithm \Programmer | E | 8 | A | G | L |
| Aitken | 49 | 51 | 50 | 52 | 52 |
| Source progr.\Compiler | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| Treesort | 158 | 129 | 130 | 153 | 162 |
| Total subject set: |  | Compiler set: Nonnumeric set: |  | 227 |  |
| Numeric set: |  |  |  | 211 |  |

FIGURE 5-2
Number of opcodes accounting for 75\%, $90 \%$ and $99 \%$ of the executed instructions

| Algorithm \/anguage |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bairstow | 75\% | 15 | 14 | 16 | 25 | 24 |
|  | 907. | 37 | 19 | 31 | 55 | 53 |
|  | $99 \%$ | 77 | 49 | 66 | 112 | 111 |
| Crout | 75\% | 22 | 13 | 7 | 11 | 12 |
|  | 907. | 34 | 19 | 14 | 21 | 19 |
|  | 99\% | 60 | 39 | 28 | 47 | 37 |
| Treesort | 75\% | 5 | 14 | 5 | 5 | 6 |
|  | 90\% | 8 | 19 | 8 | 8 | 9 |
|  | 997 | 28 | 30 | 21 | 21 | 24 |
| PERT | 75\% | 18 | 13 | 9 | 9 | 9 |
|  | 907 | 37 | 18 | 18 | 19 | 21 |
|  | $99 \%$ | 63 | 39 | 41 | 66 | 69 |
| Håvie | 75\% | 28 | 19 | 18 | 18 | 18 |
|  | 90\% | 42 | 34 | 26 | 23 | 23 |
|  | 997. | 57 | 55 | 61 | 74 | 82 |
| Ising | $75 \%$ | 22 | - | 8 | 9 | 9 |
|  | 907. | 35 | - | 15 | 19 | 23 |
|  | 99\% | 58 | - | 33 | 61 | 75 |
| Secant | $75 \%$ | - | - | - | 8 | 8 |
|  | $90 \%$ | - | - | - | 20 | 17 |
|  | 997. | - | - | - | 55 | 56 |
| Algorithm \Programmer Aitken |  | E | B | A | G | L |
|  | $75 \%$ | 11 | 12 | 10 | 8 | 7 |
|  | 907. | 21 | 22 | 18 | 14 | 12 |
|  | $99 \%$ | 37 | 40 | 38 | 35 | 34 |
| Source progr. Compiler Treesort |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
|  | $75 \%$ | 26 | 22 | 15 | 20 | 18 |
|  | $90 \%$ | 49 | 39 | 30 | 40 | 35 |
|  | 997 | 94 | 80 | 63 | 81 | 74 |
| Total subject set: <br> Compiler set: <br> Numeric set: <br> Nonnumeric set: |  | \% |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |

For some of the above results, as for the computed time in general, individual instruction execution times are needed. They can be taken from the manual of the processor in question or other avaiiable sources. In some cases assumptions have to be made about the average properties of the operands. These assumptions may have critical importance in the case of variable length operands (including bytes) but should otherwise be of little consequence by the law of large numbers. If variable length operands are common, this source of error may be reduced by including in the trace sufficient information that the correct execution time can be computed during analysis.

Except for the possible deperdence of instruction times on operands, tracing is too powerful a tool to obtain the IFT. A counter in each straight line piece of code in the subject program plus the necessary data on each such piece, or jump tracing, would be sufficient. Tracing does, however, have the advantage of general applicability as discussed in Chapter 1.

We now discuss some further measures computed from the IFT.

### 5.1.1 Instruction classification - Mixes

In order to better see the relation of the instruction executions to the data types and other programming structures, we may group our instructions into classes and print the distributions of instruction counts or computed time over the classes. The classification may be by data type, control function or other properties. In some cases several data types may be grouped into one class; in other cases a data type may be split into several classes etc., depending on the questions to be asked. This may be viewed as mapping the instruction set into a generalized and smaller instruction set.

Two such classes were used in our work. One of these was devised by Gibson [GibJ70] in 1959, and used to obtain the well known Gibson mix. It has later been modified to fit more modern computers by Gonter [GonR69] and the present author. This classification was intended mostly for comparison of the internal processing power of different central processors. Another classification, The Program Structure classification (or PS classification), was developed by the present author. It is intended to reflect the control operators of a program in a better way than does the Gibson classification. The definitions of these
classifications are given briefly in Figure 5-3 and Figure 5-4. For the full definition of the Gibson classification we refer to the papers by Gibsun and Gonter.

We use the term distribution (Gibson distribution, PS distribution) to denote the observed distributions for any (set of) program(s). By a mix we mean the observed distribution for a set of programs believed to be representative of some actual workload (i.e. The Gibson mix [GibJ70], the UMASS mix [GonR69] etc.).

A classification is easily described by a table with one eritry for each instruction in a standard format, and with some further entries describing the number of classes etc., and giving their print names. This table can be interpreted by the program computing (and printing) the distribution over the classes and the same program can be used for all distributions.

The original Gibson mix for the IBM 650 and 704, the UMASS mix for th: CUC 3600, and the Gibson distribution for our subject set from the PDP-10, are reproauced in Figure 5-3. Our program structure distribution for the subject set and its subsets is given in Figure 5-4. When studying such distributions one should keep in mind that the number of instructions in each class is not the same. Hence a class of a few instructions averagely used may have a low count compared to a class of many instructions that are little used.

### 5.1.2 The FGR function and similar measures

The most striking observation from a quick glance at an IFT is that a small number of instructions account for a large fraction of the executed instructions. An abbreviated form of our results is displayed in Figure 5-1 and rigure 5-2. This suggests that one might reduce the instruction set and set of data types at a low cost. Foster et. al. [FosC71a] have propo ed two measures related to this, they were both defined in Section 14 , but we repeat the definitions here.

One of their measures is the information-theoretic measure of information content:

$$
1=-\sum_{i=1}^{T} p_{1} * \log 2\left(p_{1}\right)
$$

where
$p_{i}$ is the probability of using the $i^{\prime}$ th opcode
$T$ is the total number of different opcodes $\log 2$ is the logarithm base 2

Their other measure is a function computed as follows: Order the operation codes by frequency of occurrence. The i'th opcode in this ordering occurs $C_{i}$ times, i.e. $C_{i} \geq C_{i+1}$ for 1 $\leq i \leq P-1$, where $P$ is the total number of instructions in the sample. The FGR function is then defined as:

$$
\operatorname{FGR}(N)=1-1 / P \sum_{i=1}^{N} C_{i}
$$

$\operatorname{FGR}(N)$ is that fraction of the instructions which would have to be interpreted, were the instruction set reduced to the N most frequent instructions. However, the function does not guarantee that the implied recoding is possible or feasible.

Both of these measures are easily computed from the IFT. They may be computed based on the number of executions of each instruction, i.e. using the instruction count, or based on the time spent executing each instruction, i.e. using the comp'sed time. The exact instructions "removed" depend, of course, upon this choice. In the latter case, $\mathrm{C}_{\text {; }}$ should be the time used by the i'th instruction when the instructions are ordered by the time spent executing them. Both the information-theoretic measure and the FGR function may also be computed from static data, and will then measure cost of representation rather than cost of execution.

We have computed the information-theoretic measure with respect to both instruction count and computed time. Although the practical value of these measures is small, they give some irdication of the overall utilisation of the instruction set. The results are tabulated in Figure 5-5.

A much better measure is the FGR function, which gives an estimate of the time cost incurred by reducing the instruction set. We compute this based on instruction count, and with a simple extension. Assuming that each of the omitted :nstructions can be recoded in terms of $K$ of the $N$ remaining instructions, one may easily compute the relative increase in instruction count. If the instructions used for the recoding are of average time, the relative increase in computed time will be the same as that in instruction count. The increase in space cost has to be found by static methods, the FGR function computed using static instruction counts gives the fraction of written instructions that have to be rewritten.

In Figure 5-6 we tabulate the extended FGR function for $N=64, N=48$ and $N=32$, assuming a recoding factor $(K)$ of 4 , i.e. on the average 4 instructions needed to interpret each omitted instruction. This factor is the most significant source of error and is very hard to estimate, since many of the infrequently executed instructions are such that would require many other instructions to mimic exactly, but they are used where minimal changes of a larger context would get the intended operation done at no or very little extra cost. Hence the choice of $K$ should be based on which instructions are candidates for omission. If, for instance, the floating point instructions are in danger, a factor of 4 will certainly be too low.

Ideally one would want to compute these costs using actual recodings of each omitted instruction. This might also give some information on the possible increase in space cost for data. This process is, however, not easily mechanized. Manual recoding is time consuming, since for each $N$ considered one must code the missing instructions in the most optimal way using the $N$ remaining instructions. Possibly the data representation must also be reevaluated each time. The recoding may also depend on space and time constraints for the particular application.

To properly see the costs of removing data types, results similar to those from the FGR function should be computed by removing all instructions relevant to a data type rather than the least frequently used ones. The results of such a calculation can usually be predicted well by a glance at the Gibson or PS distribution in question. Also, we believe it may be more relevant in many cases to omit certain of the operations of the data type rather than the whole type.

### 5.1.3 Summary of frequency results

Our experimerital results indicate that a small number of instructions, at most 28, account for 75\% of the executed instructions for any one of our subject programs, and that 112 instructions suffice for 997. of the instruction execulions for any one program. No program used more than 162 instructions. Assuming a recoding factor of 4,30 of the 41 programs could be run on a processor with 64 instructions at an increase of less than 57 , in the number of instruction executions. For 18 of the programs this increase is less than 27 , but in 3 cases it runs as high as 207. to 307. (ALFOL, FORTEN Bairstow, FORFOR Bairstow).

The situation changes somewhat when we consider the need of the whole subject set. Based

FIGURE 5-3

The modified Gibson classification.
Percentage of executed instructions in the Gibson classes.
Percentage of time included for our subject set.

| Machine: | 650/704 | 5600 |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Class | Gibsons results | UMASS results | Our results |  |
|  |  |  | Icount | Time |
| Load, store | 31.2 | 30.0 | 42.4 | 35.6 |
| Fixpoirt add subtract | 6.1 | 1.2 | 12.4 | 10.2 |
| Compares | 3.8 | 1.2 | - | - |
| Branches | 16.6 | 38.3 | 28.2 | 19.0 |
| Floating add subtract | 6.9 | 0.5 | 4.9 | 8.5 |
| Floatirg multiply | 3.8 | 0.5 | 2.6 | 8.7 |
| Floating divide | 1.5 | 0.2 | 1.1 | 4.9 |
| Fixpoint multiply | 0.6 | 0.1 | 1.1 | 3.2 |
| Fixpoint divide | 0.2 | 0.1 | 0.5 | 2.4 |
| Shifting | 4.4 | 2.2 | 3.9 | 5.3 |
| Logical | 1.6 | 0.5 | 1.0 | 0.6 |
| Miscellaneous | 5.3 | 0.0 | 1.5 | 1.7 |
| Indexing | 18.0 | 13.4 | - | - |
| Fullword | - | 6.9 | - | $0 \cdot$ |
| I/O control | - | 0.0 | 0.1 | 0.0 |
| Inter reg. transfer | - | 5.0 | 0 | 0 |
| Monitor communic. | - | - | 0.0 | 0.0 |
| User UUOs | - | - | 0.3 | 0.0 |

The classes are not equally applicable to all ISPs, as indicated by dashes. This applies in particular to index register instructions.

In Gibsons original classification, use of indexing was counted as an extra instruction in the "Indexing" class; the "Compare" class consisted of the 3 way skips in the 704.

In the UMASS version of the Gibson classification, the "Compares" class consists of all the vector search operations, "Indexing" is all the index register instructions, "Fullword" is all the 48 bit instructions. The "Inter register transfer" class also includes other instructions that only manipulate processor state.

Gibsons results were obtained using mostly scientific programs, but some business data processing programs, coded in unspecified languages.

The UMASS results were oblained using assembly and FORTRAN coded programs, including $\therefore$ \& FORTRAN compiler and the assembler.

FIGURE 5-4

The program structure distribution, part 1.
Percentage of instruction executions in each class for the total subject set and its subsets.

| Class | Compilers | Nonnumeric | Numeric | Total |
| :--- | ---: | ---: | ---: | ---: |
| Word to acc. | 10.5 | 24.2 | 19.7 | 20.1 |
| Word to memory | 4.6 | 9.4 | 7.2 | 7.6 |
| Immediate to acc. | 3.4 | 4.5 | 4.1 | 4.1 |
| Set to acc. | 1.3 | 0.4 | 0.3 | 0.4 |
| Set to memory | 1.2 | 0.2 | 0.5 | 0.5 |
| Partword to acc. | 10.8 | 4.0 | 3.2 | 4.4 |
| Acc. to partword | 2.4 | 0.5 | 0.7 | 0.9 |
| Block move | 0.2 | 0.0 | 0.1 | 0.0 |
| Set bits | 0.9 | 0.6 | 0.8 | 0.7 |
| Add or sub. 1 | 1.6 | 1.8 | 1.6 | 1.7 |
| Fixp. add sub. | 5.3 | 14.5 | 9.7 | 10.8 |
| Fixp. mul. div. | 0.4 | 1.2 | 2.1 | 1.6 |
| Floatisg arith. | 0.0 | 1.4 | 15.1 | 8.6 |
| Shifts | 1.0 | 4.6 | 4.1 | 3.9 |
| Logic | 2.1 | 0.7 | 0.9 | 1.0 |
| I/O transfer | 0.0 | 0.1 | 0.1 | 0.1 |
| l/O administr. | 0.0 | 0.0 | 0.0 | 0.0 |
| Other monitor comm. | 0.0 | 0.0 | 0.0 | 0.0 |
| User UUO | 0 | 0.5 | 0.3 | 0.3 |
| Subr. jumps | 5.1 | 2.5 | 2.7 | 2.9 |
| Subr. returns | 3.9 | 2.2 | 2.2 | 2.4 |
| Stackptr. manip. | 5.5 | 3.3 | 4.9 | 4.4 |
| Test acc. vs. immediate | 7.7 | 1.7 | 1.0 | 2.1 |
| Test acc. vs. 0 | 2.5 | 1.8 | 2.1 | 2.0 |
| Test acc. vs. memory | 3.0 | 4.9 | 4.5 | 4.5 |
| Test memory vs. | 2.3 | 1.7 | 0.9 | 1.3 |
| Bit tests | 7.4 | 1.2 | 1.4 | 2.0 |
| Status tests | 0.1 | 0.0 | 0.4 | 0.2 |
| Loop jurns | 3.9 | 3.3 | 3.6 | 3.6 |
| Uncond. jumps | 12.7 | 8.2 | 5.8 | 7.4 |
| No-ops | 0.0 | 0.0 | 0.0 | 0.0 |
| Executes | 0.3 | 0.8 | 0.4 | 0.5 |
| Miscellaneous | 0.2 | 0.0 | 0.0 | 0.0 |
| Ti a |  |  |  |  |

The "Set to acc." and "Set to mem." classes load their destination with all zeroes or all ones. The "Set bits" group set individual bits in a word.

The program structure distribution, part 2.
Percentage of computed time in each class; for the total subject set and its subsets.

|  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
| Class | Compilers | Nonnumeric | Numeric | Total |
| Word to acc. | 9.4 | 22.1 | 13.1 | 15.3 |
| Word to memory | 4.4 | 0.1 | 5.1 | 6.1 |
| Immediate to acc. | 1.8 | 2.5 | 1.7 | 1.9 |
| Set to acc. | 0.7 | 0.2 | 0.1 | 0.2 |
| Set to memory | 1.1 | 0.2 | 0.3 | 0.3 |
| Partword to acc. | 17.2 | 4.7 | 2.8 | 4.8 |
| Acc. to partword | 5.4 | 0.8 | 0.8 | 1.3 |
| Block move | 2.9 | 0.5 | 0.6 | 0.8 |
| Set bits | 0.6 | 0.4 | 0.4 | 0.5 |
| Add or sub. 1 | 1.7 | 1.9 | 1.1 | 1.4 |
| Fixp. add sub. | 5.1 | 14.4 | 6.8 | 8.8 |
| Fixp. mul. div. | 1.5 | 7.2 | 5.5 | 5.6 |
| Floating arith. | 0.1 | 3.4 | 3.5 | 2.5 |
| Shifts | 1.0 | 4.5 | 6.5 | 5.4 |
| Logic | 1.8 | 0.5 | 0.5 | 0.6 |
| I/O transfer | 0.0 | 0.0 | 0.0 | 0.0 |
| I/O administr. | 0.0 | 0.0 | 0.0 | 0.0 |
| Other monitor comm. | 0.0 | 0.0 | 0.0 | 0.0 |
| User UUO | 0 | 0.0 | 0.0 | 0.0 |
| Subr. jumps | 5.1 | 2.6 | 2.0 | 2.5 |
| Subr. returns | 4.6 | 2.6 | 1.9 | 2.4 |
| Stackptr. manip. | 8.2 | 5.1 | 5.4 | 5.6 |
| Test acc. vs. immediate | 5.0 | 1.1 | 0.5 | 1.1 |
| Test acc. vs. 0 | 1.6 | 1.2 | 1.0 | 1.1 |
| Test acc. vs. memory | 3.0 | 5.0 | 3.4 | 3.8 |
| Test memory vs. 0 | 2.2 | 1.6 | 0.6 | 1.1 |
| Bit tests | 5.3 | 0.1 | 0.8 | 1.3 |
| Status tests | 0.0 | 0.0 | 0.2 | 0.1 |
| Loop jumps | 2.9 | 2.4 | 1.8 | 2.1 |
| Uncond. jumps | 7.1 | 4.6 | 2.4 | 3.5 |
| No-ops | 0.0 | 0.0 | 0.0 | 0.0 |
| Executes | 0.1 | 0.4 | 0.2 | 0.2 |
| Miscellaneous | 0.2 | 0.0 | 0.0 | 0.0 |
|  |  |  |  |  |

FIGURE 5-5
Information theoretical measure of opcode utilization. Computed based on instruction count (IC) and computed time (CT)

Theoretical maximum (all opcodes equally probable) is 8.7245

| Algorithm language Bairstow |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | IC | 4.64 | 4.49 | 4.85 | 5.38 | 5.37 |
|  | CT | 4.52 | 4.63 | 4.65 | 5.00 | 4.83 |
| Crout | IC | 5.10 | 4.44 | 3.75 | 4.46 | 4.36 |
|  | CT | 5.15 | 4.51 | 3.67 | 4.46 | 4.39 |
| Treesort | IC | 3.21 | 4.40 | 3.17 | 2.93 | 3.36 |
|  | CT | 3.03 | 4.51 | 3.16 | 2.94 | 2.95 |
| PERT | IC | 4.91 | 4.39 | 3.93 | 4.13 | 4.14 |
|  | CT | 4.89 | 4.46 | 3.98 | 4.21 | 4.24 |
| Hảvie | IC | 5.46 | 4.89 | 4.94 | 4.86 | 4.91 |
|  | CT | 5.36 | 4.85 | 4.66 | 4.34 | 4.31 |
| Ising | IC | 5.19 | - | 3.88 | 4.18 | 4.30 |
|  | CT | 5.19 | - | 3.77 | 4.29 | 4.42 |
| Secant | IC | - | - | - | 4.08 | 4.04 |
|  | CT | - | - | - | 4.08 | 3.95 |


| Algorithm \Programmer |  | E | B | A | G | L |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Aitken | IC | 4.26 | 4.27 | 4.09 | 3.76 | 3.66 |
|  | CT | 4.02 | 3.97 | 4.12 | 3.99 | 3.94 |
| Source progr. $C$ Compiler |  |  | ALGOL | BASIC | BLISS | FORFOR |
| Treesort | IC | 5.44 | 5.37 | 4.84 | 5.20 | 5.01 |
|  | CT | 5.48 | 5.20 | 4.73 | 5.29 | 5.08 |


|  |  |  |
| :--- | :---: | :---: |
| Total subject set: | 5.48 | CT |
| Compiler set: | 5.62 | 5.62 |
| Numeric set: | 5.50 | 5.44 |
| Nonnumeric set: | 4.81 | 4.92 |

FIGURE 5-6
The extended FGR funclion.
Relative increase in instruction count by reducing the instruction set to 64,48 or 32 instructions, using a recoding factor of 4.

| Aigorithm \language |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bairstow | 64 | 0.092 | 0.021 | 0.043 | 0.294 | 0.268 |
|  | 48 | 0.225 | 0.042 | 0.140 | 0.496 | 0.461 |
|  | 32 | 0.483 | 0.094 | 0.360 | 0.792 | 0.755 |
| Crout | 64 | 0.022 | 0.006 | 0 | 0.006 | 0.005 |
|  | 48 | 0.137 | 0.016 | 0.001 | 0.032 | 0.017 |
|  | 32 | 0.447 | 0.081 | 0.023 | 0.174 | 0.093 |
| Treesort | 64 | 0.003 | 0.001 | 0 | 0 | 0.000 |
|  | 48 | 0.006 | 0.004 | 0 | 0.000 | 0.002 |
|  | 32 | 0.026 | 0.018 | 0.000 | 0.003 | 0.007 |
| PER ${ }^{\text {T }}$ | 64 | 0.027 | 0.004 | 0 | 0.042 | 0.051 |
|  | 48 | 0.184 | 0.019 | 0.012 | 0.081 | 0103 |
|  | 32 | 0.249 | 0.069 | 0.098 | 0.167 | 0.203 |
| Håvie | 64 | 0.018 | 0.024 | 0.029 | 0.059 | 0.077 |
|  | 48 | 0.222 | 0.060 | 0.010 | 0.115 | 0.128 |
|  | 32 | 0.750 | 0.454 | 0.235 | 0.216 | 0.224 |
| Ising | 64 | 0.020 | - | 0 | 0.035 | 0.078 |
|  | 48 | 0.100 | - | 0 | 0.073 | 0.163 |
|  | 32 | 0.476 | - | 0.041 | 0.157 | 0.288 |
| Secant | 64 | - | - | - | 0.024 | 0.026 |
|  | 48 | - | - | - | 0.060 | 0.058 |
|  | 32 | - | - | - | 0.184 | 0.160 |
| {Algorithm \( |  |  |  |  |  |  |
|  |  | E | B | A | G | L |
|  | 64 | 0 | 0 | 0 | 0 | 0 |
|  | 48 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
|  | 32 | 0.128 | 0.162 | 0.109 | 0.052 | 0.050 |
| Source progr. Compiler Treesort |  | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
|  | 64 | 0.210 | 0.109 | 0.036 | 0.101 | 0.073 |
|  | 48 | 0.406 | 0.253 | 0.121 | 0.273 | 0.197 |
|  | 32 | 0.779 | 0.565 | 0.341 | 0.579 | 0.463 |
| Total subject set: <br> Compiler set: <br> Numeric set: <br> Nonnumeric set: |  | 28 | 64 | 48 | 32 |  |
|  |  |  | 0.422 | 0.631 | 0.926 |  |
|  |  |  | 0.271 | 0.462 | 0.807 |  |
|  |  |  | 0.352 | 0.574 | 0.883 |  |
|  |  |  | 0.199 | 0.342 | 0.585 |  |

on the SNIFT, the total number of instructions used is 274.29 of these are sufficient to account for $75 \%$ of the instruction executions, 133 of them cover 997. of the instruction executions. The increase in time cost for recoding in a 64 instruction set is $42.2 \%$. This recoding cost is well above the highest costs for individual subject programs. This shows that altough each individual program uses only a small set of instructions, this set is not the same for all the programs. Recoding into an 128 instruction set would increase the time by 5.6\%.

The results vary systematically with algorithm and language. BLISS programs generally use fewest opcodes, and have the lowest recoding cost. This may in part be due to the total lack of run time system in BLISS (no I/O initialization or timing unless explisitly requested). BLISS programs are also as fast as, or faster than, the other programs for the same algorithm. Except for Bairstow, ALGOL programs have the highest recoding cost for a 32 instruction set but the FORTRAN programs, except for Crout, are the most expensive to recode in a 64 instruction set. The recoding cost of SEC is comparatively low, whereas it is consistently high for the compilers, though not higher than for several of the short programs. Treesort has the lowest recoding cost in all languages, Bairstow has the highest, except in BASIC. Hence there seems to be a correlation between the recoding cost and the size and complexity of the program. This is as one would expect. The difference between the results from the two FORTRAN versions seems significantly less than the difference between the results for the different languages.

When removing an instruction from an existing ISP, one should not only consider its frequency of usage, but also the ease of coding it in the remaining instruction set, and the degree of system in the allocation of opcodes. A break in such a system may cause increased programming cost. This is particularly true for the PDP-10, which has a very systematic instruction set.

The restricted selection of our subject set, and our use of SNIFTs instead of SWIFTs, casts some doubt on our conclusions about the necessity of individual instructions in the PDP-10. in particular, since all programs weigh equally, instructions used in special contexts in one of the small programs will get high representations in the SNIFT. Furthermore, the omission of l/O from the small algorithms leaves a timeconsuming and specialized aspect of most programs uninvestigated. We do, however, give some indications based on the SNIFT, which intuitively seem relatively independent of these deficiencies.

Large sections of the logic instructions (only 6 out of 64 are used significantly), the bit test instructions ( 9 of 64) and the halfword instructions could be removed. The systematic allocation of opcodes would not be unduly broken, and few instructions would need interpretation. There are also unused sections of the loop control group and the arithmetic group.

The UUOs are particularly little used. Their number could probably be reduced to 7 ( 3 user +4 monitor) or $15(3+12)$ by encoding information about function in the address field or in a control block. UUOs are further discussed in Section 6.1, where the time cost of using them is shown to be high relative to using routine call instructions.

Finaily there are many no-ops and duplicate instructions. Removal of these would, however, break the systematic allocation of operations.

These remarks indicate that these results depend more on the algorithms than did those for registers. Hence a subject set should be chosen to cover the application area in the widest possible way. It should further contain as wide as possible a range of programming constructs. Commonly used languages should also be well represented. Finally ciis should not put too much significance into the results from one or a few analyses, particularly not from a small program.

We finally point out that the Gitsun and program structure distributions (Figure 5-3 and Figure 5-4) indicate that there is also a great deal of commonality between the results from the different programs, and also between different ISPs.

### 5.2 Collection of instruction sequences

We now turn to the problem of delecting data types and operators that might be added to the ISP with benefit, and which represent data operations genuinely different from the existing ones. As previously noted, one way of detecting such operators may be by observing frequently occurring sequences of instructions, viz. those sequences used to perform the data operations, representing encodings of the missing instructions in terms of the existing instruction set.

### 5.2.1 The program

We first describe our method for detecting frequently occurring sequences of instructions. The major problems are due to the need for space and time efficiency in the analysis program. This is clearly demonstrated by a glance at the intermediate results of a large analysis ${ }^{\text {t }}: 1600$ different pairs were found by our program ${ }^{\text {th }}$. If ill of these were to be extended to triples, quadruples etc., data space and processing time requirements would soon become prohibitive. Hence some methods are needed to detect and omit insignificant sequences.

The data structure where the information is collected is essentially a forest of binary trees [KnuD69], each node represents a sequence, and each root corresponds to the first instruction of the sequences represented in its tree. By a level (or level $L$ ) we mean all nodes representing sequences of a given length $L$. The leader of a sequence of length $L$ is the $L-1$ first instructions in it. Its trailer is its $L-1$ last instructions. The descendants of each node are:
a) The extension, i.e. the first of the nodes on the next higher level, representing an extension of the sequence represented by this node.
b) The next, i.e. the next node on the same level having the same leader.

To facilitate pruning, as described below, we also chain all nodes on the same level, and in order that we may reconstruct the sequence represented by a node, each node has a back pointer to the node representing its leader. Finally each node contains the last opcode of the sequence it represents, the occurrence count for that sequence, and its length (i.e. the leval number of the node).

For efficiency reasons we do not pack, the nodes, hence 7 words are needed for each ${ }^{\text {t+4 }}$. 2000 nodes were sufficient for the analysis of all the subject programs except FORTEN. About 2100 nodes were needed for the first pass of that analysis, the 1600 mentioned on page 103 plus 512 for level 1 .

[^14]To keep the forest of limited acreage, we use a multi pass algorithm. The first pass accumulates the pairs, each subsequent pass extends the sequences by one instruction, thus adding one lcuel to the forest. After each pass the forest is pruned. The pruning not only discards insignificant sequences, but also attempts to recognize closed loops, several representations of the same sequence, etc. If significant sequences remain after pruning, a new pass will be performed.

This continues until either all sequences on the top level are pruned or until a predetermined lovel (read as data) is reached. In the latter case, the user of the progran may decide after each pass whether to continue. His decision is based on a few simple data typed as each pass is completed. Furthermore the current version of our program saves status after each pass and is easily restarted if inspection of the output indicates that longer sequences would be of interest, or in case of machine breakdown.

Maximal program capacity is sequences of length 20. This limit was arbitrarily set since we believed that sequances of this length neither would be found, nor would be of interest. This turned out to be only partly true. Using the pruning algorithm outlined below, and cutting each tree at the root when all its nodes at the top level are deleted, the algorithm is not prohibitively expensive ${ }^{\text {t }}$. Hence in the experiments we used a typed in limit of 20. About half of the analyses reached this level, all of them reached level 10.

After about the tenth pass of our algorithm very few sequences remain, hence each could probably be extended by 5 or more in each pass without undue consumption of space. Thi; would make the method significantly faster, and permit the analysis to run until all sequenc as terminated "naturally". It would, however, require some $r \in$ programming

At the end of the run the counts of shorter sequences are reduced to account for the extension of these sequences into longer significant sequences. That is: starting at the top level we visit each sequence in turn: and generate all its subsequences. For each such subsequence we reduce its count by the count of the main sequence. Hence the final count for each sequence reflects the unextendable fraction of the total numbe of occurrences of this sequence. The computed time for each occurence of the sequence is easily obtained, as are the fractions of the total insiruction count and computed time consumed by all occurrences of the sequence.
+With approximately 100000 instructions traced, (suhject program FORTEN Treesort), the run time was approximately 35 min . for sequences of length up to 20 . Probably this could be reduced considerably by coding the tree lookup routine in assembly code.

### 5.2.2 The pruning heuristics

The results presented in Section 5.3 were obtained using the following pruning algorithm: After each level is built, each of the new nodes is examined in turn and the heuristics about to be described are applied to $i \%$. Since some of the heuristics involve more nodes than the one thus examined, no nodes are deleted until a second pass down the level chain. The first pass merely marks the nodes to be deleted, using the extension field which is otherwise unused the top level.

In the examples below, $A, B, \ldots$ denote instructions, J denotes a jump instruction. A sequence and its count (the latter often omitted) are given as: <A BCD E: 647>.

## Rule K:

All sequences whose count is less than 10\% of the maximum count at the same level are marked for deletion.

Heuristic 0:
All sequences that are not a "significant" extension of their leader or trailer are marked for deletion. Exceptions are made for sequences of all the same instruction and for sequences whose count is at least $1 / 50$ of the number of instructions in the subject program. The meaning of "significant" depends on the level. A factor is defined by the following table:

| Level: | 2 | 3 | 4 | $>4$ |
| :--- | :---: | :---: | :---: | :---: |
| Factor: | $1 / 8$ | $1 / 4$ | $1 / 2$ | $3 / 4$ |

All sequences whose count is not at least factor times the count of both its leader and its trailer are marked. (If the trailer does not exist, its count is taken to be 0 ). The intent of this heuristic is to isolate the common part of partly overlapping sequences as the more important. Given the sequences $\langle A B C: 500\rangle$, [BCD:150](BCD:150), <CDE: 15C> and $\langle D E F: 800\rangle,\langle B C D\rangle$ would not be marked, but $\langle C D E\rangle$ would be.

Heuris.: 1:
The intent of this heuristic is to detect loops. It is applied at levels $\geq 4$. It is first checked whether the first and last pairs of instructions in the sequence are the same. If so, it is checked whether the sequence contains a jump instruction. If so, we assume we have found a loop of length 2 less than the present level. Finally it is checked if the
same loop is represented elsewhere in the forestt. Whenever such a representation is detected, it is marked for remoyal. Thus $\langle A B C D E F A B\rangle$ and $\langle A B C D J E F G$ are not loops by this heuristic, but $\angle A B C D J E A B>$ is a loop.

## Heuristic 2:

This heuristic is applied at levels > 4. It attempts to detect if there are several nodes representing subsequences of the same longer sequence yet to be built. As the top level nodes are examined, chains are built linking nodes that are believed to represent such sequences. Let
$S 1=\langle C D E \ldots F G\rangle$
be the sequence of length $L$ that is currently under examination. We now examine all sequences of form:

$$
\langle X C D E \ldots F\rangle
$$

for some $X$. Let S 2 be one of these. S 2 and its chain become the chain of S 1 if :
a) Thei count differ by at most 3.
b) S1 was not in this chain before.
a) will ensure that the sequences are equally significant; b) that we do not delete all representations of a loop. Note that S1 occurred later in the instruction stream than S2, but is before it in the chain. Hence the sequence occurring earliest in the instruction stream is the one which will have a null link, and therefore be kept. Thus for the sequences of <ABCDE>, <BCDEF> and <CDEFG>, the chain would go from $\angle C D E F G\rangle$ to $<B C D E F>$ to $\angle A B C D E>$, and the latter would be kept. In the previous notation, if the chain consisted of S1 and S2, S1 would be deleted.

## Heuristic 3:

This heuristic is applied at levels $>6$, and is designed to detect and mark all but the most frequent of those sequences at the lovel which overlap by a significant number of instructions, - at least $2 / 3$ of the level number. For each sequence at level $L>6$ (say <ABCDEFGH>), we consider all extensions of its trailer to the level of $L$ (such as $\angle B C D E F G H(>)$, and delete all but the one with the largest count. We then repeat the process for the trailer of the trailer (i.e. $<C D E F G H>$ ), extending to level $L$ again and so on until we have reached the least overlap permitted.

Each of these heuristics is programmed as a routine, and cailed from one place in ihe

[^15]program, inside a pruning control routine. Hence it is easy to change the heuristics and the order in which they are applied, or to add new heuristics.

### 5.2.3 Sources of errors

There are some problems associated with this method. Some of these could be avoided by adjusting the parameters to the heuristics, but this is not sufficient. We now present the most significant of these problems, and propose some renedies.

## Sequence overlap

Because of the heuristic nature of the pruning algorithm, we have no guarantee that the sequences at any lovel are really disjoint. Hence the final riduced counts are not completely reliable. In particular the counts for subsequences comison to two overlapping longer sequences will be too low. This is clearly seen in all programs analyzed, several examples are shown in Section 5.3.

To remove this problem, the heuristics for detecting overlaps must be improved. At first sight, the obvious way is to shift each sequence completely out of the sequence detection mechanism once it has been recorded, rather than trying to detect new sequences starting with instructions in its trailer. This assumes, however, that the sequence just recorded is more significant than those omitted as a consequence of the shift. Hence this technique can not be used at low levels, since that would prevent us from detecting which sequences are significant in the first place. Changing to this techrique at a higher level requires great care lest we extend the wrong sequences of those now overlapping. Hence we reject this approach, and we believe the way to go must be to improve our present heuristics and the way they interact, and device new heuristics in the same spirit.

We believe that not even the best of heuristics can completely avoid this problem. Hence we suggest two more ways to relieve it. Firstly, the counts at each level may be printed after the level is built, immmediately before pruning, as well as at the end of the analysis. These original counts may then be compared with the final reduced counts. We did this, and found it a help in detecting significant sequences in general during the manual analysis described in Section 5.3. In Section 5.3 we present both original and reduced results.

Secondly, one may decide from one run as outlined above, which sequences are important enough or which results are wrong enough that exact counts are desirable. A second run can then be done, with a slightly different program, collecting statistics on these sequences only. This can be done in one pass since we know what to look for. Such a program should be written to look for classes of sequences as, for ins!ance, variants of a calling sequence, possibly defined by a regular expression. We wrote ne program for this.

## Dominating loops

Another problem is that of dominating loops. Our program tends to find long sequences, sometimes representing whole loops of the subject program, rather than the shorter sequences that are more frequent and which could reasonably be implemented as instructions. This is particularly true for the short subject programs, where one or a few loops dominate the results. The situation is improved when subject programs of a more representative leng!h and complexity are analyzed. Further improvement can most probably be achieved by strengthening the definition of "significant" in heuristic 0 . This can be done either by increasing the "factor", particularly for the higher levels, or we may introduce new criteria of "significance". One such could be to compare the total time consumed by the sequences in question rather than their occurrence counts. Again a factor could be used in a way similar to the present one.

## Interacting heuristics

A third problem is the interaction of the heuristics, particularly heuristics 1 (l00ps) and 2 (subsequences of longer sequences). Probably the loop heuristic should be applied last, after all deletions resulting from the other heuristics have been performed.

## Semantics of sequences

Finally there is the problem of relating the sequences back to the subject program in question. This may be difficult because the semantics of the sequences is not always obvious, and can only be found after a careful and time consuming study of well commented source and assembly listings. Also, the sequences found may not relate easily to intuitively meatingful notions. This is related to the problem of dominating loops. The double length arithmetic of Crout is a case in point. This occurs in a context such as
for $k x \leftarrow$ low step 1 until high do sum $\leftarrow$ sum $+A[1 x, k x] * B[k x]$;
where sum is the double length variable. The double length addition is easily spotted by the occurrence of the UFAt instruction, but it is embedded in a sequence of length 20 which also involves array accessing and the enclosing loop.

More intuitive program elements can be brought out by:

Looking for more specific sequences as indicaied above.

Improving the heuristics, possibly to start and break sequences at jumps more easily than now. However, an advantage of our present method is that it permits detection of significant sequences, crossing transfers of control, that might not have been suspected to be of importance ${ }^{t+}$. This property should not be lost.

Generate sequences longer than 20, and try to keep the "earliest" one as described under heuristic 2.

### 5.3 Results from the sequence progrim

Each result produced by our program consists of a sequence of operation codes, together with its occurrence count and timing data computed from this count. Hence the results need quite a bit of manual analysis to yield useful data. This analysis involves comparing with assembly listings (possibly using interactive debugging systems to locate sequences), comparing counts oblained before and atter reduition or on different levels, etc. Good knowledge of the subject program in question is an obvious advantage.

The deficiencies of our pruning heuristics and the way they interact, as described in Section 5.2.3, increase the difficulty of this analysis. We have, however, made an attempt, and present the results below. Due to the manual processing, the selection of sequences presented is necessarily subjective.

[^16]The results are presented by algorithm. The characteristics of each algorithm, as described in Figure 3-2, rarely occur frequently enough to show up, but when they do we comment on it. For each program, the maximal sequence length reached during analysis is given. In some cases all sequences on :!he highest level reached were deleted by the pruning mechanism. In those cases the highest level with significant sequences was one or two lower than the highest level reached, as is indicated in parentheses. In some cases the sequences at the top level(s) were rejected during the manual scan. This is not explisitly indicated.

Since this method of sequences is applicable to address calculation and control structures as well as to data types and their operators, we have made no distinction between sequences of these 3 types in the lists of sequences. For the same reason we present them with the bare minimum of identifying comment. Evaluation is postponed until later sections in the relevant chapters: 5.4, 6.1 and 7.1.1.

The sequences are presented in a slandard format, giving the occurrence count of the sequence, the percentage of the totai computed time consumed by it, and a single letter (B or A) designating if the results are from before or after count reduction. This is followed by the sequence itself. Several versions of the same or largely overlapping sequences have been included when it seemed to be of interest, either because of a much larger count for a subsequence, because of a better correspondence with an intuitive program fragment, to show the difference due to count reduction, or to show examples of bad pruning. Since the sequences overlap, the percentages of time sometimes add up to more than 100.

Note that an XCT instruction is immediately followed by its target instruction. User UUOs ${ }^{+}$ are given in numeric (octal) form, followed by the code for the UUO interpreter, starting at location 41. Monitor UUOs are given in their cctal form, followed by the rext instruction of the program itself (see Section 1.3).

- A user UUO is an instruction (octal 01 through 37) which causes a trap to location 41 in the users memory. Since the subroutine thus called is user defined, the UUOs do not have common mnemonic names. Monitor UUOS (octal 40 through 77) cause a trap to absolute location 41 and are used for monitor calls.


### 5.3.1 The compilers

Since these programs are large and complex, and little known to the present author, the analysis of them is in some cases less thorough than desirable. This applies in particular to the two FORTRAN compilers. In the other cases experts were available for consultation and the results of the analysi; are better.

ALGOL
Maximal sequence length: 11 .
Seq. Count \% Time B/A Sequence

| (1) | 170 | 2.9 | A | $\begin{aligned} & \text { JRST } \\ & \text { ILDB } \end{aligned}$ | $\begin{aligned} & \text { LDB } \\ & \text { AOS } \end{aligned}$ | MOVE MOVE | $\begin{aligned} & \text { CAIN } \\ & \text { XCT } \end{aligned}$ | CAIE | JRST | JSP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (2) | 117 | 2.0 | A | LDB MOVEM | SKIPE MOVE | MOVE MOVE | IBP <br> MOVEM | AOS | POPJ | JRST |
| (3) | 115 | 2.0 | A | MOVE <br> LOB | MOVEI SKIPE | XORS <br> MOVE | MOVEM IBP | MOVEM | PUSHJ | SKIPE |
| (4) | 216 | 3.5 | A | CAME AOS | POPJ | IMULI | ADDI | SOJG | PUSHJ | ILDB |
| (5) | 295 | 2.8 | A | JRST | CAIN | ILDB | AOS | MOVE | JRST |  |
| (6) | 333 | 3.5 | 8 | AJBJN | LSHC | ILDB | AOS | SKIPL |  |  |
| (7) | 541 | 5.6 | A | PIJSHJ | ILOB | AOS | CAME | POPJ |  |  |
| (8) | 1641 | 9.3 | B | ILDB | AOS |  |  |  |  |  |
| (9) | 176 | 2.4 | A | PUSHJ CAME | ANOI JRST | MOVE <br> HRLI | HRRM MOVEM | MOVE | MOVEM | AOS |
| (10) | 109 | 2.2 | A | MOVE <br> ANDI | PUSHJ IDIVI | $\begin{aligned} & \text { Ti,NN } \\ & \text { ADDI } \end{aligned}$ | $\begin{aligned} & \text { POPJ } \\ & \text { TLNN } \end{aligned}$ | MOVE | MOVE | ADDI |
| (11) | 1442 | 2.5 | B | TLNE | JRST |  |  |  |  |  |
| (12) | 1418 | 3.7 | B | MOVE | MOVEM |  |  |  |  |  |
| (13) | 917 | 2.7 | B | AOS | CAME |  |  |  |  |  |

Sequences (1) to (8) represent various forins of input of characters. (9) and (10) are concerned with outputting relocatable code. (11) shows the need for test bit(s) and jump, (12) may be a memory to memory move, (13) is loop control.

BASIC
Maximal sequence length: 17 .
Seq. Count 2. Time E/A. Siquence

| (1) | 1104 | 20.7 | A | SriPE <br> CAiN <br> SKIPE | ILDB <br> CAIE <br> SOSLE | JRST <br> CAIN <br> AOJA | $\begin{aligned} & \text { CAIE } \\ & \text { CAIG } \end{aligned}$ | $\begin{aligned} & \text { CAIN } \\ & \text { CAIA } \end{aligned}$ | CAIN CAIGE | CAIE <br> IDPB |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (2) | 990 | 8.0 | A | ILDB | CAIN | IDPB | JRST |  |  |  |
| (3) | 456 | 2.9 | A | ILDB | HLL | TRNE | TLNE | JRST |  |  |
| (4) | 402 | 2.1 | A | HLL | TRNE | HRL | TLNE | POPJ |  |  |
| (5) | 517 | 5.7 | B | ILDB | HLL | TRNE | TLNE | POPJ |  |  |
| (6) | 521 | 2.9 | A | PUSHJ | ILDB | HLL |  |  |  |  |
| (7) | 314 | 3.3 | A | MOVEI EXCH | $\begin{aligned} & \text { PUSHJ } \\ & \text { POPJ } \end{aligned}$ | MOVE MOVEM | ADD | CAIE | SKIPA | CAMLE |
| (8) | 677 | 3.5 | A | CAIGE | JRST | MOVEI | ADD | ASH | CAMLE |  |

(1) is a loop to move text lines from the TTY input buffer to the BASIC line buffer, character by character. As the line is moved special characters, like VERTICAL TAB, LINE FEED, RETURN. are removed or special action is taken on them. This loop could probably be reduced to two instructions (LLDB JRST) at the space cost of a one word table entry per char acter in the character set.

Sequence (2) represents the loop that moves a line from the line buffer into the program text area, stopping at a return. Further sequences, (3) to (6), are associated with the routine that reads the next character, sets appropriate flags depending on its properties, and ignores blanks.

The main data structure of BASIC is the coll which essentially is a contiguous but dynamically relocatable memory area. The compiler has a fixed number of rolls, which are packed to conserve space and occasionally have to be relocated in order to let one of them expand. The sequences ( 7 ) and ( 8 ) relate to this data structure. The first of these adds a data item to the end of a roll, first checking if there is room. The second loop performs binary search in an ordered roll.

## BLISS

Maximal sequence length: 10 (8).
Seq. Count \% Time B/A Sequence

| (1) | 15763 | 14.3 | A | PUSH | PUSHJ | JSP | PUSH | HRRZ |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| (2) | 10462 | 7.2 | A | JRST | POP | POPJ | SUB |  |
| (3) | 3724 | 3.5 | A | JRST | POP | POP | POPJ | SUB |
| (4) | 4897 | 3.5 | A | PUSH | HRRZ | PUSH | JRST |  |
| (5) | 4489 | 3.0 | A | PUSH | PUSH | PUSHJ |  |  |
| (6) | 3264 | 2.4 | A | PUSH | PUSH | PUSH |  |  |
| (7) | 18275 | 12.1 | B | PUSHJ | JSP | PUSH | HRRZ |  |
| (8) | 12256 | 6.9 | B | JSP | PUSH | HRRZ | JRST |  |

All these represent the routine entry and exit mechanism, which probably accounts for at least $25 \%$ of the compilation time. Note that these sequences have considerable overlap, and that (7) and (8) are from before reduction.

FORFOR
Maximal sequence length: 10 (8).

| Seq. | Count | \% Time | B/A | Sequence |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (1) | 17484 | 11.3 | A | AOJA | MOVE | HLRZ | TRNN | JRST |  |  |
| (2) | 14555 | 9.9 | A | AOJA | MOVE | HLRZ | TRNN | TRZE |  |  |
| (3) | 6390 | 5.9 | A | HLRZ | TRNN | TRZE | JUMPN | TRZE | AOJA | MOVE |
| (4) | 5750 | 7.0 | A | HLRZ | CAIN | ADD | HRRZM | HRRZ | ADD | HRRZM |
|  |  |  |  | SOJE |  |  |  |  |  |  |
| (5) | 4411 | 5.1 | A | PUSHJ | LDB | ANDI | MOVEI | HLRZ | CAIG |  |
| (6) | 5635 | 5.0 | A | SOJGE | HLRZ | CAIN | ADD | HRRZM | HRRZ |  |
| (7) | 26907 | 5.9 | B | TRNN | JRST |  |  |  |  |  |
| (8) | 38569 | 10.8 | B | HLRZ | TRNN |  |  |  |  |  |

This compiler is highly interpretive, simulating a one or few register machine on the 16 register POP-10. Sequences (1) to (3) are associated with the "instruction fetch" cycle of this interpreted machine.
(4) to (6) are associated with roll maintenance. We believe that a roll in FORFOR is approximately the same as in BASIC (see under BASIC above), but since no FORTRAN expert is avaliable, and the assembly listing is poorly commented, we have not been able to verify this.

Some further short sequences, (7) and (8), with large counts and time were spotted in the output from before count reduction. They clearly demonstrate the need for a test bit and jump instruction.

## FORTEN

Maximal sequence length: 20 .

| Seq. | Count | 2. Time | B/A | Sequen |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 571 | 3.2 | A | CAIG <br> TRNE <br> PUSH | POPJ CAIE MOVE | CAIE JRST CAMGE | JRST <br> CAIN <br> JRST | $\begin{aligned} & \text { CAIE } \\ & \text { AOS } \\ & \text { AOS } \end{aligned}$ | JRST <br> CAMG <br> MOVEM | MOVE JRST |
| (2) | 949 | 3.2 | A | CAIG JRST | POPJ MOVE | JUMPE TRNN. | MOVE JRST | $\begin{aligned} & \text { TRNN } \\ & \text { SETZ } \end{aligned}$ | $\begin{aligned} & \text { JRST } \\ & \text { POPJ } \end{aligned}$ | CAIE |
| (3) | 4960 | 4.7 | B | POP | POPJ |  |  |  |  |  |
| (4) | 2532 | 4.1 | B | PUSHJ | JSP | PUSH | HRRZ | JRST |  |  |
| (5) | 2403 | 4.7 | B | PUISHJ | JSP | PUSH | HRRZ | PUSH |  |  |
| (6) | 1936 | 5.5 | A | PUSHJ | SOSG | CAIA | ILDB | MOVEI | CAIG | POPJ |

(1) and (2) show the need for good testing instructions. (3) to (6) are from the BLISS routine entry and exit sequences (FORTEN is written in BLISS). From these results it is reasonable to assume that the routine call administration consumes at least $15 \%$ of the time in FORTEN. (6) represents rea ling a character from input, with some additional administration.

### 5.3.2 SEC

Most of the sequences of this program represent loops of considerable length. Usually several matrix accesses can be observed in each loop, but these are not brought out separately after count reduction.

FORFOR SEC
Maximal sequence length: 20 .
Seq. Count \% Time B/A Sequence
$\begin{array}{lllllllll}\text { (1) } 2987 & 11.9 & \text { A } & \begin{array}{l}\text { CAMGE } \\ \\ \end{array} & & \text { MOVE } & \text { ADD } & \text { MOVE } & \text { MOVEI } \\ & & \text { FMPR } & \text { FADR } & \text { MOVEM MOVE } & \text { ADD } & \text { MOVE } & \text { MOVE } & \text { ADD } \\ & & & & \text { MOVEI } & \text { IMUL }\end{array}$

| (2) | 2340 | 5.5 | A | CAMGE | AOJA | MOVEI | IMUL | ADD | MOVE | MOVE |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  | ADD | FMPR | MOVE | ADD | FADRM |  |  |
| (3) | 2987 | 3.0 | A | MOVEM | CAMGE | AOJA | MOVE | MOVEI | IMUL |  |
| (4) | 9390 | 9.6 | A | MOVE | ADD | MOVE | ADD | FMPR |  |  |
| (5) | 8771 | 8.0 | A | MOVEI | IMUL | MOVE | ADD | MOVE |  |  |
| (6) | 11072 | 8.7 | A | MOVEI | IMUL | ADD | MOVE |  |  |  |
| (7) | 15364 | 14.0 | B | ADD | MOVE | ADD | FMPR |  |  |  |
| (8) | 12499 | 11.2 | B | MOVE | ADD | FMPR | MOVE |  |  |  |
| (9) | 20181 | 15.7 | B | MOVE | ADD | FMPR |  |  |  |  |
| (10) | 22.128 | 14.9 | B | MOVEI | IMUL | ADD |  |  |  |  |

(1) arid (2) are loops as mentioned, (3) to (5) are sections of such loops, with loop control and matrix access showing. The original count for (2) was 2980, and $7 \%$ of the time was consumed by it. The original time was $15.7 \%$ for (4), $10.7 \%$ for (5), 12.3\% for (6). (6) is a load of a matrix element. (7) to (10) are original results. The MOVE ADD OPERATE sequence is access to formal vector, $(10)$ is the matrix accessing sequence.

FORTEN SEC
Maximal sequence length: 20 .
Seq. Count 7. Time B/A Sequence

| (1) | 2987 | 12.7 | A | ADD <br> MOVEI <br> AOJL | MOVN IMUL MOVEI | FMPR <br> ADD <br> IMUL | MOVE ADD MOVE | FMPR MOVE ADD | FADR MOVEM ADD | MOVEM ADDI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (2) | 2980 | 7.3 | A | FADRM MOVEI | ADDI <br> IMUL | $\begin{aligned} & \text { AOJL } \\ & \text { ADD } \end{aligned}$ | MOVE <br> MOVE | $\begin{aligned} & \text { ADD } \\ & \text { FMPR } \end{aligned}$ | MOVE | ADD |
| (3) | 4760 | 8.0 | A | move | FMPR | FADR | MOVEM | MOVEI | IMUL |  |
| (4) | 5940 | 3.9 | A | MOVEM | MOVE | MOVEM | MOVE | MOVEM |  |  |
| (5) | 21006 | 5.4 | B | MOVE | MOVEM |  |  |  |  |  |
| (6) | 11523 | 6.1 | A | MOVE | ADD | ADD | MOVE |  |  |  |
| (7) | 10562 | 9.0 | A | MOVEI | IMUL | ADD | MOVE |  |  |  |
| (8) | 34831 | 20.2 | B | MOVEI | IMUL |  |  |  |  |  |
| (9) | 26790 | 19.4 | B | MOVEI | IMUL | ADD |  |  |  |  |
| (10) | 7758 | 8.4 | A | FMPR | FADRM | ADDI | AOJL |  |  |  |
| (11) | 5134 | 5.7 | A | MOVE | FMPR | FADRM | ADDI |  |  |  |
| (12) | 12337 | 10.3 | A | ADD | MOVE | FMPR |  |  |  |  |
| (13) | 22689 | 15.7 | B | MOVE | FMPR |  |  |  |  |  |

Sequence (1) here is obviously the same loop as (1) under SEC4O. (2) to (4) represent similar structures. The latter may indicate the need for a memory to memory move, as illustrated further by (5). (6) contains vector access. (7) is matrix element load. The importance of the matrix data structure is further illustrated by (8) and (9), from before reduction. (10) to (12) are of doubtful origin. (10) and (11) might represent some inner product like loop, (12) consumed $12.8 \%$ of the time using the values from before reduction. (13) would be considerably more efficiently executed on a two address design. The MOVE ADD OPERATE sequence represents the use of a formal vector and is present in several of the sequences.

### 5.3.3 Aitken

This algorithm consists of two phases, first a search in the vector of abscissae to locate the interval where interpolation is to take place, then the interpolation itself which is somewhat similar to successive calculations of two by two determinants, controlled by two nested loops. Depending on implementation the local data are a two dimensicnal array or some number of vectors. Also some implementations work directly on the parameter vectors defining the abscissae and ordinates, others move the values needed to local vectors thereby saving accessing code. Two implementations perform arithmetic on the values while so moved. All these variations show up clearly in the results to be presented.

The surrounding program, which sets up the vectors of function (logarithm) values, and calls AITKEN with different parameters, does not show up in the results from the most time consuming implementations of Aitken, but is very conspicuous in the results from the more efficient versions.

Aitken - E
Maximal sequence length: 20.

| Seq. | Count | \% Time | B/A | Sequence |  |  |  |  |  |  |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (1) | 200 | 8.2 | A | FAD | MOVE | FAD | FDV | MOVE | FMP | MOVE |
|  |  |  |  | FMP | FAD | FMP | FAD |  |  |  |
| (2) | 200 | 11.9 | A | MOVE | FMP | MOVE | FMP | FAD | FMP | FAD |
|  |  |  |  | FMP | FAD | MOVE | FMPR | JRST | POP | POP |
|  |  |  |  | POP | POP | POP | POPJ | SUB | MOVEM |  |


| (3) | 198 | 6.1 | A | CAMG <br> MOVE | JIST <br> CAML | AOJA <br> FUSH | CAILE <br> PUSHJ | MOVE | MOVEM | JUMPLE |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Sequences (1) to (4) are from the contrclling program, and represent the internals of LOG, its entry and exit, and the controlling loop. The two first and the two last overlap. As is seen, the routine entry and exit sequences are dominant, particuiarly the saving arid restoring of local registers. There is also some indication of use of Horners rule.

Sequences (5) to (7) represent the determinant like loop, with the first being the inner loop, the next two the outer loop and partly overlapping the inner. Binary search in the abscissae vector is represented by (8), and vector move by (9). The original result for (9) was 6.47 . of the computed time. Addresses of the vector elements are used directly in the code, to save address calculation.

## Aitken-B

Maximal sequence length: 14 (12).

| Seq. | Count | 7. Time | B/A | Sequence |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 1485 | 53.8 | A | MOVE <br> MOVE | $\begin{aligned} & \text { FSBR } \\ & \text { FSBR } \end{aligned}$ | FMPR FDVR | MOVE MOVEM | $\begin{aligned} & \text { FSBR } \\ & \text { SOJGE } \end{aligned}$ | FIMPR | FSBR |
| (2) | 405 | 6.9 | A | MOVE FSBR | SOJ | JUMPL | MOVE | FSBR | FMPR | MOVE |
| : | 324 | 3.4 | A | MOVEM FSBR | SOJG | SOJG | MOVE | SOJ | JUMPL | MOVE |
| (4) | 630 | 6.4 | A | MOVE CAML | SUB | CAIG | MOVE | ADD | ASH | MOVE |
| (5) | 405 | 3.3 | A | AOJ | AOJ | SOJGE | MOVE | MOVEM | MOVE | MOVEM |


| (6) | 282 | 3.9 | A | POP | POP | POP | POP | POP | POPJ SLU |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(7)$ | 444 | 3.7 | A | PUSH | PUSH | PUSH | PUSH |  |  |
| (8) | 400 | 6.4 | A | FMP | FAD | FMP | FAD |  |  |

The routine uses the addresses of the formal vectors directly, hence there is no extra accessing code. The determinant loop, and the partly overlapping sequences from its enclosing loop are almost as in the $E$ version, as seen in (1) to (3). The binary search shows up as (4). The vector move of formal to local is (5), its original time was 3.87. Procedure entry and exit is shown by (6) and (7). From the initialization we have (8), which is Horners rule in unrounded arithmetic.

## Aitken - A

Maximal sequence length: 20.

| Seq. | Count | 7. Time | B/A | Sequence |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 1320 | 38.4 | A | $\begin{aligned} & \text { CAMLE } \\ & \text { FSBR } \end{aligned}$ | MOVE <br> FDVR | FMPR MOVEM | MOVE <br> AOJA | FMPR | FSBR | MOVE |
| (2) | 432 | 3.3 | A | MOVE | AOJ | MOVE | SOJ | MOVEN | CAMLE | MOVE |
| (3) | 288 | 11.0 | A | CAMLE <br> SOJ <br> FSBR | JRST MOVEM MOVE | AOJA <br> CAMLE FSBR | CAMLE MOVE FDVR | MOVE <br> FMPR <br> MOVEM | AOJ <br> MOVE <br> AOJA | MOVE FMPR |
| (4) | 1920 | 8.6 | A | MOVE | MOVEM | AOJA | CAMLE |  |  |  |
| (5) | 261 | 5.3 | A | MOVE JRST CAME | CAMLE MOVE JRST | $\begin{aligned} & \text { SKIPA } \\ & \text { SUB } \\ & \text { MOVE } \end{aligned}$ | MOVE <br> CAIG <br> ADD | ADD <br> MOVE | $\begin{aligned} & \text { ASH } \\ & \text { ADD } \end{aligned}$ | MOVE <br> MOVE |
| (6) | 540 | 7.4 | A | MOVE JRST | $\begin{aligned} & \text { SUB } \\ & \text { MOVE } \end{aligned}$ | $\begin{aligned} & \text { CAIG } \\ & \text { ADD } \end{aligned}$ | MOVE <br> MOVE | ADD <br> CAMLE | MOYE | CAME |
| (7) | 360 | 7.2 | A | CAMLE ADD MOVEM | AOJ <br> MOVE <br> AOJA | MOVE <br> MOVEM | ADD MOVE | $\begin{aligned} & \text { MOVE } \\ & \text { ADD } \end{aligned}$ | MOVEM MOVE | MOVE FSBR |
| (8) | 282 | 3.5 | A | POP | POP | POP | POP | POP | POPJ | SUB |
| (9) | 400 | 7.2 | A | FMP | FAD | FMP | FAD |  |  |  |
| (10) | 3433 | 7.3 | B | AOJA | CAMLE |  |  |  |  |  |
| (11) | 3078 | 7.5 | B | MOVE | ADD |  |  |  |  |  |
| (12) | 2538 | 9.1 | B | MOVE | ADD | MOVE |  |  |  |  |

The determinant loop is represented by (1) to ( 3 ; ; the two latter represent the outer loop and also overlap the first, which is the inner loop. (4) is own to own vector move in the outer loop. From the binary search we have (5) and (6). The formal to local vector move is (7). The initialization phase shows up as rcutine exit and Horners rule, as shown by (8) and
(9). (10) to (12) show the original results for loop control and access to formal vectors.

Aitken - G
Maximal sequence length: 14 (12).
Seq. Count \% Time B/A Sequence

| (1) | 6336 | 41.9 | A | MOVE | ADD | MOVE | MOVEI | CAML | MOVE | CAMGEI |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  | AND | TRNN | AOS | JRST |  |  |  |
| (2) | 2970 | 17.0 | A | MOVE | ADD | MOVE | MOVE | ADD | FMPR |  |
| (3) | 18837 | 23.5 | B | MOVE | ADD |  |  |  |  |  |
| (4) | 11439 | 20.9 | B | MOVE | ADD | MOVE |  |  |  |  |
| (5) | 2970 | 11.5 | B | MOVE | ADD | FMPR |  |  |  |  |
| (5) | 1971 | 3.7 | B | MOVE | ADD | MOVEM |  |  |  |  |
| (7) | 1485 | 3.9 | B | MOVE | ADD | FSBR |  |  |  |  |

The search in the vector is linear, and represented by (1). The determinant loop is not represented significently except for a short section which occurs twice in the loop and hence overrides the accumulation of longer sequences. This is (2), which represents multiplication of two vector elements. Other fractions of this loop are present but not significantly. The access to a local vector is of the format MOVE, ADD, OPERATE. This is shown in (3) to (7), from before reduction.

Aitken - L
Maximal sequence length: 18 .
Seq. Count 7. Time B/A Sequence

| (1) | 1485 | 31.0 | A | MOVE MOVE FOVR | SOJ FSBR MOVEM | $\begin{aligned} & \text { IMULI } \\ & \text { ADD } \\ & \text { AOJA } \end{aligned}$ | ADD FMPR CAMLE | MOVE <br> FSBR | FSBR MOVE | FMPR FSBR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (2) | 1485 | 17.0 | A | MOVE <br> ADD | IMULI MOVE | MOVE <br> FSBR | ADD <br> FMPR | MOVE | SOJ | IMULI |
| (3) | 6264 | 40.5 | A | CAMLE $A D D$ | MOVE MOVE | ADD CAMGE | MOVE <br> JRST | $\begin{aligned} & \text { CAME } \\ & \text { AOJA } \end{aligned}$ | JRST | MOVE |

(4) $9127 \quad 9.5 \quad$ B $\quad$ AOJA CAMLE
(5) $15219 \quad 18.1 \quad B \quad$ MOVE ADD
(6) $14247 \quad 24.8 \quad B \quad$ MOVE ADD MOVE
(7) 1971 7.1 B MOVE IMULI MOVE ADD

The sequences (1) and (2) represent the determinant loop. The vector search (linear) is shown by (3). The original results representing loop control and vector access are shown in sequences (4) to (6). (7) represents access to a matrix.

### 5.3.4 The CALGO algorithms, initial remarks

Before presenting the result for the CALGO algorithnis, we make some general remarks about the languages and their peculiarities: For matrix access the present ALGOL implementation uses Iliffe vectors, whereas the other systems use multiplicative methods.

In ALGOL programs a complicated run time system is used to implement the parameter mechanism (call by name), space allocation and block structure, and to check the legality of operations. This is particularly noticeable in routine calls and parameter access. The run time system sequences are easily detectable by the bit manipulating instructions they contain.

BASIC uses a similar run time system. User UUOs are used to call the routines of this system, this even holds for routines to do vector and matrix access. Furthermore all arithmetic is in floating point, so the indexes must be truncated to integers. The routine to do this also checks the result against the upper bound. The code to fetch and store vectors is the same except for one MOVEI at the beginning which loads a register with a MOVE, MOVEM or MOVNM instruction. This is XCT'd from that register at the end of the access routine. The code for matrix access overlaps that of vector access to a large extent.

### 5.3.5 Bairstow

## ALGOL Bairstow

Maximal sequence length: 11 (10).

| Seq. | Count | \% Time | B/A | Sequence |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (1) | 345 | 9.6 | A | JRST | AOS | CAMLE | MOVE | ADD | MOVE | MOVE |
|  |  |  |  | ADD | MOVE | FMPR |  |  |  |  |
| (2) | 1001 | 24.5 | A | MOVE | ADD | MOVE | FMPR | FSBR | MOVE | ADD |
| (3) | 535 | 11.7 | A | MOVE | ADD | MOVE | MOVE | ADD | MOVE | FMPR |
| (4) | 516 | 6.4 | A | MOVE | ADD | MOVE | JRST | AOS | CAMLE |  |
| (5) | 470 | 6.0 | A | ADD | MOVEM MOVE | ADD | MOVE | MOVE |  |  |
| (6) | 518 | 5.8 | A | FSBR | MOVE | ADD | MOVEM |  |  |  |
| (7) | 3085 | 19.5 | B | MOVE | ADD | MOVE |  |  |  |  |
| (8) | 1025 | 6.6 | B | MOVE | ADD | MOVEM |  |  |  |  |


| (9) | 4710 | 20.3 | B | MOVE | ADD |  |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- |
| (10) | 637 | 3.8 | B | JRST | AOS | CAMLE |

Sequence (1) to (6) show mainly vector access (MOVE ADD OPERATE) and loop control (JRST AOS CAMLE) with some other operations intermixed. The results for the vector access and loop control before reduction are given as (7) to (10).

BASIC Bairstow
Maximal sequence length: 20.

| Seq. | Count | \%. Time | B/A | Seque |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 3488 | 35.7 | A | MOVEI AOS ADD | MOVE <br> MOVE <br> XCT | $\begin{aligned} & \text { HRRZ } \\ & \text { FAD } \\ & \text { MOVE } \end{aligned}$ | $\begin{aligned} & \text { TRNN } \\ & \text { TLZ } \\ & \text { POPJ } \end{aligned}$ | JRST CAMGE | PUSHJ POPJ | MOVE <br> ADC |
| (2) | 1138 | 10.2 | A | MOVEI AOS ADD | MOVE <br> MOVE <br> XCT | HRRZ FAD | $\begin{aligned} & \text { TRNN } \\ & \text { TLZ } \end{aligned}$ | JRST CAMGE | $\begin{aligned} & \text { PUSHJ } \\ & \text { POPJ } \end{aligned}$ | $\begin{aligned} & \text { MOVE } \\ & \text { ADD } \end{aligned}$ |
| (3) | 1171 | 4.9 | A | JSR | JRST | PUSH | LOB | JRST | JRST |  |
| (4) | 4626 | 9.7 | B | MOVE | FAD | TLZ |  |  |  |  |

Sequence (1) gives all of the code for vector fetch, except the initial MOVEI. (2) gi/es the same for vector store, but truncated at the XCT instruction. The counts are correct, as can be checked against the count for the appropriate UUOs. (3) is the general UUO handler. Its original count was 4659, representing $19.5 \%$ of the time. (4) represents the conversion of indices to fixed point.

BLISS Bairstow
Maximal sequence length: 20.
Seq. Count 7. Time B/A
Sequence

| (1) | 90 | 5.1 | A | TRNN HRRZ SUB | $\begin{aligned} & \text { JRST } \\ & \text { JRST } \\ & \text { JRST } \end{aligned}$ | SKIPE 051 MOVEI | PUSri <br> SETZ <br> SUB | PUSHJ IRST JRST | $\begin{aligned} & \text { JSP } \\ & \text { POP } \\ & \text { POP } \end{aligned}$ | $\begin{aligned} & \text { PUSH } \\ & \text { POPJ } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (2) | 452 | 22.4 | A | MOVE MOVEM | FMPR | MOVE | FSBR | move | FMPR | FSBR |
| (3) | 370 | 9.1 | A | MOVE | FMPR | FADR | MOVEM |  |  |  |
| (4) | 329 | 7.8 | A | MOVEM | AOJA | CAMLE | MOVE | FMPR |  |  |
| (5) | 263 | 6.6 | A | FSBR | MOVEM | MOVE | FMPR |  |  |  |
| (6) | 263 | 6.6 | A | FMPR | FSBR | MOVEM | MOVE |  |  |  |
| (7) | 276 | 5.3 | B | PUSH | PUSHJ | JSP | PUSH | HRRZ | JRST |  |
| (8) | 376 | 4.4 | B | POP | POPJ | SUB |  |  |  |  |

(9) $819 \quad 4.3 \quad$ B AOJA CAMLE

Sequence (1) and several overlapping sequences not listed represent output to TTY. (2) is synthetic division of a polynomial with a quadratic term. (3) is an expression of form $D[j] \leftarrow$ $D[j]+R * D[j-1]$. (4) to (6) are various parts of the important loops. (7) and (8) represent routine calling overhead. (9) is loop control.

FORFOR Bairstow
Maximal sequence length: 18 (16).

| Seq. | Count | 7. Time | B/A | Sequenc |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 181 | 18.4 | A | FMPR <br> FMPR <br> FSBR | FADR FADR MOVE | MOVNM MOVNM | MOVE CAMGE | FMPR AOJA | FSBR MOVE | MOVE FMPR |
| (2) | 181 | 9.7 | A | FADR MOVE | MOVNM <br> FMPR | CAMGE | AOJA | MOVE | FMPR | FSBR |
| (3) | 226 | 10.9 | A | MOVE | FMPR | FS 3 R | MOVE | FMPR | FADR | MOVNM |
| (4) | 148 | 8.3 | A | FMPR CAMGE | FADR AOJA | MOVEM MOVE | MOVE | FMPR | FADR | MOVEM |
| (5) | 492 | 2.6 | B | CAMGE | AOJA |  |  |  |  |  |
| (6) | 859 | 19.2 | B | MOVE | FMPR | FADR |  |  |  |  |
| (7) | 581 | 13.1 | B | MOVE | FMPR | FSBR |  |  |  |  |

Sequence (1) is the full loop of the synthetic division. (2) and (3) are probably sections of this loop which remain thanks to bad pruning. (4) is the same as (3) in BLISS Bairstow, but the full loop. (5) is loop control, (6) and (7) are timeconsuming combinations of arithmetic operations.

FORTEN Bairstow
Maximal sequence length: 20 .

| Seq. | Count | 2. Time | B/A | Sequenc |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 44 | 4.4 | A | MOVEM <br> ASHC <br> FAD | MOVEI ADDI mOVE | PUSHJ MOVSM FAD | CAIA <br> MOVSI <br> FDV | MOVE FADM MO'VEN | JUMPG <br> ASH <br> FMP | CAMN TLC |
| (2) | 148 | 8.9 | A | FADR AOJL | MOVEM MOVE | MOVE FMPR | FMPR | FADR | MOVEM | ADDI |
| (3) | 222 | 6.1 | A | MOVE | FMPR | FADR | MOVEM |  |  |  |
| (4) | 452 | 23.7 | A | MOVN | FMPR | FADR | MOVN | FMPR | FADR | MCVEM |
| (5) | 181 | 5.9 | A | ADDI | AOJL | MOVN | FMPR | FADR | MOVN |  |
| (6) | 226 | 6.6 | A | FMPR | FADR | MOVEM | ADDI | AOJL |  |  |

## BASIC Crout

Maximal sequence length: 20 .
Seq. Count \% Time B/A Sequence

| (1) | 2811 | 36.7 | A | FAD <br> PUSHJ <br> POPJ | TLZ MOVE ADD | $\begin{aligned} & \text { CAMGE } \\ & \text { AOS } \\ & \text { ADD } \end{aligned}$ | POPJ <br> MOVE <br> XCT | $\begin{aligned} & \text { HRRZ } \\ & \text { FAD } \\ & \text { MOVE } \end{aligned}$ | $\begin{aligned} & \text { IMUL } \\ & \text { TLZ } \\ & \text { POPJ } \end{aligned}$ | HRRZ CAMGE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (2) | 2811 | 36.5 | A | JSR <br> MOVE <br> TLZ | JRST <br> HLRZ <br> CAMGE | PUSH <br> PUSHJ <br> POPJ | LDB <br> MOVE HRRZ | $\begin{aligned} & \text { JRST } \\ & \text { AOS } \\ & \text { IMUL } \end{aligned}$ | JRST MOVE HRRZ | MOVSI <br> FAD |
| (3) | 1001 | 13.7 | A | MOVE FADR 006 | $\begin{aligned} & \text { POPJ } \\ & \text { JRST } \\ & \text { JSR } \end{aligned}$ | FMPR CAMLE JRST | FADR <br> MOVEM PUSH | MOVEM MOVEI LDB | MOVEI MOVE JRST | MOVE MOVEM |
| (4) | 1239 | 4.1 | A | MOVEI | MOVE | FADR | JRST | CAMLE | MOVEM |  |
| (5) | 918 | 3.5 | A | JSR | JRST | PIJSH | LDB | JRST | JRST |  |
| (6) | 7126 | 13.7 | B | MOVE | FAD | TLZ |  |  |  |  |
| (7) | 7126 | 34.7 | B | $\begin{aligned} & \text { PUSHJ } \\ & \text { POPJ } \end{aligned}$ | MOVE | AOS | MOVE | FAD | TLZ | CAMGE |

Sequences (1) and (2) are largely overlapping parts of the array accessing code. (3) contains most of the general UUO handler in the context of one of the inner product loops, with access to a matrix and sorie arithmetic. (4) is loop control. Its original time was $5.1 \%$ of the total. (5) is the general UUO handler. Its original tıme was 15.37. (6) is the abbreviated truncation of indices to integer, (7) shows this in the context of the routine that also checks for index overflow.

BLISS Crout
Maximal sequence iength: 20.

| Seq. | Count | 7. Time | B/A | Sequenc |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 2109 | 47.9 | A | CAMLE ADD | MOVE ADD | IMULI <br> MOVE | ADD FMPR | ADD FADRB | $\begin{aligned} & \text { MOVE } \\ & \text { AOJA } \end{aligned}$ | IMULI |
| (2) | 361 | 11.0 | A | CAMLE ADD JRST | $\begin{aligned} & \text { MOVE } \\ & \text { ADD } \\ & \text { MOVE } \end{aligned}$ | IMULI MOVE SUB | ADD FMPR JRST | $\begin{aligned} & \text { ADD } \\ & \text { FADRB } \\ & \text { POP } \end{aligned}$ | MOVE <br> AOJA <br> POP | IMULI CAMLE |
| (3) | 2451 | 39.8 | A | ADD <br> IMULI | $\begin{aligned} & \text { MOVE } \\ & \text { ADD } \end{aligned}$ | FMPRB | FADRB | AOJA | CAMLE | MOVE |
| (4) | 865 | 4.2 | A | PUSH | PUSH | PUSH |  |  |  |  |
| (5) | 424 | 2.8 | B | PUSH | PUSH | PUSH | PUSH |  |  |  |
| (6) | 6010 | 38.8 | B | MOVE | IMULI | ADD | ADD |  |  |  |
| (7) | 5530 | 41.1 | B | MOVE | IMULI | ADD | ADD | MOVE |  |  |
| (8) | 400 | 3.0 | B | MOVE | IMULI | ADD | ADD | MOVN |  |  |

Sequence (1) is the call of ALOG in the beginning of the program, with some environment. (2) is the same as (3) in BLISS Bairstow. (3) is part of the same and reflects bad pruning. (4) to (6) are from the synthetic division and again reflect bad pruning.

### 5.3.6 Crout

## ALGOL Crout

Maximal sequence length: 20.

| Seq. | Count | 7. Time | B/A | Sequenc |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 1282 | 19.6 | A | $\begin{aligned} & \text { AORJP } \\ & \text { EXCH } \\ & \text { LSH } \end{aligned}$ | MOVE ROT: AND: | MOVE <br> ROT <br> LSH | ADDI ANDI CAIN | HLLZ <br> HLRZ <br> JRST | SETZB HRRZ HLRZ | ROTC ANDI |
| (2) | 1001 | 21.3 | A | ADD PUSHJ MOVEM | FMPR UFA JRST | MOVE <br> FADI <br> AOS | JSP <br> UFA CAMLE | MOVEI FADI MOVE | $\begin{aligned} & \text { JRST } \\ & \text { POP J } \\ & \text { ADD } \end{aligned}$ | MOVEI <br> MOVEM |
| (3) | 819 | 14.3 | A | MOVEM ADD MOVE | JRST <br> MOVE JSP | AOS MOVE <br> MOVEI | $\begin{aligned} & \text { CAMLE } \\ & \text { ADD } \\ & \text { JRST } \end{aligned}$ | MOVE MOVE MOVEI | ADD <br> ADD <br> PUSHJ | MOVE <br> FMPR |
| (4) | 1585 | 3.6 | B | JRST | AOS | CAMLE |  |  |  |  |
| (5) | 7351 | 12.0 | A | MOVE | ADD |  |  |  |  |  |
| (6) | 1225 | 6.2 | A | MOVE | ADD | FrAPF |  |  |  |  |
| (7) | 3532 | 11.5 | A | MOVE | ADD | MOVE | ADD |  |  |  |
| (8) | 1646 | 6.6 | A | MOVE | ADD | MOVE | ADD | MOVE |  |  |
| (9) | 1015 | 6.8 | A | MOVE | ADD | MOVE | ADD | FMPR |  |  |

The run time system shows up prominently, as in sequence (1) and others. The double precision add or conversion is (2), part of an innerproduct loop with a call to a double precision routine is shown in (3). (4) is loop control, (5) to (9) are various representations of the matrix and vector access code: $(5)$ is the basic vector access, (7) the basic matrix access, using lliffe vectors. (6), (8) and (9) are common contexts for these accesses.
(s) $3460 \quad 6.3 \quad \mathrm{~B} \quad$ AOJA CAMLE

Sequence (1) shows the inner product loop (two matrixes). (2) shows the same loop with its exit, and exit from the routine. (3) is unknown, maybe part of both inner product loops. (4) and (5) show parts of routine entry, (6) to (8) are forms of the matrix access, (9) is loop control.

## FORFOR Crout

Maximal sequence length: 20 .
Seq. Count 7. Time B/A Sequence

| (1) | 1225 | 24.2 | A | JFCL UFA MOVEI | FMPR <br> FADI <br> PUSHJ | JFCL POP PUSH | UFA POP PUSH | JFCL POPJ UFA | FMPI <br> MOVEM <br> FADI | $\begin{aligned} & \text { ICL } \\ & \text { MOVEM } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (2) | 1015 | 15.3 | A | MOVE ADD MOVEI | MOVEI MOVE MOVEM | MOVEM ADD MOVEM | MOVE <br> MOVN <br> MOVEM | IMUL <br> ADD <br> PUSHJ | MOVE MOVE PUSH | IMUL MOVEI |

(3) $2466 \quad 18.7$ B MOVE IMUL MOVE IMUL ADD MOVE ADD The double precision arithmetic is shown in (1), the inner product loop in (2). (3) is access to a formal matrix.

FORTEN Crout
Maximal sequence length: 20 .

| Seq. | Count | \%. Time | B/A | Sequenc |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 819 | 29.4 | A | ADDI <br> imul <br> PUSHJ | $\begin{aligned} & \text { AOJL } \\ & \text { ADD } \\ & \text { PUSH } \end{aligned}$ | MOVE <br> ADD <br> PUSH | IMUL MOVE PUSH | ADD FMPR UFA | ADD MOVEI FADI | MOVE MOVEI |
| (2) | 511 | 3.3 | A | MOVE | MOVE | MOVE | MOVE | MOVE | MOVE |  |
| (3) | 256 | 1.7 | B | MOVEM | MOVEM | MOVEM | MOVEM | MOVEM | MOVEM |  |
| (4) | 735 | 4.9 | B | MOVEM | MOVE | MOVEM | MOVE | MOVEM | MOVE |  |
| (5) | 2390 | 21.2 | B | MOVE | IMUL | ADD | ADD | MOVE |  |  |
| (6) | 2796 | 21.8 | B | MOVE | IMUL | ADD | ADD |  |  |  |
| (7) | 1345 | 2.1 | B | ADDI | AOJ |  |  |  |  |  |

(1) is an innerproduct loop with loop control, access to two matrixes and entry to the double precision routine. (2) to (4) indicate the need for a vider variety of mives. (2) and (3) are from routine entry and exit sequences. (5) and (6) are matrix access. (7) is loop control.

### 5.3.7 Treesort

This algorithm was chosen because it contains packed data and linked structures. It is the shortest of our subject programs, and the WHILE loop dominates all the results. The only intersting feature is the different way the five systems use to pack information into words. In each case we tried to write the program in a way that the system in question was known to handle efficiently. In the case of FORFOR, therefore, we used division by an octal constant that is a power of 2 to unpack, since this was known to generate a shift. Similarly in the BLISS version we used the bytepointer construct, which generates halfword instructions.

The BASIC result is not compatible with the others for two reasons: A shorter vector was sorted, to reduce execution time, and the vector fetch is very different from in the other systems, as stated elsewhere.

The results were:
ALGOL Treesort:
(1) $8574 \quad 18.23 \quad B \quad$ MOVE IDIVI

BASIC Treesort:
(2) $2514 \quad 6.5 \quad$ B $\quad$ FDVR

## BLISS Treesort:

(3) $8174 \quad 7.5 \quad$ B $\quad$ HLRZ

FORFOR ïreesort:
(4) $8974 \quad 16.0 \quad$ B $\quad$ MOVE $\quad$ LSH

FORTEN Treesort:
(5) $8174 \quad 45.0$ B MOVE IDIV

### 5.3.8 PERT

ALGOL PERT
Maximal sequence length: 20 .

| Seq. | Count | 7. Time | B/A | Sequen |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 555 | 20.0 | A | $\begin{aligned} & \text { XCT } \\ & \text { PUSH } \\ & \text { POP } \end{aligned}$ | PUSHJ <br> HLRZ <br> POP | PUSHJ <br> PUSHJ <br> TLNE | MOVE MOVE <br> POPJ | PUSH ADD MOVE | MOVEI MOVE POPJ | MOVE <br> POPJ |
| (2) | 411 | 13.6 | A | MOVE POPJ SOS | POP」 MOVE CAIGE | POP <br> MOVE <br> XCT | POP <br> ADD <br> PUSHJ | TLNE CAME PUSHJ | POPJ JRST MOVE | MOVE JRST |
| (3) | 487 | 6.7 | 8 | $\begin{aligned} & \text { JRST } \\ & \text { MOVE } \end{aligned}$ | $\begin{aligned} & \text { AOS } \\ & \text { CAIG } \end{aligned}$ | CAMLE | MOVE | ADD | MOVE | ADD |
| (4) | 1461 | 9.5 | e | MOVE | ADD | MOVE | ADD |  |  |  |
| (5) | 3415 | 16.3 | 8 | MOVE | ADD | MOVE |  |  |  |  |
| (6) | 622 | 2.8 | B | JRST | AOS | CAMLE |  |  |  |  |

Sequence ( 1 ) is the complete thunk for the parameter to SCAN, including its call by XCT in SCAN, its excursions into the run time support routines, and its return to SCAN. (2) is the loop in SCAN, when the test in the enclosed conditional is false. It overlaps the thunk in (1), but not completely. (3) is the beginning of the loop enclosing the first case statement (switch usage), including loop control. (4) is access code for two level indexing, (5) is the access code for one level indexing in vectors. (6) is loop control.

BASIC PERT
Maximal sequence length: 20.

| Seq. | Count | 7. Time | B/A | Sequenc |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 874 | 10.5 | A | $\begin{aligned} & \text { JRST } \\ & \text { PUSH } \\ & \text { HRRZ } \end{aligned}$ | CAMLE LDB TRNN | MOVEM <br> JRST <br> JRST | MOVEI JRST PUSHJ | 005 MOVSI MOVE | JSR <br> MOVEI <br> AOS | JRST MOVE |
| (2) | 3989 | 44.8 | A | $\begin{aligned} & \text { MOVEI } \\ & \text { AOS } \\ & \text { ADD } \end{aligned}$ | MOVE <br> NOVE <br> XCT | $\begin{aligned} & \text { HRRZ } \\ & \text { FAD } \\ & \text { MOVE } \end{aligned}$ | $\begin{aligned} & \text { TRNN } \\ & \text { TLZ } \\ & \text { POPJ } \end{aligned}$ | JRST <br> CAMGE | $\begin{aligned} & \text { PUSHJ } \\ & \text { POPJ } \end{aligned}$ | $\begin{aligned} & \text { MOVE } \\ & \text { ADD } \end{aligned}$ |
| (3) | 874 | 8.6 | A | MOVEI AOS <br> ADD | MOVE <br> MOVE <br> XCT | $\begin{aligned} & \text { HRRZ } \\ & \text { FAD } \end{aligned}$ | $\begin{aligned} & \text { TRNN } \\ & \text { TLZ } \end{aligned}$ | JRST <br> CAMGE | $\begin{aligned} & \text { PUSHJ } \\ & \text { POPJ } \end{aligned}$ | $\begin{aligned} & \text { MOVE } \\ & \text { ADD } \end{aligned}$ |
| (4) | 3989 | 35.7 | A | PUSH HRRZ | $\stackrel{\text { LDB }}{\text { LONN }}$ | $\begin{aligned} & \text { JRST } \\ & \text { JRST } \end{aligned}$ | JRST <br> PUSHJ | MOVSI MOVE | MOVEI <br> AOS | MOVE <br> MOVE |


| (5) | 3115 | 17.2 | A | 005 <br> MOVSI | JSR | JRST | PUSH | LDB | JRST | JRST |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (6) | 1002 | 4.6 | A | JSR | JRST | PUSH | LDB | JRST | JRST |  |
| (7) | 926 | 3.3 | B | MOVE | FADR | JRST | CAMLE | MOVEM |  |  |

(1) is probably the SCAN loop, showing loop control and entry into the vector fetch UUO. (2) is the body of the vector fetch UUO. (3) overlaps (2) and represents the vector store operations. (4) and (5) are included as examples of bad pruning. (4) overlaps the general UUO mechanism but does not complete the vector fetch sequence of which it is a part. The same holds for ( 5 ), which contains the complete UUO mechanism but continues into the fetch. (6) is the UUO mechanism as it should be with good pruning. Its original count was 4991, with 22.97. of the time consumed by it. (7) is loop control.

## BLISS PERT

Maximal sequence length: 13 (12).
Seq. Count \% Time B/A Sequence

| (1) | 437 | 12.1 | A | ADD | MOVE | CAME | JRST | SOJG | MOVE | MOVE |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  | MOVE |  |  |  |  |  |  |
| (2) | 487 | 12.8 | A | AOJA | CAMLE | MOVE | ADD | MOVE | ADD | SKIPG |
| (3) | 399 | 6.2 | A | MOVE | ADD | MOVE | ADD |  |  |  |
| (4) | 527 | 8.2 | B | MOVE | ADD | MOVE | CAME |  |  |  |
| (5) | 202 | 3.1 | B | MOVE | ADD | MOVE | MOVEM |  |  |  |
| (6) | 1716 | 19.6 | B | MOVE | ADD | MOVE |  |  |  |  |
| (7) | 996 | 6.8 | B | AOJA | CAMLE |  |  |  |  |  |

(1) is the loop in SCAN, when the test is not equal. (2) is the loop control and test of the loop enclosing the first CASE statement. (3) is addition of vector element, or two level indexing. It consumed 14.5\% of the time before reduction. (4) to (6) show further variants of vector access, with one or two level indexing. (7) is loop control.

## FORFOR PERT

Maximal sequence length: 14 (12).
$\left.\begin{array}{lrrlllllllll}\text { Seq. } & \text { Count } & \text { \% Time } & \text { B/A } & \text { Sequence } & & & & \\ \text { (1) } & 411 & 14.6 & \text { A } & \begin{array}{l}\text { ADD } \\ \text { ADD }\end{array} & \begin{array}{l}\text { CAME } \\ \text { SUB }\end{array} & \text { JRST } & \text { MOVEM } & \text { CAMGE } & \text { AOJA } & \text { MOVE } & \text { MOVE }\end{array}\right)$
(1) is the loop in SCAN, (2) is the beginning of the loop surrounding the first case (computed GO TO). (3) shows a rather inefficient way of obtaining absolute values, it is shown in its full glory as (4). (5) indicates that vector access with two level indexing may be of importance, this is verified by (6) and (7). (8) shows loop control in context, (9) on its own.

## FORTEN PERT

Maximal sequence length: 13 (12).
Seq. Count \% Time B/A Sequence

| (1) | 268 | 11.8 | A | ADD <br> MOVE | SKIPG <br> ADD | SKIPLE <br> MOVE | CAILE | JRST | MOVM | MOVE | ADD |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (2) | 227 | 6.1 | A | ADD <br> MOVE | SKIPG | JRST | ADOI | AOJL | MOVE | ADD |  |
| (3) | 487 | 12.1 | A | ADDI | AOJ | MOVE | ADD | MOVE | ADD | SKIPG |  |
| (4) | 411 | 16.3 | A | MOVE | CAME | JRST | AOS | AOSGE | JRST | MOVEI |  |
| (5) | 477 | 7.4 | A | MOVE | ADD | MOVE | ADD |  |  |  |  |
| (6) | 1986 | 22.6 | B | MOVE | ADD | MOVE |  |  |  |  |  |
| (7) | 268 | 4.0 | A | MOVE | MOVEM MOVE | MOVEM |  |  |  |  |  |
| (8) | 913 | 4.9 | B | ADDI | AOJ |  |  |  |  |  |  |

(1) is the body of the CASE statement (computed GO TO), including the preceeding test and the computation of absolute value. (2) is the loop enclosing (1), as seen when the initial test is false. (3) is the same when the test is true and calculation is to proceed as in (1). (4) is
the loop in SCAN. (5) and (6) show the vector accessing code, (7) indicates the need for memory to memory move, $(8)$ is loop control.

### 5.3.9 Hảvie

All the results from this algorithm are dominated by the loop which calls on the integrand, and by the computation of the integrand. The only interesting feature is the use of unrounded an other urusual arithmetic in the mathematical library routines computing SQRT and EXP. We give a few examples n! this.

ALGOL Hávie:
Normal arithmetic used.
BASIC Håvie:

| (1) | 1024 | 11.6 | B | FAD | MOVE | FDV | FAD | FSC |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| (2) | 1024 | 9.9 | B | FDV | FADR | XCT | FSC |  |

BLISS Håvie:

| (3) | 512 | 13.4 | B | FSC | MOVEM | FMP | FAD | MOVE |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (4) | 512 | 21.2 | B | FDV | FAD | FSC | FDV | FADR |
| (5) | 512 | 10.5 | B | FSC | JRST | POP | POP | POP |

These are believed to be conesecutive sequences during execution.

FORFOR Hâvie:

| (6) | 1024 | 21.5 | B | FAD | MOVE | FDV | FAD | FSC |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (7) | 1024 | 20.8 | B | FDV | FADR | FSC | SKIPA | JRA |

These are believed to be consecutive. The BLISS mathematical routines were "borrowed" from the FORTRAN library, this explains the similarity of results for these two languages.

FORTEN Hâvie:

| (8) | 1024 | 17.7 | B | MOVE | FDV | FAD | FSC | MOVE |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (9) | 1024 | 22.3 | B | MOVE | FDV | FADR | FSC | POPJ |

### 5.3.10 Ising

ALGOL Ising
Maximal sequence length: 17 .

| Seq. | Count | 7. Time | B/A | Sequen |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 983 | 18.9 | A | AOBJP <br> EXCH <br> LSH | MOVE ROTC ANDI | MOVE ROT LSH | ADDI <br> ANDI | HLLZ HLRZ | $\begin{aligned} & \text { SETZB } \\ & \text { HRRZ } \end{aligned}$ | ROTC ANDI |
| (2) | 438 | 7.8 | A | LSH ADOI HRLZI | JUMPN MOVE HRRI | AND CAIG ADDI | JFFO MOVEI | $\begin{aligned} & \text { SKIPN } \\ & \text { SUB } \end{aligned}$ | PUSH HRLI | HRRZ MOVN |
| (3) | 438 | 8.4 | A | $\begin{aligned} & \text { SOJL } \\ & \text { ANOI } \\ & \text { HRRZ } \end{aligned}$ | PUSH LSH ADDI | HLRZ JUMPN MOVE | ANOI <br> AND | LSH <br> JFFO | HRLZ <br> SKIPN | HLRZ <br> PUSH |
| (4) | 414 | 8.3 | A | MOVE <br> PUSH <br> PUSH | HRRZ <br> HLLZ <br> AOJA | ADDM PUSH SOJ | HRRZ <br> MOVEI | $\begin{aligned} & \text { XCT } \\ & \text { EXCH } \end{aligned}$ | CAIE <br> HLRZ | $\begin{aligned} & \text { PUSH } \\ & \text { SOJL } \end{aligned}$ |
| (5) | 381 | 7.2 | A | $\begin{aligned} & \text { EXCH } \\ & \text { AOJA } \\ & \text { HLRZ } \end{aligned}$ | HLRZ <br> SOJ <br> ANDI | $\begin{aligned} & \text { SOJL } \\ & \text { PUSH } \\ & \text { LSH } \end{aligned}$ | PUSH HLRZ | AOJA ANDI | $\begin{aligned} & \text { SOJL } \\ & \text { LSH } \end{aligned}$ | PUSH HRLZ |
| (6) | 360 | 7.1 | A | HRRZ AOJA ROTC | TLNE AOBJP EXCH | JUMPN <br> NOVE <br> ROTC | MOVE MOVE | MOVE ADDI | MOVEM <br> HLLZ | MOVEM <br> SETZB |
| (7) | 396 | 5.5 | A | CAIN JUMPN | HLRZ <br> MOVE | ANDI <br> MOVE | ADD MOVEM | ADD <br> MOVEM | HRRZ <br> AOJA | TLNE AOBJP |
| (8) | 381 | 6.6 | A | $\begin{aligned} & \text { PUSH } \\ & \text { SOJL } \end{aligned}$ | PUSH PUSH | HLLZ AOJA | PUSH SOJL | MOVEI PUSH | $\begin{aligned} & \text { EXCH } \\ & \text { AOJA } \end{aligned}$ | $\begin{aligned} & \text { HLRZ } \\ & \text { SO॥ } \end{aligned}$ |
| (9) | 1044 | 9.3 | A | $\begin{aligned} & \text { CAMLE } \\ & \text { AOS } \end{aligned}$ | MOVE | MOVE | ADD | move | MOVEM | JRST |
| (10) | 574 | 5.1 | A | JRST <br> MOVE | AOS | MOVE | Camle | move | move | ADD |

Sequences (1) through (8) all represent parts of the run time support routines, particularly those used at routine calls and name parameter access. These functions probably account for around 507. of the execution time. (9) and (10) represent parts of some some program loop or loops, possibly the assignment to nonlocal vectors in SORT.

BLISS Ising
Maximal sequence length: 14 (13).
Seq. Count \% Time B/A Sequence

| (1) | 184 | 8.4 | A | AOJA | CAMLE <br> AOS | JRST | MOVE | ADD | MOVE | ADD |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (2) | 784 | 19.3 | A | CAMLE | MOVE | AOS | MOVE | CAMG | JRST |  |
| (3) | 296 | 6.9 | A | MOVE | MOVEM | CAMLE | MOVE | MOVE | ADD |  |
| (4) | 381 | 13.6 | A | PUSHJ | PUSH | PUSH | PUSH | HRRZ | SUBI | PUSH |
| (5) | 378 | 5.7 | B | POP | POPJ | SUB |  |  |  |  |
| (6) | 281 | 5.4 | B | SUB | POP | POPJ | SUB |  |  |  |
| (7) | 1163 | 8.0 | B | AOJA | CAMLE |  |  |  |  |  |
| (8) | 1999 | 15.6 | B | MOVE | ADD |  |  |  |  |  |

Here (1) is a piece of the SORT routine, containing the end of one loop, an assignment statement involving a formal vector, and a test ending an outer loop. (2) is from the loops that initialize formal vectors. (3) is probably the initialization of one of these loops and some of the loop. The function entry and exit sequences are represented by (4) through (6), loop control by (7) and formal vector access by (8).

FORFOR Ising
Maximal sequence lengih: 14 .

| Seq. | Count | 7. Time | B/A | Sequence |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 112 | 7.2 | A | SUB <br> MOVEM | MOVEM MOVE | MOVNI <br> MOVEM | ADD <br> MOVE | MOVE <br> MOVEM | ADD CAMGE | ADD |
| (2) | 184 | 10.6 | A | MOVEM MOVEM | $\begin{aligned} & \text { CAMGE } \\ & \text { AOS } \end{aligned}$ | MOVEI MOVE | ADD CAMG | MOVE JRST | ADD | ADD |
| (3) | 860 | 15.9 | A | MOVE | MOVEM | CAMGE | AOJA |  |  |  |
| (4) | 245 | 10.3 | A | JSA | MOVEM | MOVEM | MOVEI | PUSH | PUSH | PUSH |
| (5) | 248 | 5.3 | A | JRST | MOVE | MOVE | HRROI | JRA |  |  |
| (6) | 414 | 6.5 | B | JSA | MOVEM | MOVEM |  |  |  |  |
| (7) | 657 | 6.6 | B | MOVE | ADD |  |  |  |  |  |

The sequence (1) was not identified. (2) is the same loop as (1) for BLISS Ising, (3) is the vector initialize loops, the vectore in the FORTRAN version being held in COMMON. (4) to (6) represent the calling and exit sequences, (7) gives an idea of the cost of formal vector access.

| FORTEN Ising |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Maximal sequence length: 16 (15). |  |  |  |  |  |  |  |  |  |  |
| Seq. |  |  | B/A | Sequenc |  |  |  |  |  |  |
| (1) | 184 | 13.4 | A | MOVE ADD MOVE | $\begin{aligned} & \text { ADD } \\ & \text { SUB } \end{aligned}$ | MOVNI MOVE | ADD <br> MOVE | ADD MOVEM | MOVEM ADDI | MOVNI AOJL |
| (2) | 184 | 9.2 | A | MOVE CAMG | $\begin{aligned} & \text { ADD } \\ & \text { JRST } \end{aligned}$ | MOVEI MOVE | ADD | ADD | MOVEM | AOS |
| (3) | 860 | 15.2 | A | move | MOVEM | ADDI | AOJL |  |  |  |
| (4) | 360 | 6.0 | A | MOVEI | MOVEM | MOVEI | MOVEM |  |  |  |
| (5) | 657 | 7.0 | B | MO'VE | ADD |  |  |  |  |  |
| (6) | 381 | 4.4 | B | MOVE | POPJ |  |  |  |  |  |
| (7) | 414 | 6.1 | B | MOVEI | PUSHJ | MOVEM |  |  |  |  |
| (8) | 381 | 5.5 | B | JRST | MOVE | POPJ |  |  |  |  |
| (9) | 1144 | 8.4 | B | ADDI | AOJ |  |  |  |  |  |
| (1) is the in vecto | unknown itializatio access, | n, but prob on of the (6) to (8) | bably <br> COMMO <br> is rou | in SORT. <br> N vectors <br> tine entry | (2) is the s in SORT and exit | same , (4) is , and (9) | equence <br> nknown, <br> is loop | as (1) in (5) is at ontrol. | BLISS Is <br> east in pa | sing, (3) is <br> part formal |

### 5.4 Sequences applied to data types

Sequences (1) to (6) of the BASIC compiler consume about $30 \%$ of the total time of compilation. Much of this could be saved by recoding (1), as previously described. An even larger gain in time would be achieved, however, if the PDP-10 had an instruction to move text (byte strings), with the action to be taken on each byte defined by a table. By a suitable set of options defined by each table antry, this instruction could replace all of the constructs pointed to by sequences (1) to (6). Such an instruction would also reduce space cost compared to the recoded form of (1), and programming cost in any case.

Character handling also shows up in the results from ALGOL, sequences (1) to (8), where it may be assumed to consume well above 10\% of the time, and in FORTEN, sequence (6), where it consumes at least $5.5 \%$ of the time. We know that all compilers have to perform this kind of processing, the reason it does not show up in the others may be that it is more distributed over the program, and that text lines are not processed as an entity. If an instruction as indicated were provided, compilers would be written to make use of it at a
benefit. It can further be safely assumed that it would find application in I/O routines, the importance of such routines is vindicated by our introductory experiments as related on page 37. The need for this type of instruction was also pointed out by Alexander [AleW72].

Another observation we can make from this material is that vector operations are important in many different contexts, and occur to a significant degree in many of our programs: Vector moves consume 47. to 14\% of the time in Aitken, 6\% to 20\% in lsing. Searches in ordered vectors consume 37. to 40\% in Aitken, innerproduct consumes 207, to 60\% of the time in Crout. Access to vector elements consumes from 57. to 50\% in many programs, most in the BASIC programs where they are done through run time system routines.

Hence instructions for vector operators could be introduced to advantage. The least that can be done is to make the vector move operation already existing in the hardware easily available in higher level languages. This is only a first step, however. We propose a vector type along the following lines:

The concept of vectors with a compile time determined address should be unified with that of dynamically located vectors. They should be given a common formal descriptor and representation.

The descriptor should allow for vectors stored in non consecutive but equidistant locations. Zero should be a legal value for this distance. This would facilitate operations on both coloumns and rows of matrixes; vector moves would perform initialization of a vector with a single value, vector addition would compute the sum of a vector: and so on.

Further, the vectors should be easily combineable into matrixes and access to individual elaments of vectors and matrixes should be no more difficult than in common implementations in present systems.

The operators could include moves, searches (possibly binary), vector addition, and inner product, the latter accumulated in double precision.

Possibly this vector type could further be unified with the character string type discussed above.

Other data instructions that might be useful are memory to memory move, and conversion between fixed and floating point numbers. Both of these contribute significantly to the
execution time in more than one of our programs. The type conversions have in fact been included in the KIIO processor for the DECsystem 10. This saves 4 to 5 instuctions on each use in a general context, 1 or 2 in the restricted context of BASIC matrix access. For some BASIC programs, this could amount to 37 or 47 of the execution time.

Finally we remark that instructions for packing can save considerable time where they exist in the ISP and are made available by the compiler used. The language PASCAL [WirN71] shows how this can be integrated into a rigid type mechanism.

Two objections against some of these instructions are that they do not easily fit into the PDP-10 instruction format, and the difficulty of accessing them from current higher level language'. The latter problem, can, in part at least, be solved by giving them the syntactic status of subroutines. This is already commonly done for operations like negate and absolute value.

### 5.4.1 Summary

In the previous section we proposed several data types and instructions for inclusion in the PDP-10. For each of these, evidence of its usefulness was fourd in several algoritms and across most languages. The sequences used to perform these operations were different from language to language, but the underlying operations were the same. This convinced us that our results are valid descriptions of the needs of algorithms. For subject set selection it indicates that the intended area of application should be covered reasonably well, but that the choice of language is less im.portant.

### 5.5 Properties of operands

As mentioned in the introduction to this chapter, data types desirable for inclusion in the ISP are not only such that are expensive to simulate using existing operators. Other data types might be desirable in order to reduce the space cost of data storage, and to some extent the time cost of the operators.

Examples are given by Wortman [WorD72] and Alexander [AleW72]. They have observed the
distribution of written constants in source programs, and found that a large fraction of the integer constants can be held in very few bits. (937. and 567 respectively in 4 bits. The discrepancy may be caused by Wortman's use of student programs, whereas Alexander used larger programs). One would expect a similar observation to hold for dynamic occurrences of integers.

If the operands of each instruction are written on the trace, this dynamic distribution can easily be observed. To relate these observations back to specific storage locations and variables, and to find the maximum space needed for each variable, would require an array equal to the whole data area of the subject program, hence this is a relatively expensive analysis. Furthermore several variables might share the same physical storage location, adding further complication. Hence the utility of a hardware subrange type is not easily determined exactly, although a good indication could be found. We do not do this at present.

To do a similar analysis for floating point types is even harder, since there is no way of telling how much of the accuracy provided is really necessary. This must be left to numerical analysts. A weak indication is provided by observing the usage of immediate type floating point instructions.

Non-uniform distribution of values is not a phenomenon restricted to written integer constants. It has been observed, as reported by Hamming [HamR70] and Pinkham [PinR61], that "naturally occurring numbers" do not have uniformly distributed mantissae. Rather, the mantissae seem to be distributed according to the density function:

$$
r(x)=1 /(x * \ln (b)) \quad(1 / b \leq x \leq 1)
$$

where $b$ is the base of the number system. For a binary computer with mantissae in $[0.5,1>$, this seems to imply that about $58 \%$ of the mantissae would be in $[0.5,0.75$. The essential property of this distribution seems to be its invariance to scale $1 /$ ansformations.

Tracing methods can be used to obtain more oxperimental verification of this, and to evaluate methods designed to exploit it. Other observations of operand values could have relevance for:

Variable length data types
Representation of control and addressing information
Rounding procedures in floating arithmetic

### 5.6 Data types, Conclusions

In this chapter we have presented various methods for detecting unnecessary data types and operators in existing ISPs, and for detecting non existing but desirable ones.

The former methods are based on frequency counts of instructions, and most of them have also been presented by other workers in the field. Our conclusions about these methods were presented in Section 5.1.3. We pointed out that the results are sensitive to changes both in programming language and algorithm, and hence that a subject set should be well distributed over the area of application and over the languages used.

For the latter problem, we presented a heuristic algorithm for detecting significant dynamic sequences of instructions. This algorithm, including the heuristics, is our work. The algorithm is structured so that the heuristics are easily changed, and new heuristics may be easily added. This method is also applicable to control operators and address calculation.

The results were presented in Section 5.4. They are less dependent on language and algorithms than the frequency results, and properties common to the programs are brought out strongly. This led us to propose several types and operators for inclusion in the ISP that we worked on. A subject set for this method need not represent many languages, but should cover most concepts of the intended area of application.

Finally we propose that desirable data types may also be suggested by a study of the operand values from existing data types. No experimental results from this method are presented.

## CHAPTER 6

## CONTROL OPERATORS

Our major methods for studying control operators are the same as for data operators, i. e. frequency counts in its various disguises, and instruction s?quences. The results of the sequence studies are presented in Section 6.1. We give no comments on the frequency results above those given in Section 5.1.3. We also propose some new methods for use in particular situations. These are discussed in Section 6.2.

Frequency counts indicate that control operators, as defined below, account for a large fraction of the total number of instructions executed ( 337 by our SNIFT, Figure 5-4). Furthermore, control structures are among the most important means of structuring programs. It follows that efficient implementation of control operators contributes to reduced programming cost as well as time and space cost.

Further motivation for studying control structures and operators is found in the difficulties of compiler writing, particularly in code optimization. A great deal of effort at both compile and run time goes into maintaining (setting and restoring) state information. This applies on subroutine and coroutine calls as well as in more local control contexts where several program branches merge. The inability of compilers to cope with this problem is one of the major reasons for generation of inefficient code. An alternative approach to the problem would be to design ISPs such that the amount of state to be maintained is less, or where it can be saved and restored more efficiently.

Control operators are primarily those which may change the contents of the program counter to a value different from the default value (Old value $+1, n+1$ 'th address etc). Since almost all programs are written in higher level languages, it is reasonable to extend this definition to include instructions used for implementing higher level control structures. Such control structures may be grouped as:

## Statement level:

## Unconditional jumps

Conditionals
Case selection
Loops

## Program level:

Subroutines

## Coroutines

Parallel processes (tasks)
On the program level, program context changes and program communication are most important. Communication ranges from parameter and result passing for subroutines to synchronization for processes.

Our methods are not suited to analysis of programs with processes, since such programs, and certainly the most important ones, have to execute at full speed in order to adequately handle the real time situation they are designed for. The slowjowri caused by the tracing interpreter would therefore perturb the results.

There may also be more or less control associated with the ope-ators of the language, ie. the programmer may or may not have to supply explicitly the control necessary for, say, matrix operations, depending on the language (FORTRAN vs. APL). If the control is supplied with the operator, the compiler can in general generate more efficient code, since the context is better defined.

The most important classes of con' 'ators on the ISP level miay now be described as:
Unconditional jumps
Simple tests (implying jumps or skips)
Loop jumps (count, test and jump)
Subroutine and return jumps
Stack manipulating instructions
Execute instructions
Some monitor calls
Other instructions in special contexts
6.1 Sequences applied to control

In this section we discuss those sequences from Section 5.3 that are relevant to control operators.

Most noticeable is the cost of the run-time system for ALGOL programs. This consumes $50 \%$
of the execution time for Ising, 207, for Crout. To achieve a reasonable efficiency for ALGOL programs with many routine calls and name parameters, special instructions and descriptor formats should be introduced. This observation is not new; it has influenced several ISP designs, in particular those of the Burroughs B5000 and its descendants and siblings.

A related feature, more common to all the languages, is the cost of subroutine calls. This is most easily spotted in BLISS programs, since the BLISS calling sequences include stack instructions that are never used in other contexts. In the BLISS compiler calling seque ices consume at least $25 \%$ of the time, in the FORTEN compiler at least $15 \%$. Both of these compilers were written in BLISS ${ }^{\dagger}$. In the other programs where we have observations, the time consumed varies between 5\% and 20\% of the total; 57. in FORTEN Crout, 127. in FORTEN Ising, and over 16\% in FORFOR Ising.

The functions performed by these sequences are transmission of parameters and result, manipulation of return linkage, and state setting. The latter includes setting up system register's as well as saving and restoring user registers. The exact constructs needed depend heavily on the language. We present one example:

BLISS programs would execute considerably more efficiently if the PUSHJ and POPJ instructions could manipulate the F registertt, and remove the parameters from the stack after exit. The address field of the POPJ instruction, presently unused, could be used to hold the number of parameters, so there would be no space cost at the call site, and the change would fit cleanly into the existing structure. This would reduce the instruction count by 4 in each call, more in some cases. For the BLISS compiler $1 / 8$ of the instruction count would be saved this way; this is about half of '.he instructions executed in calling sequences. If one were able to specify which registers to save on entry and restore on exit, two further instructions could be saved on each call for each such register. There is, however, no room in the instruction word to specify this. This is a problem common to all calling sequences.

A variant of the subroutine call is the UUO. In our material this is used almost only to call the BASIC run time system. Since this includes vector and array accessing, UUOs are frequently used by BASIC programs, and the central UUO handler of BASIC contributes $15 \%$ to 237 of the total execution time. This UUO handler, which consists of 6 instructions,

[^17]processes the return linkage and selects the right run time routine. Parameters and state are processed at the call site and in the individual routines. Hence the cost of UUOs is extremely high compared to using one of the subroutine call instructions. An exception is when only one UUO is used. In that case the central UUO handler reduces to one instruction. The advantage of UUOs over other subroutine calls is that they allow a memory address (subjected to the standard effective address calculation) and an accumulator address to be transmitted to the routine at no extra cost in space or time at the call site. It also permits linkage to subroutines through a table defined at load time and with no name correspondence. This is of small importance, however. From this we conclude that UUOs should be used only in very special circumstances where the extra time cost is justified. UUOs are also discussed in Section 5.1.3.

Another common construct is loop control. This often consumes no more than $2 \%$ to $5 \%$ of the execution time, but may consume as much as 97 (Aitken-L) or 10\% (FORFOR PERT). It appeared in at least 16 programs, consuming at least $2 \%$ of the time in each. In spite of the looping instructions provided in the PDP-10, most loop control sequences consist of two or more instructions. This is primarily due to the fact that most loops count upward to a non zero limit, hence loop control niseds to address both the limit and the branch target (assuming the counter to be in a register and the increment to be 1). Contributing are the facts that languages often require the test to be performed at the beginning of the loop but the stepping of the counter at its end, and the need to store the loop counter in memory.

Results reported by Knuth [KnuD70], Shaw [ShaM71], and Alexander [AleW72], for FORTRAN, ALGOL and XPL, show that 937 to $95 \%$ of all wrilten counting loops have an increment of one. This form of loop could be done more efficiently in the PDP-10 if the AOBJN (Add one to both, jump if negative) were used. This instruction keeps the loop counter in the right half of a register, the left half is initialized to the negative of the desired number of traversals of the loop. F.ach tirne the AOBJN is executed, both halves of the register are incremented by one, and the jump is taken if the result (i.e. the left half) is negative.

This instruction is rarely used in our subject set: 709 times in our 1 million instruction SNIFT. The reason is that extra tests must be performed to make sure that the bound and counter will not overflow the halfword allocated to them. This suggests that two registers should be used, one to hold the upper bound and one for the counter. Our results in Chapter 4 show that there are sufficiently many registers to permit this. Downwards count to a nonzero limit can be handled by a similar instruction.

Commonly used sequences for loop control consist of a AOJXX CAMXX pair. Our instruction will execute in less time than the CAMXX, since no memory operand is needed. Hence these instructions would reduce the time cost of loop control by 407 , to 507 , or up to $5 \%$ of the execution time of some programs. For very short loops, such as initialization of vectors, this saving could be a significant fraction of the time of the loop. The prologue may imply a larger space cost than for most present loop controls. The hardware cost is that of adding the new instruction(s). The instructions integrate reasonably well into the PDP-10 ISP structure, hence the programming cost will probably be reduced.

We finally draw attention to various forms of testing that are prominent in some of cur subject programs. This is seen in the ALGOL run time system and in the compilers, and consumes 27. to 11\% of the time. The ALGOL run time system also does a great deal of bit manipulation. We can not suggest any improvements on these operations without further knowledge of their semantics.

### 6.2 Some special problems

In this section we discuss some problems associated with control operators in general, or with special control operators, which are not easily solved using the more general methods.

### 6.2.1 Control information

An important aspect of control operations is the control information, i.e. that information which is processed by the normal data operators, but whose main raison d'etre is its use for control purposes. This includes loop counters, stack pointers, returr, addresses and other addresses, parameter descriptors, displays, etc. Ideas for improved control operators might come from studying how such information is processed.

We make the simplifying assumption that we may disregard information stored in primary memory, and consider only register contents. The information in a register is used for control purposes at the control points, i.e. whenever the register is addressed by a control operator. We are interested in the history of comrol information accumulated at comtrol points.

The sequences of sections 5.2 and 6.1 tell us something about this, but they have several deficiencies: They are not accumulated at control points, they contain instructions irrelevant to the control information, and they cover a too short span of time.

Another form of history which we already have is the register usage classes of Section 4.5. These classes are also inadequate for the present purpose, since only the kinds of events in the life of the register are known, their order and number is unknown.

A third form of history is the sequence of instructions that operated on the specific register before the comirol point was reached. Such register sequences can be collected by a process somewhat similar to that described in Section 5.2, but in many ways simpler. Its main properties are:
a) Sequenices are accumulated separately for each register, and only instructions affectiric it at register are included.
b) Each sequence is restricted to one R-life of that register. (R-life defined in Jection 4.2). This might cause some sequences (particularly those representing the history of a loop counter) to become very long. A Kleene star kind of concept would be useful in such cases, or the sequences may be truncated at the old end.
c) Sequences are tabulated each time the register is used for a control purpose.
d) The collection takes place in one pass. If space is scarce, some kind of pruning might be riecessary.

In such histories, the time order of the events is preserved, but only events affecting the particular register is recorded. If parts of the computation have taken place in other registers, this information is lost. We do not believe this to be a serious problem, however. If it is, one may build the expression trees for the information instead of the sequences. Techniques for doing this are constantly used in compilers, though with the opposite goal. In such trees the exact order of operations is lost, and only those aspects of it are preserved which are relevant to the arithmetic value of the result.

We propose register sequences as the method for study of control information, most likely to give useful results at a reasonable cost. We have, however, not programmed this method, and hence have no experimental results to support this contention.

### 6.2.2 Test.instructions

To perform a test, 3 addresses are needed: two for the values to compare and one for the instruction that is to be executed if the test succeeds. On the other hand, most ISPs have at most 2 addresses in each instruction (memory address and register or 2 memory addresses). Three techniques are commonly in use to solve this problem:
a) An implicit operand, usually 0 , is used for the test. This method is adequate when the value tested either does not have to be computed, or is used for other purposes than testing. This can be studied by register sequences, possibly extended beyond the control point.
b) An implicit change (SKIP), usually 1,2 or 3 , is made in the value of PC depending on the result of the test (succeeds or fails; $>,=$ or <). This may require another 1 or 2 jump instructions to follow the skip instruction, but at most one of these is executed, often none. This method is adequate when the false path is exactly one instruction long, and continues into the true path. Sequences may be used to study the relative frequencies of SKIP JUMP and SKIP NO-JUMP pairs. This requires a modification to the sequence program so that these combinations are always printed before they are pruned. Many SKIP NO-JUMP pairs indicate that this construct is used to advantage.
c) A condition code (CC) is used to store the resulk of the test. This is subsequently tested by an instruction which specifies the conditional new value of PC in its address field and the desired state of CC in its opcode or register address field. If CC is set by the arithmetic instructions, the first instruction of this pair is not always necessary and this scheme may or may not be more economical in space and time costs than the ones previously described. This method is adequate if the value tested is that most recently computed and it is also used for other purposes.

If the ISP under study does not use CC's, a few lines of code in the program that accumulates IFT's will simulate a CC. The tables that describe the instructions in terms of the program structure distribution must be available. In this way we may estimate how frequen!ly the introduction of condition codes would have simplified the program.

None of the above methods were implemented; some of the other results, however, have some bearing on these problems.

The program structure distribution, presented in Figure 5-4, indicates that the accumulator is most often tested against memory. The compilers form an exception; here the bit tests and the tests against an immediate operan' are more used. The importance of testing against memory may in part be due to the use of these instructions in the loop control. Bit testing and testing against immediate operands are second in importance; tests against 0 are least important. However, testing memory against 0 is as important as the analogous test for the accumulators. Taken together, the tests against zero are almost as important as the accumulator versus memory tests. These results refer to instruction count. In computed time, the tests involving memory increase in relative importance.

We conclude that programmers preter b) to a), and that they rarely need to test values genuinely for zero, at least not recently computed ones. The memory against zero tests are most common in compilers, this may indicate tests of long lasting status indicators, table entries, etc..

### 6.3 Control operators, Conclusions

This concludes our discussion of control operators. We have presented the results from the sequence method as applied to control structures, and also suggested some other methods for obtaining additional information. The latter methods, however, have not been implemented.

The detailed implementation of control varies more from language to language than does the use of data operators. This is particularly so for languages that use a run time system for their space allocation and parameter transmission. There is also some variation from algorithm to algorithm due to the different degrees to which the algorithms use certain control structures, and in particular those that involve the run time system. Differences are also inherent in the forms of processing that the algorithms do, as is evident from the program structure distributions in Figure 5-4. We also found significant similarities across languages and algorithms. This is clearly seen in the program structure distribution, and even more clearly in the sequences. In the latter case, though the sequences differ in detail, they reflect common underlying control concepts, and can in many cases be unified. This led us to propose a modification of an existing instruction for loop control, and to point out a basic flaw of the routine call instructions. We also pointed out the inefficiency of the UUO concept of the PDP-10.

If the goal is to detect which control structures are common, the subject set need not represent many languages, but it should be well distributed over all control concepts used in the area of application. However, the detailed implementation of these control concepts is highly language dependent, particularly where a run time system is used. Hence a thorough analysis of programs from the particular language should be done if detailed implementation is the goal.

Our results do in fact suggest that the ISP should have separate control operators, possibly microprogrammed, for each commonly used language.

For the same reasons as when we discussed data types, the generality and consistency of our results lead us to believe in our methods. Our remark in the introduction to this chapter about compilers and state maintenance correlates well with our findings about routine calls. Finally we remark that our results agree well with experience, intuition and afterthought.

## CHAPTER 7

## ADDRESS CALCULATION

By address calculation (in a wide sense) we mean the calculation of an effective address to operands or instructions in physical memory, based on information provided in the instruction word, in memories addressed by the instruction word, and on other information held in the processor state. Within the problem area so outlined, there are 3 subproblems:
a) Address calculation for data structuring and control operations, which is discussed in Section 7.1. Some of our sequence results are relevant to this problem. These are discussed in Section 7.1.1. We also propose some other methods for special problems in Section 7.1.3. Some of these are closely related to those proposed for control operators in Section 6.2.
b) The problem of mapping a large virtual memory into a small real one. This problem has been addressed by many authors, hence we do not discuss it here, but refer the reader to work mentioned in Section 1.4. The basic idea of these methods is to study the stream of effective addresses, and observe how locality in time implies locality in space.
c) Uniting the need for a large name space with a short address field. We propose no method for this problem; it can be studied by methods similar to those used for b).

### 7.1 Data structuring

The most common tools in address calculation are indexing, indirection, and base registers. We discuss our methods and results for indirection and indexing. The use of base registers is closely tied to problem c) above. Since we present no methods for this problem, we only mention base registers in passing.

Following a terminology proposed by Foster [FosC70] we will mean by nominator a cell
containing an (indirect) address, and by nominee the cell thus addressed. Our other terminology is standard.

### 7.1.1 Sequences appliéj to addressing

In this section we discuss those of the sequences in Section 5.2 which are relevant to data structuring, and which indicate the need for more specialized address calculating techniques. Our results reveal two related such structures, namely vectors and matrices.

Vector access consumes $5 \%$ or more of the time of at least 14 of our programs, much more in two special cases: $53 \%$ in BASIC PERT, and 467. in ALGOL PERT which has a vector element as a name parameter. It consumes more than 107. of the time in Aitken-G, Aitken-L, ALGOL Bairstow, BLISS PERT, FORFOR PERT, FORTEN PERT and BLISS Ising, where more conventional accessing methods are used. In many accesses in PERT the index is itself an indered variable, a fact which contributes to the cost for that algorithm.

Vector access is particularly time consuming when the base address of the vector is not known to the compiler, that is when the vector is passed as a parameter or when dynamic space allocation is used. The problem could be reduced by addressing vector elements indirectly through a nominator whose written address is the base of the vector. This would require that the same index register was used for all accesses to the vector. The compilers that we used do not seem willing to accept this restriction.

In Section 5.4 we proposed the introduction of a vector type to handle vector operations as well as access. Alternatively some other solution, such as the introduction of base registers, should be found to reduce the accessing cost.

The other data structure giving rise to significant sequences is matrices. Matrices are used in Crout, SEC, and Aitken-L. The time cost of accessing was $7 \%$ of the total computed time in Aitken-L, and $15 \%$ to $20 \%$ in SEC. The costs for the versions of Crout are not comparable, due to the special use of UUOs in BASIC, and the non-uniform use of double precision arithmeti which consumes much of the time where used. They were: 11.57 for ALGOL Crout, $60 \%$ for BASIC Crout, 397 for BLISS Crout and approximately 207 for the FORTRAN versions. The time advantage of using Iliffe vectors is clearly seen in the ALGOL Crout result.

In many algorithms, such as Crout, the matrix elements are accessed in a systematic manner as row or coloumn vectors. Hence this cost could be reduced by introducing the vector type proposed in Section 5.4 or by adequate language constructs. To speed up genuine random access to matrices, a matrix type with special descriptors and operators could be devised. This should be integrated with the vector type. A step in this direction has been taken in the Burroughs $B 5000$ and related computers. A vector is described by a one word descriptor, the vector so described may itself consist of vector descriptors (i.e. it is an Iliffe vector) and so on.

### 7.1.2 Indexing and indirection

By observing the frequencies of use of indirection and indexing, we may assess the utility of those features. Thinking the utility of indexing to be above doubt, we did not actually count the number of instructions using it. We did, however, count the number of register lives used ior indexing, and we also observed what other kinds of operations those lives were subject to. These are the register usage classes of Section 4.5. Our observations are reported in Figure 4-17 and Section 4.5.

We did observe the frequency of use of indirection, and also to how many levels indirection was carried, whether the nominator was in a register, and whether pre indexing or post indexing or both were used ${ }^{\dagger}$.

Two level indirection was observed in all the ALGOL programs, and in FORTEN Crout and FORTEN Ising, the level 2 nominators comprising from about $1 / 10$ to $2 / 3$ of the total number of nominators in these cases. Indirection off byte pointers was found in FORFOR, FORFOR Bairstow, FORFOR PERT and FORFOR SEC, probably associated with I/O, and comprising about 2.6\% of the total number of indirect accesses.

Post indexing, was found in the ALGOL programs and in the ALGOL, BASIC and FORFOR compilers. In FORFOR 6.7\% of the nominators were indexed, in ALGOL PERT 63.8\%. For the other programs the percentage ranged beiween 20 and 50 . Our other results are displayed in figures 7-1 through 7-3.

[^18]The low number of indirections through registers indicates that indirection could not be replaced by indexing except at the cost of extra LOAD instructions.

The results for the ALGOL programs indicate that two level indexing may be useful in certain circumstances, for instance where the access path is compuled and has a relatively long lifetime, or where it depends on more than one index. Indirection to one level is justified by being used in most programs; one instruction execution is saved on each indirection not through a register. The instruction count of FORTEN Crout would increase by over 7\% if indirection were removed, and by 37 or more for 14 of the 41 subject programs.

### 7.1.3 Addressing information

By addressing information we mean computed information used in address calculation, such as indexes or nominators. The analogy with comtrol information is obvious, and information about them may be collected in the same way, except that addressing information is collected at addressing points, defined by analogy to control points. The reader is referred to Section 6.2.1, which applies mutatis mutandis to addressing information.

A study of addressing information might reveal important manipulation of such information, that could lead to new address calculation algorithms in the ISP. Analysis of addressing information should be correlated well with that of control information, particularly loop counts and case selectors, which from other experience might be expected to play a double role.

It may also be of interest to study the context of indexed data accesses. Indexing may be used in several contexts, and the following can probably be distinguished mechanically:

Record access, with constant offset and computed base.
Array access, with computed offset and constant base.
Array access, with computed base and computed offset.
Immediate operands.

FIGURE 7-1
Fraction of instructions using indirection

| Algorithm llanguage | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Bairstow | 0.006 | 0.030 | 0 | 0.024 | 0.010 |
| Crout | 0.017 | 0.047 | 0 | 0.040 | 0.073 |
| Treesort | 0.000 | 0.031 | 0 | 0.000 | 0.000 |
| PERT | 0.025 | 0.034 | 0 | 0.048 | 0.034 |
| Havie | 0.019 | 0.036 | 0 | 0.060 | 0.060 |
| lsing | 0.018 | - | 0 | 0.032 | 0.053 |
| Secant | - | - | - | 0.034 | 0.022 |
| AlgorithmlProgrammer | E | B | A | G | L |
| Aitken | 0 | 0 | 0 | 0 | 0 |
| Source progr. ICompiler | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| Treesort | 0.026 | 0.015 | 0.000 | 0.003 | 0.000 |

FIGURE 7-2
Fraction of nominators in a register

| Algorithm \language | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Bairstow | 0.021 | 0.007 | 0 | 0.024 | 0.005 |
| Crout | 0 | 0.001 | 0 | 0 | 0.000 |
| Treesort | 0 | 0.001 | 0 | 0 | 0.167 |
| PERT | 0.002 | 0.003 | 0 | 0.003 | 0.001 |
| Havie | 0.001 | 0.003 | 0 | 0.001 | 0.000 |
| Ising | 0.001 | - | 0 | 0.048 | 0.001 |
| Secant | - | - | - | 0.171 | 0.000 |


| Algorithm \Programme: Aitken | E | B | A | G 0 | L 0 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Source progr. Compiler Treesort | $\begin{aligned} & \text { ALGOL } \\ & 0.127 \end{aligned}$ | $\begin{gathered} \text { BASIC } \\ 0.999 \end{gathered}$ | $\begin{aligned} & \hline \text { BLISS } \\ & 0.059 \end{aligned}$ | $\begin{array}{r} \text { FORFOR } \\ 0.069 \end{array}$ | $\begin{array}{r} \text { FORTEN } \\ 0 \end{array}$ |

FIGURE 7-3
Fraction of indirections pre inde

| Algorithm language | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Bairstow | 0.359 | 0.985 | 0 | 0.953 | 0.990 |
| Crout | 0.854 | 0.933 | 0 | 1.000 | 1.000 |
| Treesort | 0.600 | 0.999 | 0 | 0.500 | 0.667 |
| PERT | 0.719 | 0.951 | 0 | 0.993 | 0.998 |
| Havie | 0.661 | 0.435 | 0 | 0.534 | 0.526 |
| Ising | 0.690 | - | 0 | 0.737 | 0.875 |
| Secant | - | - | - | 0.828 | 1.000 |
| Algorithm |  |  |  |  |  |
| Aitken | E Programmer | 0 | B | A | G |
| Source progr. \Compiler | ALGOL | BASIC | BLISS | FORFOR | FORTEN |
| Trgesort | 0.615 | 0.001 | 0.937 | 0.008 | 0.175 |

### 7.1.4 Operand and result modes

Related to addresss calculation is the choice of destination for the result of data operations, and of the order of the operand for non-commutative operators (Examples: Add accumulator to memory, result to memory; Subtract accumulator from memory; etc.). These variants of the operators may be expressed as part of the opcode, or by special addressing modes. If such modes exist on the ISP in question, their utility can be assessed by frequency counts. If such modes do not exist, sequences do not suffice to establish the need for them, since information about the identity of operands is needed. The "result to memory" mode is indicated by the occurrence of OPERATE STORE pairs with the same address. If the accumulator contents is used after such a pair, the indication is for a "result to both" mode. The "inverse order of operand" mode is needed if a iarge number of LOAD OPERATE pairs exist, where both specify the same accumulator, and the OPERATE is noncommutative and addresses a register for its memory operand.

We did not implement detection of such sequences, and hence have no indications for or against the need for "inverse order of operand" instructions in the PDP-10. The frequaniay
counts in the SNIFT indicate that both the "result to memory" and the "result to both" modes are used, particularly for the commutative operators. Thus FADRB represents 147 , and FADRM $21 \%$ of all the occurrences of FADRX instructions ${ }^{\dagger}$ in our SNIFT, ; FMPRB represents $2.4 \%$ of all the FMPRXs. Similariy the immediate mode for floating arithmetic point is justified, with 6.47. of the FADRXs and $5.9 \%$ of the FMPRXs.

### 7.2 Addressing, Conclusions

The most important part of this chapter discussed those results of our sequence method which applied to address calculation. These results indicated a need for improved accessing methods fo- matrices, and for vectors with a dynamically determined base address, such as, vectors passed as parameters.

We further presented some results from our SNIFT, throwing light on the use of different result destinations for arithmetic operators. Due to our restricted subject set, these latter results are considered inconclusive, but they do suggest a need for the "result to memory" and the "result to both" modes on the PDP-10.

There is nothing in these results to contradict our earlier conclusions about the validity of our methods. We refer the reader to the conclusion sections of chapters 5 and 6 , which also apply here, but with some less weight on the dependency of operator implementation on language.

Finaily we presented some results on the use of indirection. These show that one level of indirection is certainly useful for our subject set, possibly two. Both pre and post indexing was used.

+ FADR is floating add with rounding, FMPR is floating multiply with rounding. The suffix $X$ indicates the special mode: Both, Memory or Immediate.


## CHAPTER 8

## CONCLUSION

In this thesis we have developed some methods for evaluation of the architecture of instruction set processors. The methods are based on analyzing traces of program execution, the traces contain information about every instruction executed by the program. The traces are written as the program is executed on an interpreter for the ISP under investigation. A set of programs, the subject set, is used to represent the workload of the ISP.

The main advantages of these methods are:
a) The level of detail to which they permit us to go. In general every instruction executed, as well as any desirable information from the processor state between instructions, is easily recorded on the trace. If desired, parts of the instruction interpretation may be simulated, and information from this traced. In our case we recorded the instruction word, effective address, program counter, indirect chains, byte pointers and final operands.
b) The generai applicability of the methods. The subject set can usually be chosen among any programs that can be compiled into the standard relocatable format used on the processor. The methods are not restricted to a single language or set of lanouages.
c) The ease of programming of the methods. Other methods could conceiveably provide some of the same information, but wculd impiy a cons derable analysis of relocatable programs or core images to reconstruct instruction sequences and register usage.

The subject programs have to be brought into a format acceptabic to the interpreter. Usually the standard relocatable format is convenient. For an ISP under design it may therefore be difficult or impossible to obtain a representative subject set. However, in these days of microprogramming, it is not improbable that compilers may be written for an ISP before the ISP itself is frozen. For existing ISPs, as in our experimental work, the interpreter may run on its own ISP. In such cases the relocatable form of the subject programs may be used, and no restrictions are posed on the selection of the subjact set.

### 8.1 Overview of the methods

In chapters 4 through 7 we presented various issues of ISP architecture, viz. register structure, data types and operators, control operators and address calculation. In each chapter we presented methods to deal with these issues, together with experimental results ubtained using our subject set.

Some of the methods were the same, or analogous, for several ISP problems. We now review the methods in a methodologically systematic manner. They fall in five categories:

Instruction sequences, with the variant register sequences. Sequences are used to assess the need for new data types and data operators, centrol operators, and addressing modes. Register sequences (i.e. instruction scquences restricted to instructions affecting one register) can be נsed for studying control and addressing information in more detail and with greater accuracy than is permitted by the general se;uences.

Frequency counts of instruction usage. The instruction frequency table can be displayed in different formats, sorted by execution frequency or by time consumed, grouped into distributions/mixes, or output in the form of the FGR function. From these results we can see which operators were not used, and can be omitter. We can also estimate the cost incurred by having to recode some of the instructions if the instruction set is reducud, and we can see which instructions are candidates for improved implementation.

Register life classification. We showed how to detect register lives (R-lives), and how they could be classified according to the use made of the registers during the lives. This information can be used to assess the need for generality of regislers.

Simultaneity of register lives. We presented algorithms to detect how many registers are used simultaneously, and to calculate upper bounds for the tirne cost incurred if the number of registers were to be reduced while preserving the rest of the ISP structure. These calculations may be done for each of a number of classes of registers, as defined above, as well as for the total set of registers.

Miscellaneous methods. We proposed several special methods for special problems. These can be used to investigate indirection, the utility of condition codes and other solutions to the addressing problem for test instructions, distribution of operand values
with partword operands in mind, and so on. One may also implement methods for special properties of the ISP, such as byte pointers on the PDP-10.

The methods have different needs for data space and tables of descriptions. They also use different parts of the trace input. These factors, and also the forms of analysis performed, have some implications for the programming of the methods:

The instruction sequence algorithm makes many passes over the trace, and needs a large data space, but only the instruction word is needed from the trace, and no tables of descriptors are needed. Hence this program should be preceeded by a program that condenses the trace. This latter program can also accumulate the IFT and print its various forms. This latter process requires several tables of descriptors but a moderate amount of data space.

The algorithm for simultaneity of register lives has two phases, the former writing a special file for use by the latter. Neither phase uses much data space, but the first needs some table space. These tables are the same as are used for R-life classification. The latter algorithm needs some data space, but not overly much. Hence it may be programmed with the first phase of the simultaneity algorithm.

In this first phase all register usage, including indexing and indirection through registers, must be detected. For this the effective address is needed. Hence the indirection statistics is best accumulated in this program, and also the special sequences for operand and result modes, if space permits.

To accumulate register sequances we need information about the addresses, to see which registers are used, so that the instruction can be associated with the proper register(s). Also, some data space is needed to store the sequences. These sequences can furthermore be collected in one pass. Hence this algorithm does not blend as well with the general sequence algorithm as might be believed at first sight. Many of the same routines and structures can be used, but the main control is different. Hence this method is best programmed separately.

The same holds for operand analysis. For this methods the tables of descriptions used for the Gibson or Program Structure distributions are needed. From the trace, we need the instruction word and the operand words.

### 8.2 Validity of the methods

In Section 1.2.1 we discussed various methods for collecting dynamic data. It is at this point evident that we could not have oblained our major results without using traces. Both the methods for register structure and the sequence method require the exact sequence of instructions executed. The register results also require the indirect chains and bytepointers as well as the effective rather than the written address of most instructions. This amount of detail, and the preservation of sequentiality which is inherent in tracing, could not be obtained by any of the other methods discussed in Section 1.2.1. Jump tracing could not be used, since we could not have recorded indirect chains or effective addresses that way.

Many of the methods are exact. This applies in particular to the instruction frequency results, the register results up to simultaneity, the register classification results, and the miscellaneous small methods. Hence for these methods the validity of the results depend mostly on the selection of the subject set.

The sequence method is particularly inexact, due to its use of heuristic methods, and to the need for manual analysis. However, the results from this method showed very general results, and many of the sequences found represented general concepts not particular to the language or algorithm where they were found. This supports our contention that these results are valid and useful.

The cost of reducing the number of registers is also inexact, being an upper bound. Our intention was to check these results for some of our BLISS programs. In theory and manuals the BLISS compiler permits the programmer to reserve a number of registers, so that they are not used by the object program except where explicitly named in the source program. However, the compiler refused to generate code for such unwholesome conditions, and the verification could not be done.

Our experimental results show good internal consistency. Many of the results are in general trend independent of both the algorithm and the programming language in which it was coded, and the details often show systematic variation with language and with algorithm. Examples are the register results for ALGOL and BASIC prograns, and the use of floating point arit metic in Bairstow, Crout and Hävie. This is a strong support for their validity.

Some of the results also agree well with previous knowledge - the state maintenance problem for compilers as discussed in Chapter 6 is one example, another is the good agreement of our Gibson distribution with those of Gibson and Gonter.

The dependence on language is most important for those languages that use a run time system for significant parts of their control and accessing functions. In the case of ALGOL, both the sequence results and the register lives were clearly influenced by this. BASIC also influenced the results more than did FORTRAN and BLISS. This is because BASIC uses only one type, because no information is kept in registers between statements, and because a run time system is frequently used. Hence languages with such special properties should be represented in the subject set if they are used. Also, register usage in general depends on language.

Our Aitken results show that the variation due to programmer habits can be large. Analysis of the source programs show that the variation is due mostly to the selection of strategies for subproblems, but that application of coding tricks also plays a part. Our sample is too small to show more than this. The variation is mostly in the sequence results, less in register usage. This suggests that register usage is more a function. of the language and compiler used than of the programmer or algorithm.

The register results are not particularly dependent on algorithm. This is natural, since higher level languages hide register usage from the programmer. The choice of algorithm has a strong influence on the use of data operators and data structures.

The results from the FORTRAN programs show good correlation between the two compilers. This may indicate that language has more influence on the object program structure than do compilers. The observation may be peculiar to FORTRAN, which is a well understood language.

A deficiency of the methods in general is that to a large extent they depend on the compilers available for the machine analyzed. A particularly bad or unusual implementation of a commonly used language may flavour a whole analysis, and in no case do the results of an analysis reflect usage of ISP features beyond those that can be made available to programs within the state of the art of compiler writing. On the other hand, the results do indicate what is needed to generate good code for existing languages using existing compiler techniques.

Similarly, if an analysis indicates the need for a new operator or other feature in the ISP, it is not sufficient to implement it in the processor. It must also be made available to the users through the languages they use. This may cause compiler-technical and linguistic problems.

When selecting a subject set for a full scale analysis, care should be taken so that the area of applications is weil represented. In particular, all important data structuring methods and special operations should be included. The matrix access of Crout, and the unnormalized arithmetic in certain contexts clearly show this; they are significant where they occur. The incividual subject programs should be large enough that the problem of dominating loops is reduced to its right proportions. Good representation of languages is important for register analysis, and particularly for details of control structures and access methods for data structures.. It is less important for data operators.

Another problem occurs when analyzing large prograns. How can one represent all aspects of the program within a trace of at most about one million instructions? The obvious solution is a slight modification to the tracer, and possibly the operating system, so that the tracer can be "turned on" for maybe 5000 instructionst, then off for a period of time in which the program executes at full speed, and then on again. Each time the tracer is turned on computation in the subject program has progressed significantly, and different sections of it will be traced. We do not, with this method, have any guarantee that the resulting trace represents a cross section of the program, but our hope is better than by tracing a consecutive tape-full.

### 8.3 Specific results

We now repeat some of the specific results obtained using our subject set on the PDP-10. We believe most of them generalize to similar ISPs.

Register utilization was low. The average number of live registers was 7 or less for all programs, the number of registers used was 10 or less $90 \%$ of the time for all programs, and 8 or less 987 . of the time for 29 of the 41 programs. Time here is the instruction count. If the ISP had only 8 registers, the instruction count of the programs would increase by less than $20 \%$ for all programs.

The instruction count of calling sequences can be as high as $25 \%$ of the total instruction count. This is particularly noteworthy in view of the common assumption that well structured programs will have many subroutines.

[^19]The utilization of the opcodes was low. Our subject set used only 27 the 4 out of 42: different user instructions. One set of 128 instructions would suffice for $98.8 \%$ of the computed time, and a slightly different set of 128 instructions would suffice for $98.6 \%$ of the executed instructions. We note in passing that an instruction set of 128 instructions is twice the size of that of the CDC 6000 Central Processor ISP, and about the same size as that of the IBM 360.

Much time was consumed by vector operations or in operations that could be subsumed under a general vector type. This is also true for programs that do not use the mathematical concepts of vectors or matrices. A vector type with sufficiently general operators could be used to advantage by most of our programs. Possibly as much as $30 \%$ to 407. of the execution time could be saved in some cases.

We also mention the need for character string operations, and the high cost of using UUOs.

The PDP-10 has a very spacious instruction word, hence both a rich instruction set and a large addressing space. Several of the results above indicate a reduction of the functions in a capability, thus freeing instruction word space. Our suggestions for addition of functions do not nearly consume this space. In fact, the additions indicated could probably be done using the instruction word space which already is available. For an ISP where space is scarce, microprogrammirg could provide one way of using it eificiently for a given class of applications (See our discussion of the Burroughs B1700, page 15).

### 8.4 Improvements to the methods

Our present programs could be improved in several ways:

The pruning heuristics used for the sequence collection are not adequate, as discussed in Section 5.2.2. We would expect improved heuristics to significantly reduce the arnount of insignificant output from this algorithm, with correspondingly simplified manual analysis.

The results of Figure 4-27 show that we would have achieved a lower cost for reduction of the number of registers if we had pronounced the registers to be dead after a dormancy of only 100 or 60 instructions, instead of 200. An even lower number should be used if the cost is high when using 60 .

All of our analysis programs are fairly slow. We believe worthwile reductions in the cost of analysis could be achieved by coding critical routines in machine code, and by cleaning up certain inefficiencies causing extra parameter transmissions.

What is most needed, however, is to try the methods out in a large scale analysis using a significantly larger subject set, where the individual programs also are larger. Only when such an analysis has been successfully completed can we claim that our methods have really proved their worth.

### 8.4.1 New methods

Some new methods could be implemented. These include the operand analysis, register sequences and other methods outlined in previous chapters, but also one more general one:

Each instruction could be mapped into its generalization in the Program Structure classification, and sequences of such general instructions accumulated. This would bring certain control operations out more clearly, as for example SKIP JUMP sequence:; since the conditions on the tests would be suppressed. Also, we could hope to obtain information on common expression forms, generalized calling sequences and loop control, etc.

If the results of such analyses show that the number of sequences found in each analysis is low, and that commonality between algorithms is significant, results of such analyses might be combined to represent the whole subject set, in a way analogous to our present SNIFT.
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EACH INSTRUCIION IS DCSCPIEEO 日Y A TWO HOPO TGBLE ENTPY． IHE VALUES OF THESE ENIRIES APE DEFINEO BY CONBINHIIONS OF THE FOLIOWING SYMBOLS：
：OFFSEIS FOR FIELDS，HOPD 1.


| PCOFF＝$=1:$ | LAST E1T OF SUB－OP DESCP FOP REGISIER． |
| :--- | :--- |
| MCOFF＝10000： | LAST BII OF SUB－OP OESCP FOR MEMOPY． |

－REFEPENCE ATIRIQUTES
－aCCUMLATOR FIELD
ACCNUS＝A\＃ACCOFF： ACCNZL＝ 1 •HCCDFF： ACCLOO $=2$＊ACCOFF ； ACCMOD＝3 a $A C C O F F$ ， ACCMME－4 WACCDFF： ACCUSE＝SaACCOFF， hCCUVE saが ACCUND＝？vaCCDF $F$ ACCUL2：10＊ACCOFF ACCML2：11aACCOFF：

ACCUMULAIOR NOT USEO
ACCIMULAIDR PELDIAFD IF NDT ACC O
ACCUNULAIDR PELDHDFD IF NDI
ACCUMUA AIOR ALHAYS RELOMDED
ACCUMULAIOR FLWAYS REL
ACCUMLATDP MODIF $1 E D$.
ACCUMLATDP MODIFIED．
ACC．ACC 1 BOTH MOOITIE
ACC．ACC＋I BOTH MOOIF IED
ACC VALUE USED．NOT CIWNCEO
ACC VALUE USED，NOI CIW
ACC，ACC +1 BOTH USEO．
HCC，ACC＋I BOTH USEO．
UNDEFINCD IAS IN CHLL，
HCC USED．ACC +1 LOFDEO
MCC USED．ACC 1 LOFAES
ACC MOOIFIED，ACC 1 LONDEO
－EFFECTIVE MEMORY AODRESS FIELD
MNUSEDEOUMHOFF：
MUSED： 1 MAOFF，
MUSED． 0 －MMOFF
MLOAD＝2：MAOFF：
MMODIF＝4 WhiOF ：
MSPECL S S MAOFF

M USEO BUT NDI CHMNGED
M LDADEO H．NEW VALUE
M Monozird
M NEEDS SPECIML TPEMTMEAT．
M USEO FOR FILE DE SCPIRTOR．
M USED IF WCC NOT ACC

1 ACCESS AITRIBUTES：
－INOEX REGISTER USAEE
INYNUS－00 INXOFF：
INXDHT＝I－INXOFF：
INXJMP－Z－INXOFF：
INXIMM＝4•INXOFFI
INOEX NOT USED
INDEX USEO FOP DATH INDEXING
INDEE USEO FOP JUMR INDE XING，INCL．XCI． INDEX USEO FDP IMTEDIATE OPERMND．
－GPITHMETIC WHEN PESULI TO ACCUHKLATOR
ARPNONE＝ORAMPOFF： AAPCOU 10 － 4.1 PDFF： AAPCOU 1 © 4 HPOFF：


ND APITHMEIIC
FIXP，ADO／SUB ICOUNIEP PEGISIEPI
FI，P．Mul／OIW
FLOHIING POINT OPEPATIONS．
；GPITHMEIIC WHEN RESULT TO MEMORY

MAPNON＝ 1 OMAPOFF；
MARCDU 1 －MAPOFF
MAPF IX 20 MAPOFF：
MAPFLD＝4 AMAPOFF：

ND ：WI IHMETIC PESULT TD MEMOPY
COUNTER OPEPAIIONS IFIXP．©－）
FIMPOINT OPEPATIONS
fLOATING OPEPATIONS
：NON－APITHTETIC ACCUHUL．ATOP OPEPATIONS

PCNONE＝ $1 \times$ PCOFF，
PCSTOD $=1$ PPCOFF：
PCHMMD： $2=R C O F F$ ：
RCEYIE F 4 •PCOFF：
PCLOCI $=16$＊PCOFF：
RCSHIF＝2 0 PCOFF
RCSIAK＝40．PCOFF：
PCAODR＝101）＝RCOFF：
RCTESI＝200＊RCOFF：

NOT USEO

Bite lowdedincpeatlt
LOCICAL OPEDATIONS
ACC．SHIFTED
ACC．USEO IIS SIACA POINIEP
ACC USEO FOR ADDPESS IAS IN BLI）．
ACC．IESTEO UPON
The register usaye cias oficulian
I NON MPIIMMEIIC REMORY OPEPGII IONS
MCNDNE = GeMCNET: Mi NOI USSO.


MCEYIEstamCOF: MA RIIF HCOIFIEO
MCLDGI = InamCORF:
MCTEST-2AABMCOFF
MENONI $=4 B 0 \cdot$ MCOF $F$
MCBPTR $=100 \mathrm{Ma}+\mathrm{MCOF} F$;

MCE XEC $=400 \mathrm{Wi}$ MCOFF;
Mor MODIt IEO BY IOGICM OH' PH IION.
Fio. If Sico
Ma USEO FOP MONITCP Priphmikp. possibly mooirlico

MAT USED FDP INOIPTCI MDDUESS
Mi) EXECUIED i Jump DR EXCCI.
SAMPLE INSTRUCIION DE SCPIPTINNS

WOPD I: ALCCMOD + INXDNI + MMCDIF AMIPFID OMHRFLO
WOPD 2 : PESTOP
mal: IMULIPLY IMMEDIATE :
WOPO I: ACCMLE INXIMM HANUSEO F FHDF IX
HOPD 210
PDJXI IADO ONE TO ACCUMMLATOR, JUMP IF XII

HOPD ZI MCEXEC+RCIEST

Fixpoint addition and subtraction afe referfit to a cnunter cher ations.
The non abvious encodings of the usage carampters er e:

xData lindering fieed and fiosting
xJump indexing jumes
ximik Indexing imacdizte operants
indexing dat acrese ind jumps
Indexing data accerse3. jumps and immediate

MAS: refers la the class definition given in the nutput procedure. UNION Ct.AS5 is the union of all clastes lisied atiove il.

THE FULL UCT




THE APITHEIIC CLASSES


| MASK AND $0 \times 000 ?$ <br> 777776 | 115 CD | EMEN |  |  | CF XFL | KDJIM | STOPE | Hill F W | Briop | LOGIC | SHIf 1 | STACA | ADOPS | IESIS | MON11 | 8YTPT | IMORK | EXECI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CLAS5 | CONT | $\begin{aligned} & \text { FPAC- } \\ & \text { TION } \end{aligned}$ | $\begin{aligned} & \text { CUMUL, } \\ & \text { FPACT. } \end{aligned}$ | AUPGE LENELTH | INTEPP | Pretalio |  |  |  |  |  |  |  |  |  |  |  |  |
| Ofmany | 618 | 0.101 | 0.191 | 1.31 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| bugnio | 551 | 9.094 | 9.191 | 3.66 |  | XUATA |  |  |  |  |  |  |  |  |  |  |  |  |
| 日M0109 | 545 | 9. 1889 | 0.279 | 7.98 |  |  | SIDRE |  |  |  |  |  |  |  |  |  |  |  |
| -2agiga | 427 | 0.079 | 0. 359 | 2.46 |  |  |  |  |  |  |  |  |  | TESTS |  |  |  |  |
| 0mel 30 | 280 | 0.046 | 0.495 | 9.21 |  | ROHJM | 510PE |  |  |  |  |  |  |  |  |  |  |  |
| 020500 | 108 | 0.018 | 0.422 | 12.00 |  |  | 5T0PE |  | Ertop |  |  |  |  | TESTS |  |  |  |  |
| 6 OM420 | 84 | 0.n14 | 0.436 | 2.00 |  | xump |  |  | 8) T0P |  |  |  |  |  |  |  |  |  |
| $0: 1400$ | 60 | e.e10 | 0.446 | 9.60 |  |  |  |  | Br10P | 10G1C |  |  |  | TESTS |  |  |  |  |
| 401400 | 39 | 0.006 | 9.45? | 4.05 |  |  |  |  |  | LOCIC |  |  |  |  |  |  |  | EXECT |
| 980110 | 36 | 0.00 .6 | 0.458 | 14.14 |  | MOHTA | STOPE |  |  |  |  |  |  |  |  |  |  |  |
| 0a4ans | 22 | 0.804 | P. 461 | 68.23 |  |  |  |  |  |  |  | STACK |  |  |  |  |  |  |
| 021090 | 16 | 0.003 | 0.464 | 7. 94 |  |  |  |  |  | 106IC |  |  |  | IE 515 |  |  |  |  |
| 0294098 | 16 | 0.093 | 0.467 | 5.75 |  |  |  |  | Briop |  |  |  |  | IESTS |  |  |  |  |
| 029190 | 15 | C.CN2 | A. 469 | 29.40 |  |  | S10PE |  |  |  |  |  |  | 18515 |  |  |  |  |
| ammaz | 13 | - 0 ¢ ${ }^{\text {a }}$ | 0.471 | 2.46 |  | KJutip |  |  |  |  |  |  |  |  |  |  |  |  |
| 0003500 | 13 | 0.ñ2 | 0.473 | 20.54 |  |  | SIOPF |  | 3Y10P |  |  |  |  |  |  |  |  |  |
| 023190 | 8 | 0. M11 | 0.17s | 27.00 |  |  | SIME |  |  | LOGIC | SHIF T |  |  | TESIS |  |  |  |  |
| acmsio | 8 | 0.019 | 0.476 | -. 55 |  | XDATA |  |  |  |  |  |  |  | IESIS |  |  |  |  |
| 004100 | 8 | 0.901 | 0.477 | 38.08 |  |  | STOPE |  |  |  |  | StACK |  |  |  |  |  |  |
| 019090 | $?$ | 0. ल) | 0.178 | 2.04 |  |  |  |  |  |  |  |  | H0DPS |  |  |  |  |  |
| 919300 | 7 | 0.0011 | 0.489 | 7.00 |  |  | STOPE | Hutif |  |  |  |  | MDORS |  |  |  |  |  |
| 0 0, 1498 | 7 | 0.001 | O.4月1 | 911.60 |  |  |  |  | BYIOP |  |  |  |  |  |  |  |  |  |
| 021390 | 7 | 0.091 | ก.48: | 93. 11 |  |  | STOPt | HaLf H |  | LOEIC |  |  |  | IESI5 |  |  |  |  |
| 0nob3ne | 7 | 0. Anl 1 | 0.483 | 23.86 |  |  | S10PE | WhFL |  |  |  |  |  |  |  |  |  |  |
| 002610 | 7 | ก. Plll | 9.484 | 18. 14 |  | XONTA |  | HLLF | BYTOP |  | SHIf 1 |  |  |  |  |  |  |  |
| 021170 | 7 | 0.001 | c. 485 | 66.29 |  | XDJIM | 51. |  |  | LOEIC |  |  |  | IESI5 |  |  |  |  |
| 329350 | 6 | 0.061 | 0.486 | $76.0 n$ |  | x IMDA | 5TL.'E | HMLF |  |  |  |  |  | TESIS |  | BYIPT | INDRK |  |
| O21509 | 6 | 0.all | 0.417 | 14.00 |  |  | SIOPE |  | EYtop | LOCIC |  |  |  | TESIS |  |  |  |  |
| 401230 | 6 | 0.901 | 0.488 | S. 10 |  |  |  | HMLFW |  | LOCIC |  |  |  |  |  |  |  | EXECT |
| 000430 | 6 | 0.001 | 0.489 | 4.09 |  | MOHJM |  |  | BYtop |  |  |  |  |  |  |  |  |  |
| A21100 | 6 | 0.001 | C. 493 | $6.9 n$ |  |  | 5TOPE |  |  | LOGIC |  |  |  | IESTS |  |  |  |  |
| 084810 | 5 | 0.001 | 0.491 | 11.17 |  | YDhTA |  |  |  |  |  | SIIACK |  |  |  |  |  |  |
| Q 21229 | 6 | - 001 | 0.492 | 14.17 |  | rump |  | HWM F |  | LOGIC |  |  |  | TEST5 |  |  |  |  |
| 001039 | 2 | - 0 -m | 0.492 | 6. m |  | MDiJM |  |  |  |  |  |  |  |  |  |  |  |  |
| 005690 | I | - 0 00 | 0.493 | 31.00 |  |  |  | HALF W | BYT0p |  | SHIF T |  |  |  |  |  |  |  |
| 0gnata | 1 | $0.0 n 9$ | 0. 493 | 45.mp |  | 20JIM |  |  |  |  |  |  |  |  |  |  |  |  |
| amiz 09 | 1 | - mua | 0.493 | 28.06 |  |  |  | Huk $\mathrm{F}_{\text {W }}$ |  |  |  |  |  |  |  |  |  |  |
| 004110 | 1 | 0. 600 | 0.493 | 44.011 |  | xDuia | SIORE |  |  |  |  | 5 AC* |  |  |  |  |  |  |
| exceso | 1 | 0.000 | 0.493 | 3.00 |  | $x 1 \mathrm{MOH}$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 010290 | 1 | 0.000 | 0.493 | 9.00 |  |  |  | Hit.FW |  |  |  |  | AODPS |  |  |  |  |  |
| 40103790 | 1 | - 0.80 | 0.494 | 19.00 |  |  |  |  |  |  |  |  |  |  |  |  |  | EXECT |
| $40 n 600$ | 1 | 0.000 | 0.494 | 12.00 |  |  |  | Hal F | 8ytop |  |  |  |  |  |  |  |  | EXECT |
| 3028 LIFETIMES, 42 |  |  |  |  | DIFFEPENT CLASSE5. |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { INION CI } \\ & 737770 \\ & 040007 \end{aligned}$ | ASS AN |  | OMPLEMEN |  | Cf XFL | XDJIM | STORE | Midfa | BYIDP | LOGIC | SHIF 1 | Stact. | ADORS | TESIS | MON1 1 | BYTPT | INDPK | EXEC 1 |
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## CUMLATIVE STATISIICE FOR THE PHYSICAR REGISTERS

| REG | LIVES | TOIAL <br> LIVE | 101AL USES | FRACIION <br> LIVE | AUPG. LEMGTH | USES PR. <br> LIFE | USES PR. LIVE INSIR | USES PR. IOIAL INSIR |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00 | 002 | 5299. | 3004. | 0.254 | 6.81 | 3.50 | A. 58 | 0. 15 |  |
| 01 | 283 | 6630. | 1634. | 0.318 | 23.43 | 5.77 | 11.25 | 0.06 |  |
| 02 | 2217 | 11598. | 7940. | 0.555 | 5.23 | 3.58 | 0.68 | ค. 38 |  |
| 03 | 1368 | 5092. | 4199. | 0.244 | 3.72 | 3.07 | O. $0^{2}$ | 0.20 |  |
| 04 | 298 | 1262. | 783. | 0.069 | 4.23 | 2.63 | $0.6{ }^{2}$ | 0.04 |  |
| 05 | 21 | 4058. | 231. | 0.233 | 231.33 | 11.00 | A. 85 | 0.01 |  |
| 65 | 48 | 684. | 72. | 0.833 | 14.25 | 1.50 | 0.11 | 0.09 |  |
| 07 | 0 | 5058. | 369. | 0.242 | 632. 25 | 46.12 | 0.0 ? | 0.07 |  |
| 10 | 0 | 0. | 9. | 0.093 | 0.81 | 0.00 | $0 . \mathrm{m}$ | 0.00 |  |
| 11 | 0 | 5691. | 517. | 0.273 | 711.37 | 64.62 | 0.19 | 0.02 |  |
| 12 | 0 | 0. | - | 0.000 | 0.00 | A.m0 | 0.70 | 0.90 |  |
| 13 | 12 | 3462. | 348. | 0.166 | 260.50 | 29.00 | (1. 10 | 0.02 |  |
| 14 | 12 | 1044. | 48. | 0.050 | 67.00 | 4.09 | 0.05 | 0.10 |  |
| 15 | 316 | 11376. | 5122. | 0.545 | 36.00 | 16.21 | v. 45 | 0.25 |  |
| 15 | 826 | 9346. | 2705. | 0.418 | 14.93 | 4.32 | 0.29 | 0.13 |  |
| 17 | 34 | 7427. | 1168. | 0. 355 | 218.44 | 34.35 | 0.16 | 0.66 |  |
|  | $\begin{aligned} & \text { OR AVER } \\ & 6133 \end{aligned}$ | E: |  | 3.779 | 12.85 | 4.60 | 1. 36 | 0.09 | 1.35 |

UNION OF USACE CLASSES FOR THE PHYSICAL REGISTERS:


6PPENO：X 0
The cotel 5Nifi

TDIAL EXECUIED INSTPUCTIONS MND IIME：IWhiluS 3：II889．59 USEC 274 DIFFEPENI INSIPICIIONS USED

THE SNIFI OPDFPED GY NUMEPIC OPCODE． WITH INSIPUCIION COUNI MMD COMPUIED IIME

| 00 | $009$ | $0.00^{0}$ | $401$ | $0.0 n^{n}$ | $\theta 2$ | $\stackrel{2}{0.10}$ | $003$ | $0 . m^{2}$ | inf | $\begin{aligned} & 3 \cdot 18 \\ & 0.100 \end{aligned}$ | ms | $\begin{aligned} & 1068 \\ & \text { A. (h) } \end{aligned}$ | $6$ | $\begin{aligned} & 422 \\ & \text { A. } 06 \end{aligned}$ | $007$ | $\begin{array}{r} 449 \\ 0.00 \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 01 | ${ }^{610}$ | $\begin{array}{r} 56 \\ 0.00 \end{array}$ | Cl！ | $\begin{array}{r} 89 \\ 0.0 n \end{array}$ | Al2 | $\begin{array}{r} 34 \\ \text { A. } 64 \end{array}$ | $013$ | $0 \cdot 0$ | $014$ | a. (1) | 015 | $0.0$ | 0 | $\stackrel{2}{2}_{0}$ | 917 | $0.11$ |
| 02 | $020$ | $0.0 n^{3}$ | 02 | $0.8$ | 02 | $0 . \infty$ | 03 | $0.0$ | 0.4 | $0$ | 025 | $0.00^{1}$ | 026 | $0.00$ | 027 | $\begin{gathered} 9 \\ 0.00 \end{gathered}$ |
| 03 | $030$ | $0.00$ | 031 | $\text { 0. }{ }^{0}$ | 132 | $\begin{gathered} 0 \\ 0.013 \end{gathered}$ | 033 | $\begin{array}{r} 0 \\ 0.0 i j \end{array}$ | $0.34$ | $\begin{gathered} 0 \\ 0.909 \end{gathered}$ | 035 | $9.0^{2}$ | 036 | $9.9 n^{?}$ | n3？ | $\begin{array}{r} 0 \\ 0 .(w) \end{array}$ |
| 04 | 040 | $0 .{ }^{6}$ | 041 | $0.0{ }^{4}$ | 1342 | A. n | 1043 | $0.00$ | 044 | $0 \cdot 9$ | م45 | $\stackrel{0}{0}$ | 046 | $\begin{array}{r} 0 \\ 0.09 \end{array}$ | 447 | $\begin{array}{r} 137 \\ 4.06 \end{array}$ |
| 05 | $050$ | $0.00$ | 051 | $\begin{array}{r} 576 \\ 0.00 \end{array}$ | $\mathrm{CBL}_{i}$ | $0, n^{n}$ | $053$ | $0.0$ | $1154$ | $0.90$ | $145$ | D. | 096 | $0.00^{2}$ | 05？ | $0.1$ |
| 06 | $060$ | $0.0 n$ | 061 | $0.00^{3}$ | $162^{2}$ | $\begin{array}{r} 27 \\ 0.14 \end{array}$ | 063 | $0.0)^{3}$ | 064 | $\begin{array}{r} 3 \\ 0.0 n \end{array}$ | 065 | $\stackrel{3}{n}$ | $\stackrel{166}{ }$ | $0.00^{5}$ | 067 | $\begin{array}{r} 40 \\ \text { D. } \end{array}$ |
| 07 | $070$ | $\begin{array}{r} 15 \\ 0.9 D \end{array}$ | A기 | $\text { o. }{ }^{14}$ | $A>2$ | C.0. | $013$ | (o.fin | 974 | $\begin{array}{r} 0 \\ 0.00 \end{array}$ | 075 | $0 \cdot{ }_{0}^{0}$ | 976 | $0 \cdot{ }_{2}^{2}$ | 077 | ${ }_{0.0}^{0}$ |
| 10 | $100$ | $\begin{array}{r} 0 \\ 0.0 \end{array}$ | $101$ | 0.0 | $10_{i}^{0}$ | B. (14) | 143 | $\begin{array}{r} 0 \\ 0.00 \end{array}$ | $!^{144}$ | $0.00^{0}$ | $105$ | $0.019$ | $166$ | $0.00^{0}$ | $107$ | $0.00^{0}$ |
| 11 | $110$ | $0.00^{0}$ | 111 | C. | 112 | $0.14$ | 113 | $0$ | 114 | $\begin{gathered} \mathrm{D} \\ \text { g. } \end{gathered}$ | 115 | O.m | 116 | $0.60$ | 117 | $0.0$ |
| 12 | $120$ | $\text { ๑. }{ }^{0}$ | 121 | $0.0 n^{n}$ | 120 | $\begin{array}{r} 19 \\ 0.0 n \end{array}$ | 123 | $\begin{array}{r} 0 \\ 0.10 \end{array}$ | 124 | （190） | 175 | $\text { A. }{ }^{0}$ | 126 | －．${ }_{0}{ }^{0}$ | 127 | $\begin{array}{r} 0 \\ 0.643 \end{array}$ |
| 13 | UFA | $\begin{array}{r} 2558 \\ 12764.42 \end{array}$ | DrN | $10.62^{3}$ | ${ }^{\text {F }}$－ | $\begin{array}{r} 7886 \\ 85641.96 \end{array}$ | 168 | $\begin{array}{r} 241 \\ 730.23 \end{array}$ | 1100 | $\begin{array}{r} 35 \% 1 \\ 28519.92 \end{array}$ | LDB | $\begin{array}{r} 6212 \\ 47521.80 \end{array}$ | IDPB | $\begin{array}{r} 1914 \\ 16958 . \mathrm{A4} \end{array}$ | ${ }^{1 / P}$ | $\begin{array}{r} 8 こ 1 \\ 6978.50 \end{array}$ |
| 14 | FAD | $\begin{array}{r} 10796 \\ 54843.68 \end{array}$ | FODI | $\begin{array}{r} 2786 \\ 13555.98 \end{array}$ | FADM | $\begin{array}{r} 546 \\ 3303.30 \end{array}$ | $f+008$ | $\begin{array}{r} \text { A6 } \\ 52^{0} .30 \end{array}$ | FILP | $\begin{array}{r} 11353 \\ 6199 ? .38 \end{array}$ | FAOR！ | $\begin{array}{r} 1250 \\ 5737.50 \end{array}$ | FADPT: | $\begin{array}{r} 3982 \\ 25004.26 \end{array}$ | FMOPB | $\begin{array}{r} 2722 \\ 17502.46 \end{array}$ |
| 15 | F50 | $\begin{array}{r} 28 ? \\ 1509.65 \end{array}$ | $\text { F } 581$ | $0.0$ | FS8M | $0.00$ | \％ 500 | $0.00$ | FSBR | $\begin{array}{r} 178,6 \\ 726: 19.64 \end{array}$ | F98P1 | $\begin{array}{r} 46 ? \\ 2203.74 \end{array}$ | F5，89M | $\begin{array}{r} 236 \\ 159.96 \end{array}$ | F SaPB | $0.90^{0}$ |
| 16 | FMP | $\begin{array}{r} 4173 \\ 43858.23 \end{array}$ | PMPI | $\begin{array}{r} 7 ? \\ 3009.92 \end{array}$ | FHPM | $\text { ค. }{ }^{0}$ | FAPB | $0.00$ | ${ }^{\text {FMPR }}$ | $\begin{array}{r} 19386 \\ 213(15 i+14 \end{array}$ | FMPPI | $\begin{array}{r} 1143 \\ 10=29.85 \end{array}$ | FMPPM | $\begin{array}{r} 158 \\ 1809.60 \end{array}$ | IMPPG | $\begin{array}{r} 512 \\ 6123.52 \end{array}$ |
| 17 | FOU | $\begin{array}{r} 5034 \\ \therefore 1906.20 \end{array}$ | FDVI | $15.80^{1}$ | FOM | $\begin{array}{r} 86 \\ 1315.80 \end{array}$ | $\text { FO. } 8$ | $0$ | FOUP | $\begin{array}{r} 5533 \\ \hline 9121.90 \end{array}$ | FDUPI | $\begin{array}{r} 321 \\ 4301.40 \end{array}$ | FDURM | $76.50^{5}$ | FOUPB | $\begin{array}{r} 33 \\ 5(14.90 \end{array}$ |
| 20 | move | $\begin{array}{r} 191709 \\ 466047.27 \end{array}$ | MOVE I | $\begin{array}{r} 364.75 \\ 53+30.25 \end{array}$ | MOUEM | $\begin{aligned} & 182: 93 \\ & 186515.94 \end{aligned}$ | MOUE 5 | $\begin{array}{r} 0 \\ 0.80 \end{array}$ | mous | $\begin{array}{r} 949 \\ 23 \times 6.07 \end{array}$ | MOUSI | $\begin{array}{r} 3.941 \\ 40.36 .30 \end{array}$ | MOUSM | $\begin{array}{r} 556 \\ 1434.48 \end{array}$ | mol35 | $\begin{array}{r} 12 \\ 34.44 \end{array}$ |
| 21 | HOVN | $\begin{array}{r} 5119 ? \\ 13303.17 \end{array}$ | MOUNI | $\begin{array}{r} 2013 \\ 33 \div 1.45 \end{array}$ | MOUNH | $\begin{array}{r} 1138 \\ 3143 . \text { 日R } \end{array}$ | MOUNS | $\begin{array}{r} 401 ? \\ 1241,35 \end{array}$ | moun | $\begin{array}{r} 2519 \\ 65: 4.59 \end{array}$ | MOUMI | $\stackrel{0}{0}$ | MOUMH | 9.ค.붕 | MOUMS | $\begin{array}{r} 315 \\ 964.75 \end{array}$ |
| 22 | IMU | $\begin{array}{r} 6513 \\ 6389: .53 \end{array}$ | IMULI | $\begin{array}{r} 3903 \\ 3.660 .60 \end{array}$ | IMULI | $2371.60$ | $\text { Imul } 8$ | $\begin{array}{r} 25 \\ 269.50 \end{array}$ | MUL. | $\begin{array}{r} 117 \\ 1=65.97 \end{array}$ | MUI！ | $\begin{array}{r} 175 \\ 15=11.35 \end{array}$ | $\operatorname{MUM}$ | fict | $\text { mun } \theta$ | $\begin{gathered} 0 \\ 0.09 \end{gathered}$ |
| 23 | $\operatorname{IDIV}$ | $\begin{array}{r} 2192 \\ 36439.40 \end{array}$ | 101vi | $\begin{array}{r} \quad 2501 \\ 40799.80 \end{array}$ | IDIUM | $0 \cdot(w)$ | IDIve | $\begin{array}{r} 0 \\ \text { B. } 0 . \end{array}$ | DIV | $0.19$ | 0IVI | $\begin{array}{r} 0 \\ 0.90 \end{array}$ | DIUM | $\text { 0. } 9$ | DIVB | $0.00^{0}$ |
| 24 | ASH | $\begin{array}{r} 15230 \\ 36552.00 \end{array}$ | POT | $\begin{array}{r} 3345 \\ 00: 0.00 \end{array}$ | $15 \mathrm{H}$ | $18312.40$ | JFPD | $\begin{array}{r} 12198 \\ 4711.20 \end{array}$ | HSIK | $\begin{array}{r} 2930 \\ 9956.70 \end{array}$ | ROIC | $\begin{array}{r} 1352 \\ 8423.12 \end{array}$ | LSHC | $\begin{array}{r} 1111 \\ 5343.91 \end{array}$ | NuLL | $0.99$ |
| 25 | EXCH | $\begin{array}{r} 1737 \\ 5228.37 \end{array}$ | BLI | $\begin{array}{r} 570 \\ 26425.20 \end{array}$ | אODJP | $\begin{array}{r} 1273 \\ 2 \therefore 85.83 \end{array}$ | \％08．JN | $\begin{array}{r} 719 \\ 1.69 .11 \end{array}$ | JPS | $\begin{array}{r} 70180 \\ 103164.60 \end{array}$ | $\mathrm{JFCL}$ | $\begin{array}{r} 23911 \\ 3513.38 \end{array}$ | XCT | $\begin{array}{r} 5168 \\ 7596.96 \end{array}$ | NULL | $0.90$ |
| 26 | PUSH」 | $\begin{array}{r} 102 C 5 \\ 5600+.15 \end{array}$ | PUSH | $\begin{array}{r} 30.36 \\ 123060.52 \end{array}$ | $P O P$ | $\begin{array}{r} 13954 \\ 5.909 .10 \end{array}$ | POPJ | $\begin{array}{r} 211544 \\ 66939.14 \end{array}$ | ${ }_{*} S^{\text {P }}$ | $\begin{array}{r} 3251 \\ 94 i 0.29 \end{array}$ | ${ }^{39}$ | $\begin{array}{r} 4759 \\ 6995.73 \end{array}$ | J5A | $\begin{array}{r} 2812 \\ 8: 39.16 \end{array}$ | ${ }^{\text {JPA }}$ | $\begin{array}{r} -8.36 \\ 8915.04 \end{array}$ |
| 27 | AOD | $\begin{array}{r} 79290 \\ 218047.50 \end{array}$ | HDOI | $\begin{array}{r} 11394 \\ 20395.26 \end{array}$ | MODH | $\begin{array}{r} 1181 \\ 3.64 .84 \end{array}$ | 4000 | $\begin{array}{r} 28 \\ 915.53 \end{array}$ | Sun | $\begin{array}{r} 11346 \\ 31201.511 \end{array}$ | SUP1 | $\begin{array}{r} 437 ? \\ 7863.23 \end{array}$ | SUGM | $\begin{array}{r} 11 \\ 35.69 \end{array}$ | 5408 | $0$ |
| 39 | CA! | $\begin{array}{r} 74 \\ 132.46 \end{array}$ | CAll | $\begin{array}{r} 726 \\ 1299.54 \end{array}$ | CGIE | $\begin{array}{r} 4246 \\ 76 n i 1.34 \end{array}$ | CAlLE | $\begin{array}{r} 58.5 \\ 5056.75 \end{array}$ | CG1A | $\begin{array}{r} 1504 \\ .692 .16 \end{array}$ | CAIGE | $\begin{array}{r} 1810 \\ 3543.48 \end{array}$ | CHIN | $\begin{array}{r} 7186 \\ 1: 862.94 \end{array}$ | CHIC | $\begin{array}{r} 3796 \\ 6633.74 \end{array}$ |
| 31 | CAM | $0^{0}$ | Cfrnt | $\begin{array}{r} 6889 \\ 18344.75 \end{array}$ | $\mathrm{CH} \text { ME }$ | $\begin{array}{r} 46: 7 \\ 12724.25 \end{array}$ | Canc: | $\begin{array}{r} 14466 \\ 39781.50 \end{array}$ | CHM\％ | $0 . i^{n}$ | CHMCE | $1 \begin{array}{r} 112411 \\ 30910.04 \end{array}$ | ${ }^{C H}$ | $\begin{array}{r} 1516 \\ 4169.011 \end{array}$ | CAMC | $\begin{array}{r} 5783 \\ 15903.25 \end{array}$ |

















| 56 | HRPO <br> - | $\begin{array}{r} 16 \\ 38.88 \end{array}$ | HPROI | $\begin{array}{r} 564 \\ \text { 8is.re } \end{array}$ | ${ }^{H P P O M}$ | $\begin{array}{r} 5 \\ 12.90 \end{array}$ | HPPOS | $8.61^{3}$ | $H L R$ | $0$ |  | $\text { a. } 00^{0}$ |  | $0.00^{0}$ | H.ROS | $\begin{array}{r} 0 \\ 4.00 \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 57 | HRRE | $\begin{array}{r} 23 \\ 55.89 \end{array}$ | HPREI | $19.11$ | HPREM | $10.3^{4}$ | HPRES | $\begin{array}{r} 5 \\ 14.35 \end{array}$ | HLPE | $\begin{array}{r} 367 \\ 891.81 \end{array}$ | HLPEI | $0.00^{0}$ | H. PE.M | $2.58^{1}$ | H. PE 5 | 0 0.08 |
| 60 | IRN | $0.00_{0}^{0}$ | ILN | $0.00$ | TRNE | $\begin{array}{r} 1241 \\ 2432.36 \end{array}$ | ILNE | $\begin{array}{r} 5440 \\ 10662.40 \end{array}$ | IRNH | $\begin{array}{r} 0 \\ 0.00 \end{array}$ | ILNA | 9.00 | IPNN | $\begin{array}{r} 7442 \\ 145 a 6.32 \end{array}$ | ILNM | $\begin{array}{r} 2965 \\ 5011.49 \end{array}$ |
| 61 | TON | 8.en | TSM | $\text { C. }{ }^{\circ}$ | TOWE | $\begin{array}{r} 179 \\ 376.68 \end{array}$ | I5ME | $\begin{array}{r} 0 \\ 0.00 \end{array}$ | IONA | $\stackrel{0}{0} 0$ | ISNA | $0.0_{0}^{0}$ | IONN | $\begin{array}{r} 9 \\ 26.28 \end{array}$ | ISNN | $0.00^{9}$ |
| 62 | IRZ | $\begin{array}{r} 288 \\ 564.48 \end{array}$ | TLZ | $\begin{array}{r} 4344 \\ 8514.24 \end{array}$ | TP2E | $\begin{aligned} & 1417 \\ & 2777.32 \end{aligned}$ | IL2E | $\begin{array}{r} 15: \\ 364.56 \end{array}$ | IR2H | $\begin{array}{r} 0 \\ 0.90 \end{array}$ | ILZA | $17.64$ | trean | $\begin{array}{r} 59 \\ 115.64 \end{array}$ | IL2N | $\begin{array}{r} 217 \\ 425.32 \end{array}$ |
| 63 | $102$ | $\begin{array}{r} 9 \\ 26.28 \end{array}$ | $152$ | $0.00$ | TO2E | $0 \cdot 0$ | I52E | $\begin{array}{r} 0 \\ 0.80 \end{array}$ | I02A | $\begin{array}{r} 880 \\ 2569.60 \end{array}$ | IS2A | $0.00$ | TOZN | $0.00$ | T52N | - ${ }^{0}$ |
| 64 | TRC | $\begin{array}{r} 289 \\ 548.80 \end{array}$ | ILC | $\begin{array}{r} 1533 \\ 2998.0 .1 \end{array}$ | TPCE | $0.90$ | tice | $11.76$ | TPCA | $0.6 i^{\circ}$ | tICA | $0.00^{9}$ | TRCN | $0.00$ | ILCN | $\begin{array}{r} 48 \\ 94.00 \end{array}$ |
| 65 | TOC | $0.09$ | I5C | $203.24$ | IDCE | $0$ | TSCE | $0.60^{*}$ | TDCA | $0.00^{0}$ | T5CA | $0 \quad{ }^{8}$ | TOCN | $0.00$ | ${ }^{\text {ISCN }}$ | $8 . \theta_{8}^{8}$ |
| 66 | TPO | $\begin{array}{r} 28 \\ 54.89 \end{array}$ | ILO | $\begin{array}{r} 720 \\ 1411.20 \end{array}$ | IPOE | $0.00$ | ILDE | $\begin{array}{r} 37 \\ 72.52 \end{array}$ | TPOA | $\text { 3. }{ }^{2}$ | TLOA | $\begin{array}{r} 22 \\ 43.12 \end{array}$ | TPON | $0.00^{0}$ | TLON | $\begin{array}{r} 13 \\ 25.48 \end{array}$ |
| 67 | IDO | $0$ | $150$ | $5.2_{4}^{2}$ | IDOE. | $\begin{array}{r} 0 \\ 0.00 \end{array}$ | I50E | $0$ | T004 | $\begin{array}{r} 10 \\ 52.56 \end{array}$ | TSOH | $0.60$ | IOON | $0.00^{A}$ | ISON | $0.00^{0}$ |

## THE CIBSON DISIPIBUIION

|  | CLASS | COUNT | FPHC 1. | 10TOH IIME | FRHCT． |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | L00S 1 | 4，3，64 | 0.4230 | 114230612 | 0，355？ | 10405 UNO SIOPTS |
| 2 | F1x＋－ | 124382 | 0.1244 | 3.6664 .14 | 0．10］ | FIXEO POINT ADO SUBIRACI |
| 3 | COMPA |  |  |  |  |  |
| 4 | 8pintic | 281814 | ก 2 210 | 6n5u64．51 | 1．1846 | BPWNCHES |
| 5 | FLTt－ | 49413 | 0.10494 | 2：3．2．306 | ก．08＇s： | FID WIING GDO S STPACT |
| 6 | Flmul | 25644 | A． 1.756 | ：78：43．34 | ก．0866 | FLDrilng muliply |
| 7 | FLDIV | 11113 | （1．alli | 15：3ここら） | （1）．14914 | FLDATING OIVIDE |
| 8 | fratus． | 11033 | 0．0110 | 101530．92 | ©．0310 | FISCO MULIIPL |
| 9 | fxolv | 4763 | A． 6.148 | TフE19．010 | （t． $0^{2} 819$ | FIKEO DIVIDK |
| 10 | SHIFI | 39024 | 0．0394 | 173ご61．69 | 0．1．536 | SHIF IS |
| 11 | LOC：C | 9673 | 0．（0）97 | 201305 5 | 0.11763 | LOCIC |
| 12 | HISCL | 15351 | 0.0154 | 52878.61 | 0.0165 | MISCELIANE OUS |
| 13 | INDEX |  |  |  |  |  |
| 14 | FULHO |  |  |  |  |  |
| 15 | 1／0．． | 710 | U．00n？ | 9．m | 0．（t）min | 1／0 INSIPUCIIONS |
| 16 | CPU． |  |  |  |  |  |
| 17 | MON1I | 143 | 0． 0 inil | 0.6 | （1）．544 | MONIIOP Crill |
| 10 | ưo． | 3256 | 0.0033 | 0.14 |  | USER UNAS |

THE PPOGPIN SIPUCIUPE OISIPIBUTION

|  | CLASS | COUNT | FPHCI． | IDIAL IIME | ［PHCT， |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | MIOH | 201609 | （－Cい！ | 490480 | （1．15\％ | HOLE PIEMORY IO mic． |
| 2 | H10M | T6035 | A． 1.61 | 19 ＇\％\％． 5 \％ | （1）．1614 | MONC ACC． 10 MEPDiPY |
| 3 | 1 HIOH | 41378 | H．1114 | 61188.10 | 11．7191 | MOUE 1MHIDIWIt 10 HCC． |
| 4 | SC．IA | 1172 | －．mita | $613{ }^{\circ} .84$ | ©．（b） 9 | SE： $110 \mathrm{D}-110 \mathrm{mCC}$ |
| 5 | SEIM | 4517 | 0．0．445 | $110 \pm 1.48$ | （1． 51313 | SEI O OR－1 IU Mimipy |
| 6 | PWTOM | 43923 | n． $0+39$ | 154．91．45 | ©． 140 | MOVE Puplwapo li mic． |
| 7 | AT OPW | $8+60$ | a，aros | 4 い＇0： 03 | O．A1：${ }^{\text {a }}$ | MOTE HCC．TO PAPTHOPD |
| 8 | BLIMU | $5 ?$ | （1．minut | 26425．：0 | 0.1480 | BLDC MOVE |
| 9 | S1811 | 7298 | n．00：3 | 1440：76 | 0.0145 | 5CI 1 Olis |
| 10 | UNUSO |  |  |  |  |  |
| 11 | UNUSO |  |  |  |  |  |
| 12 | WSONE | 16537 | 0.0165 | 44481． 月3 $^{\text {a }}$ | ก． 11130 | HOO DP SUDIPMCT GINE |
| 13 | FIXP－ | 107845 | 0.1030 | こ8ごここ．3！ | Q． 1 BR H | FIXED H00 SUPTPutit |
| 14 | Flx\％ 1 | 1579\％ | n．0158 |  | 4． 036 | FIXCO MULIPLY DIVIOE |
| 15 | FLOMT | 061似 | 0.7861 | 319299．in | ค．ご10 | FLOHTING GPITHME IIC |
| 16 | SHIF 1 | 39024 | 0．e3gir | 173261．69 | －． 05.36 | SHILIS |
| 17 | LOGIC | 9673 | （1．099： | 20170.55 | －．fun3 | LOGICHL OPEPNTIONS |
| 18 | UNUSO |  |  |  |  |  |
| 19 | UNUSO |  |  |  |  |  |
| 20 | $10 \times 5$ | 624 |  | 0.00 | 0.64103 | 1／0 1PHNSF［PS |
| 21 | 10 OH | 45 | C．Antui | 0.10 | 0. nitic | $1 / 0$ ADMINISIPHIION |
| ご | UUNTA | 143 | n． $\sin 4$ | W， 14 | 0．Mon， | OIAEP MONI TOP UUOS |
| 23 | UVVO | 3256 | 4．Win3 | 0.101 |  | USEP UUOS |
| 24 | UNU：SO |  |  |  |  |  |
| 25 | UNUSD |  |  |  |  |  |
| 26 | UNUSO |  |  |  |  |  |
| 27 | SPIMP | ごロ0？ | 0.0091 | 81107.37 | 0．19．53 | SiApolinim jutrs |
| 28 | SPPET | こ3886 | （1， $0: 39$ | 75814．14 | （1）．306 | SIRPOUIIME PE．IUF＇IS |
| －9 | SIIPT | $4+19$＂ | C． 144 ？ | 18．969．6： | A．${ }^{\text {a }}$－ 413 | SICGI POINIEP ORf Phitons |
| 30 | HU514 | 2054 | A．0．05 | 36696 ，$]$ | 11.414 | IISI HCE VIPSiUS ImMIDIHIE |
| 31 | HU50 | 2 m 9 | A． $4 \times 01$ | $359: 1$ | 0． 4.15 | IESI HELC．CRPSUS CLPD |
| 32 | M＇SME | 44521 | の． 0.45 | $12=35.75$ | A． 01361 | IEST MCL．HEPSUS MEMOPY |
| 33 | MCUSO | 13061 | A． 1131 | 34109.21 | ก． 11116 | IESI MEMTPY VLPSUS EEPO |
| 34 | Buits |  |  |  |  |  |
| 35 | 81151 | 29410 | 0.10804 | 4549．7．32 | 0．313 ${ }^{\circ}$ | 日月t IESTS |
| 36 | STATS | こ4こ3 | 0．600－4 | 3513.30 | （1）611 | Slutus ilsis |
| 3 ？ | LOOPJ | 35459 | O． 0355 | 67315．0\％ | 幺．バ1＊ | LOMP JUMPS |
| 38 | UNC JP | 74379 | 6.6744 | 11314． 64 | （1．035 | UNCOVOLIIOANR JUMPS |
| 39 | NOOPS | 80 | 0.0 （09） | 15：52 | （1．00， $0 \cdot 1$ | NO DPEPWIIONS |
| 40 | $\times 1$ | 5160 | 0．ciss： | 7536.96 | U． 6.012 | EXECUIE LFFICIIUC HDOPESS |
| 41 | MISCL | 241 | 0．0bu？ | 730．23 | $0.0+15$ | Misclll Mne OUS |

MOST TIMECONSUMING INSTPUCTIONS EXCLUDING MONITOR CALLS

|  | Name | $\begin{aligned} & \text { USEO } \\ & \text { USEC. or } \end{aligned}$ | FROCTIOM 101．IIK | Curns． FPACTION | PELATIVE EXEC．TlHE | TIMCS <br> ExECUTED | FRACTION of EAECNS． |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | move | 466047.27 | 0． 1451 | 0．1451 | ค． 3566 | 191789 | 0.1918 |
| 2 | ADO | 218.147 .59 | 0． 0679 | 0.2134 | 9．8562 | 「9\％9 | 0.0 .93 |
| 3 | 5 FPR | 213055.14 | 0.0663 | 0.2793 | 3.4217 | 19396 | 0． 0194 |
| 4 | MTVEM | 186515.94 | a． $\mathrm{CSO1}$ | 0．3．374 | 0．8033 | 72293 | A． 0783 |
| 5 | PUSH | 123060．5？ | c． 0383 | －．3．57 | 1.263 | 30236 | $0.630 \%$ |
| 6 | J0S 1 | 103164.60 | －．0321 | 0． 41078 | $0.45 ?$ | 70180 |  |
| 7 | FSC | 05641.96 | A．026： | 0． 4345 | 3.3012 | 7806 | －0．0079 |
| 8 | F OVR | 79121.90 | 0.1246 | 0.4591 | $4.45 i 2$ | 55.33 | （1． 11.155 |
| 9 | F SPR | 72620.64 | （1．0226 | 0.4017 | 1.3560 | 12876 | －．（1）29 |
| 10 | fov | 71986.20 | n．n234 | 0.5141 | 4.4522 | 5034 | 0.10050 |
| 11 | POPJ | 66939.00 | －0．048 | 0． 5.519 | 0.9901 | 21050 | Q． 0.10 |
| 12 | 1 ml | 63892.53 | 0.6199 | 0.5449 | 3.1543 | 6513 | 9．${ }^{\text {c／165 }}$ |
| 13 | FAOR | 61987.38 | 0． 0193 | 0．5642 | 1.6999 | 11353 | 0.1114 |
| 14 | POP | 57909． 10 | （1）．018） | （1．58．？ | 1.2921 | 13954 | 0．9140 |
| IS | PUSHJ | 568194． 15 | 0.0177 | 0． 5999 | 0．968＇ | 10：65 | ¢． 0183 |
| 16 | FAD | 54843．68 | 0．91？1 | 0．617 | 1.5016 | $10 \div 96$ | $0 . \mathrm{HIOB}$ |
| 17 | MOVEI | 53030． 25 | 0．8165 | 0.6335 | 0.4577 | 36.0 .5 | （1．0361 |
| 18 | LD8 | 47521.80 | 0.0148 | 0.6483 | 2.3818 | $621 \%$ | $0 . \mathrm{Nu} 62$ |
| 19 | FMP | 43858.23 | $0.813{ }^{\circ}$ | n． 6615 | 3．5722 | 1173 | 0.10042 |
| 20 | 101V1 | 41979.80 | 0.13127 | 0.6746 | 4.9195 | 2581 | 3．0026 |
| 21 | Comue | 39781.50 | 0．0124 | 0.6803 | 0.8562 | 14466 | （0． 0145 |
| 22 | ASH | $36552.0 n$ | 9． 8114 | 0.6984 | 9． 347 | 15：3） | 3． 915 |
| 23 | 1010 | 36439.40 | 0.0113 | 0． 2 23 | 5． 1995 | 2182 | 0． 0192 |
| 24 | AOJA | 35751.65 | －． 1102 | 0.7199 | 0.5573 | 18.97 | 0．0183 |
| 25 | IMUS 1 | 32668.60 | \％．Mno | －． 7301 | 2.5530 | 3983 | a．an＋n |
| 26 | AOS | 32119.55 | －ल． 10 c | （c）P401 | 0.9496 | 10531 | A． 0115 |
| 27 | SUB | 31201.50 | a．cant | 0． 7498 | ก． 8562 | $113+6$ | 0.0113 |
| 28 | camag | 30910.00 | －． 0396 | （1．7591 | $0.856{ }^{\circ}$ | 112＋ | 0.0112 |
| 29 | HPP？ | 29906.41 | 0． V N93 | 0． 7608 | 0． 3566 | 12307 | 0.0123 |
| 39 | ILD日 | 28519.92 | －．aijeg | 0．7736 | 2.4659 | 3691 | 0．11136 |
| 31 | 0LT | $26+25.20$ | ก．（1） | －． 2859 | 14.43 .39 | $50^{\circ} 0$ | 0.17806 |
| 32 | FAOPM | 25604.26 | 1．Mr ${ }^{\text {a }}$ | （1． 2938 | 2．1419 | 398： | C． 2140 |
| 33 | $\mathrm{HLP2}$ | 22528．53 | －．min |  | 4． 5666 | 9 971 | A． 0193 |
| 34 | ADOL | 20395． 26 | ก． 0163 | 9．60，2 | 0．55\％ 3 | 11394 | 0.1914 |
| 35 | Camb | 18944.95 | 0.14859 | O．A131 | $0.856^{\circ}$ | 6069 | ©． 0163 |
| 36 | L5H | 18312.0 | C．ans？ | Q． 8180 | ค． 37 | 7631 | ©．min6 |
| 37 | F．10P8 | 175023．46 | e．${ }^{\text {che }}$ | 4．0．42 | $2 \cdot 619$ | 270 | c．nap |
| 38 | 10P8 | 16958.04 | 0.8053 | －1．0＂95 | 2． 7585 | 1914 | 0.6419 |
| 39 | Cimb | 15903． 25 | 0.6450 | 0.8345 | （1．856： | 5783 | 0.6458 |
| 49 | TPNN | 14586． 3 ？ | 9.61045 | 0.83919 | O．610 | 744 | e．mind |
| 41 | FADI | 13555．98 | （1．004？ | 0.8432 | 1.8463 | こ206 | c．nioz |
| 42 | Moun | 13303.17 | 0． $00+1$ | 10．8474 | 0.8126 | 5190 | O． 1101 |
| 43 | CAIN | 12852.94 | 0.01049 | ก．AS14 | 0． 55.3 | 7106 | 9．6）？ |
| 44 | UFA | 12764.42 | －． 0140 | 0.8554 | 1.5536 | － 58 |  |
| 45 | CHME | 1こ7E4．25 | －． $\mathrm{co40}$ | 0．85，93 | ค． 0562 | 46.7 | 0． 110.6 |
| 46 | HPPM | 126.3598 | －． 01139 | 0．8633 | 0.9371 | ＋198 | （1．11142 |
| 47 | ILNE | 10662．ta | O．（4）133 | 0.0666 | $0.616^{\circ}$ | 54411 | a． 015 |
| 48 | JUMPE | 10414．22 | ค．¢1， | ©． 8690 | 0．55，3 | 58：A | 1．6458 |
| 49 | FMPR1 | $10=29.85$ | 0． $0^{10135}$ | 11．8730 | 2． 2865 | 1143 | 0.0411 |
| 50 | HSHC | 9956.70 | 0．0031 | 0.0761 | 1.4976 | ？${ }^{\text {ara }}$ | A．enct |
| 51 | ADJL | 958\％．24 | A．inul） | $\cdots$－ 3 891 | 0． 55.73 | 53595 | 0.00454 |
| 52 | J50 | 90373． 29 | 9．mis | 0.8019 | 0.8687 | 3251 | 0.10 .133 |
| 53 | JFa | 6915． 04 | B．Miz | 11．801？ | 0．976 | 2 Ca 36 | 1）． 1 m |
| 54 | TLZ | 8514．24 | Q．©0．7） 7 | $0.00 \cdot 3$ | ค． 615 | 4344 | 0．in 43 |
| 55 | POIC | 8427．15 | O．mas | ก． 89019 | 1．49：6 | 1752 | n．Mols |
| 56 | St 1PN | 831こ．85 | 6．nois | 4． 89.5 | 8． 1156 | 3185 | \％． $11 \times$ |
| 57 | J5A | 8239.16 | C．0626 | （9． 8951 | －．912］ | 2815 | 0. mics |
| 58 | Sr．1PEE | 6119．71 | （1035 | 4．89 6 | 0．81：6 | 3111 | 0． 0131 |
| 59 | 9．3t | 8028．Mi | 0.0405 |  | －．its | 3315 | u． 61933 |
| 60 | HNOI | 7901.88 | 0.4055 | 0.905 | 9． $\operatorname{Sin} 13$ | ＋518 | （1．6014 |
| 61 | Suel | 7763.23 | 0.0024 | 0.9150 | 0.5513 | 4337 | 0.0143 |
| 62 | GND | 7661.17 | 0.0624 | 1．91174 | －． 6 in ${ }^{\circ}$ | 2901 | 1． 013 |
| 63 | CHIE | 76939.34 | －．MEA | 0.9031 | 19.5573 | $\pm 2+6$ | a．（in）${ }^{\text {a }}$ |
| 64 | XCI | 7596.96 | （0．（1）24 | 0.915 | 0.4577 | 5168 | 1，miss |
| 65 | JuHPLE | 74．8．6 |  | 0． $21+5$ | 0.5573 | 4178 | 0．01142 |
| 66 | Sk：IPE | 705？ 44 | 0．0022 | 0.9167 | n． 8176 | 2304 | の． 1127 |
| 67 | ${ }^{159}$ | 6995.73 | A．ches | 0.9180 | $0.457 ?$ | 4.59 | （1． $\mathrm{c}^{1648}$ |
| 62 | OP8 | 6978.50 | A． 063 | 6． 9210 | 2.6464 | AR！ | 0.6148 |
| 69 | Junpl | $60+1.38$ | $0 . c a s 1$ | 0．9．31 | 0.55 .3 | 387 | 0.61930 |
| 70 | CAIC | 6633.74 | O．MVE1 | －9．5\％ | $0.55{ }^{3} 3$ | 37 NG | 4， 14.377 |
| $? 1$ | JUMPN | $66: 8.37$ | 9．0n？1 | ¢． $9: 53$ | $0.55: 3$ | 3703 | 0.06437 |
| 72 | moum | 6524.59 |  | 0．9293 | 0.8126 | 2519 | 0．1405 |
| 73 | FMPP8 | 6123.52 | 0.10119 | 9．931： | 3． 2 F 3 | 515 | 0.60415 |
| 74 | 51：1PG | 60035.61 | 0.9619 | － 9331 | 0.8126 | 23.1 | 0.6193 |
| 75 | 5EI2M | 5953.60 | ¢．nis | 4． 9349 | 0.7597 | 2440 | Q．ants |
| 76 | TLNN | 5811.418 | ¢．anis | 4． 93368 | （1．61 ${ }^{\text {co }}$ | －965 | ¢． 6137 |
| 77 | F4001 | $5{ }^{\text {5 }} 3$ \％ 50 | 0．6918 | 6.9 .985 | 1.7291 | 1250 | （1．）（1）2 |
| 78 | 5E12 | 5546.31 | Q．801？ | $0.9+17$ | （1．45？7 | 3.73 | A．ni38 |
| 79 | L5MC | 5343.91 | C．men？ | 0.9419 | 1.49 .6 | 1111 | C．Miv1 |
| 00 | EXCH | 5228.37 | 0.8016 | 0.9436 | c．9311 | 1737 | a．mat |
| 81 | SOJGE | 5101.50 | 0.0016 | 0． 9451 | 0.55 ？ 3 | 20519 | C．nnis |
| 82 | CAILE | 5056.75 | 0.0016 | 9．946？ | $0.55{ }^{\circ} 3$ | 28.5 | 0.0138 |
| 83 | movs 1 | 4836.30 | －． 0015 | 11．948i | 1）．45i？ | 32919 | －． 0933 |
| 84 | JFFO | 4711.20 | 0.01915 | $0.949 ?$ | 1，5142 | 1110 | 0.61412 |
| 65 | SYIPA | 48194.04 | －． 01814 | （0． 9511 | 0.8126 | 1764 | 9．M118 |
| 65 | AOJ | 4356.86 | c． 0.14 | 0．95，5 | 8.5573 | 24， | C． 0024 |
| 87 | FOVR1 | 43 ll .40 | 0.0013 | 0.9538 | 4.1720 | 321 | －．nemb |
| 8 | SEIz8 | 4294.40 | －． CH 13 | 0．955．？ | 0．7597 | 1760 | 0． 0 ¢18 |
| 49 | HPLI | 4274.76 | 0.6413 | 0.9565 | 0.6102 | 2181 | 0.0422 |
| 90 | CAWN | 4169 | 6.8013 | 0.9578 | 0． 8562 | 1516 | 00015 |



| 189 | ILOC | 72.52 | ค. nomo | 0.9996 | $3.6100^{2}$ | 37 | 0.01000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 199 | H.P | 61.32 | 0.01741 | -. 9996 | 0.9ng1 | 21 | (c.mili |
| 191 | OpCa | 58.10 | -. minu | (1.9996 | 0. 9191 | 20 | a. nima |
| 192 | MLL25 | 57.40 | -. mino | 0.9896 | 0.8936 | 20 | O.emy |
| 193 | HPPE | 55.89 | - п.n@ | - 9.956 | 3, 3566 | 23 | a. nery |
| 194 | GNDCA | 55.48 | -. ncome | -.99\% | 0. $0^{0} 9$ | 19 | -. cmil |
| 195 | Tro | 54.88 | 0.ment | 0.999? | $0.610{ }^{\circ}$ | d | C.0.046) |
| 196 | IDOA | 52.56 | 0. nimu | 0.999\% | -. $0^{\text {a }}$ | 18 | c. 0.00 |
| 197 | AOJG | 51.91 | O. minn | 1.999\% | 0.55:3 | 29 | c). mino |
| 198 | HLP2M | 51.60 | 0.04 mm | 0.9997 | 0.8133 | 20 | $0.010 y m$ |
| 199 | HPL. 5 | 48. 79 |  | 0. 2997 | 0. 09.36 | 17 | 0.0 mmon |
| 200 | MOP: | 40.30 | 0.0 (inm | 0.9 ¢9: | 0.5013 | 30 | - mmin |
| 2 Al | 40SE | 45.75 | 0. min | 0.9998 | 0.9+36 | 15 | - mima |
| 202 | ? 10 A | 43.12 | - cmom | 0.9798 | n.611: | 2 | -.m40 |
| 203 | ANDH | 39.13 | -. (14)0 | 0.9738 | 0. 9371 | 13 | $0.64{ }^{\text {a }}$ |
| 204 | HPPO | 38.88 | C. Milum | 0.9159 | 0. 3566 | 16 | $0 . \mathrm{mm}$ |
| $2(15$ | houle | 37.59 | C.000 | 0.9998 | 0.55 .3 | 21 | C.mino |
| 206 | HLL 2 M | 36.12 | C. Ming | 0. 94518 | (1, 8,33 | 14 | a. ${ }^{\text {an }}$ (in) |
| 207 | Suar | 35.09 | n. Mlin) | -. 9998 | 0.993\% | 11 | -.mou |
| 208 | MOVSS | 34.14 | 0.0010 | -. 3998 | 0.8936 | 12 | 0.10 HMO |
| 209 | H.PM | 33.11 | $0.0 \times \mathrm{MO}$ | 11. | 0.9371 | 11 |  |
| 219 | SET08 | 29.28 | П. (\%)4 | -. ${ }^{\text {- }}$ - 9 99 | -.7597 | 12 | م.0mm |
| 211 | 102 | 26.28 | $0 . \mathrm{MWH}$ | 0.9739 | 0.9097 | 9 | -. noman |
| 212 | IDNN | 26.28 | B. 0 mon | ก. 9 9999 | 4.9091 | 9 | -. 0 ¢in |
| 213 | ILON | 25. 48 |  | 0.9!99 | 0.610 | 13 | -. Gum |
| 214 | JUMP | 25.16 | C. $\mathrm{c}_{\text {(1) }}$ | 0.9995 | (c. 5.573 | 14 | c.abes |
| 215 | S0SE | 24.40 | C.pem | \% 0.999 | 0.9496 | 8 | -.fino |
| 216 | HLLO | 24.30 | a.ome | 0. 0.9 | 0. isch | 19 | 0. $0^{\text {antu }}$ |
| 21 ? | 5ETOI | 20.58 | 0. ninu) | 0. 0.999 | 0.453: | 14 | Q. Muno |
| 218 | HPPE 1 | 19.11 | 0. 9 M19 | 0.9995 | 1.45:\% | 13 | - mino |
| 219 | ROSN | 18.30 | -. Anmy | 9. 9799 | 0.9496 | 6 | 0.0400 |
| 220 | 1L2a | 17.64 | a. (i) | - 0 . 9 999 | 0.610? | 9 | 0. (m) Mran |
| 221 | HLPES | 17.22 | C. (mmo | -. 9 ¢9\% | 0.8036 | 6 | 0. 01000 |
| 222 | fous | 15.80 | 0.0000 | 3. 3999 | 4.9102 | $\frac{1}{5}$ | 0.mmon |
| 223 | Sost | 15. 25 | A.gnoy | (1. 9399 | 0.9496 | 5 | C. minan |
| $2: 4$ | SETCMM | 14.35 | -. 0 | 1.0 ¢rio | 0.0936 | 5 | c.man |
| 225 | HPPES | 14.35 | c.min |  | 0.8936 | 5 | -. ${ }^{\text {cheling }}$ |
| 226 | HPPOM | 12.90 | 0.9610 | 1. nive | 0.8133 | 5 | 0. $0.614 n$ |
| 227 | 50SA | 12.20 | 0. (1)019 | 1.96160 | ก. 2996 | 4 | n. 0.0 (in) |
| 228 | XORM | 12.04 | 0.500 | 1.1400 | 13. 9371 | 1 | c.olines |
| 279 | TLCE | 11.76 | 0. nimin | 1. (0317) | $0.614 \%$ | 5 | 0.01063 |
| 231) | MPL 25 | 11.48 | 0. nilum | 1. 4 nimu | 0.8936 | 4 | 9.mm) |
| 231 | OPCMI | 11.2? | 0.0 nimy | 1. Aimy | 0.5013 | ? | c.03400 |
| 232 | DFN | 10.62 | a. now | 1.01040 | $1.100^{-2}$ | 3 | p. ¢0.y |
| 233 | HPPEM | 19.32 | O. morin | 1.0008 | ก. 8033 | 4 | n.orane |
| 234 | ANDCA | 8. 76 | 6. | 1.80 ncman | -. 91919 | 3 | n. |
| 235 | HPPOS | 8.61 | a.coma | 1.09 CH | (1.8936 | 3 | 0. 0.4140 |
| 236 | ANOS | 6.12 | -.9040 | 1.0934 | 0.931 | ; | 0. 040 |
| 237 | 150 | 5.84 | 0.514 .10 | 1. Why | 0. 9191 | 2 | C.Minu |
| 238 | SEICA | 4.83 | 0. 4.6 (1) | 1.4040 | 0.5173 | 3 | -. Mmoy |
| 239 | ${ }^{180}$ | 3.92 | 0.01019 | $1.0(4) 17$ | 0.610 | ¢ | 0. $11 .(1)$ |
| 240 | SEICMB | 2.87 | 0. Men | 1.00019 | 0.68936 | 1 |  |
| 241 | HLPEM | 2.58 | $0.3010)$ | 1.(i)w ${ }^{\text {a }}$ | 0.8033 | 1 | a.nown |
| 242 | AOJGE | 1.79 | C.mwa | 1.010.0 | 0.55 ? 3 | 1 | 0.0)180 |

MEAN EXECUIION TIME 3.21 MICRDSEC.
WHICH MEANS 0.3113 MIPS.

MOST EXECUTED INSIPUCTIDNS：
MANE，W TIMES EXECUTED．FRACTION．LUMUL．FRHCTIDN

| 1 | move | 191789 | Q． 1918 | 0.1918 |
| :---: | :---: | :---: | :---: | :---: |
| 2 | FDD | －9290 | 0.0 .93 | 0.2711 |
| 3 | HOVEM | 32303 | 0.0723 | 0． 3434 |
| 4 | JPS 1 | 79180 | 0.0702 | 0． 4135 |
| 5 | move 1 | 361775 | 0．0361 | 0.4496 |
| 6 | PUSH | $30: 36$ | －． 13012 | 0.4799 |
| 7 | POPJ | E1150 | －． 0210 | － 51099 |
| 8 | FTPR | 19386 | ค． 0194 | －． 5.003 |
| 9 | GOJA | 18：9？ | 0.0183 | 0.5386 |
| 18 | PUSHS | 18：65 | C．${ }^{\text {P1 }} 83$ | 0.5569 |
| 11 | A5H | 15230 | －．015 | 0.571 |
| 12 | CMTLE | 14466 | 0.8145 | 0.5866 |
| 13 | POP | 13954 | 0.1140 | 0.6145 |
| 14 | FSBP． | 12976 | 0.0129 | 0.6134 |
| 15 | HPPZ | 12307 | 0.8123 | 0.625 ？ |
| 16 | GDO1 | 11394 | 0.0114 | 0.6371 |
| 17 | F HOR | 11353 | 0．0114 | 0.6484 |
| 10 | SUP | 11346 | 0.0113 | 0.6598 |
| 19 | cfince | 11こ49 | 0.0112 | 0.6711 |
| 20 | FAD | 10796 | 0.01 Mo | 0.6818 |
| 21 | ${ }^{405}$ | 10531 | －． 01615 | 0.692 .1 |
| 22 | HLP2 | 9271 | （1． 0.093 | 0.7016 |
| 23 | FSC | 7886 | －．mis | 0． 7095 |
| 24 | LSH | 7630 | （1，0076 | 0.7171 |
| 25 | TPNN | 7442 | －． 0074 | 0． 3246 |
| 26 | CHIN | 7186 | 0． 0172 | ©． 7318 |
| 27 | C．MM | 6809 | 0．14369 | －． $730{ }^{\circ}$ |
| 28 | 1 mu | 6513 | －． 0965 | 0． $745^{\circ}$ |
| 29 | LJ8 | 6212 | －．Mig？ | 0． 7514 |
| 39 | JIMPE | 5818 | （1．ness | （1．75it |
| 31 | Cint | 5783 | －．fors | A． 7637 |
| 32 | FOUR | 5533 | O．Mi55 | 0． 7605 |
| 33 | TINE | 5440 | 0.0054 | 0． 2340 |
| 34 | ADJL | 5356 | 0．0u54 | 0． 3793 |
| 35 | XCI | 5168 | 0． 1205 ？ | 0． 7845 |
| 36 | HOUN | 5197 | －0．0451 | 0． 7896 |
| 37 | FDV | 5934 | 0.0050 | 0． 7946 |
| 38 | fNOI | 4908 | 0.0049 | －． 2995 |
| 39 | JSP | 4759 | 0.01348 | 0.8043 |
| 10 | CMME | 46.7 | 0.0046 | 0.8089 |
| 41 | ILC | 4344 | 0.0043 | 0.8132 |
| 42 | Sual | 4337 | 0.00143 | 0.8176 |
| 43 | Cale | 4246 | $0.004 ?$ | $0.8=18$ |
| 44 | HPPH | 4198 | 0.0042 | 0．8．60 |
| 45 | JUMPLE | 4178 | a．0nt？ | 0.8304 |
| 46 | FMP | 4173 | 0.0042 | 0.8344 |
| 47 | 1 Mul 1 | 3983 | 0.0040 | 0.8704 |
| 48 | F HOPM | 3982 | 0.9049 | 0．84こ3 |
| 49 | JUMPL | 38：2 | －． 0138 | 0．846： |
| 50 | SET | 3：73 | －． 0138 | －1．849？ |
| 51 | CHIG | 3706 | －． 0137 | 0.8536 |
| 52 | JUMPN | 3703 | －．reme？ | （1．85：3 |
| 53 | 1108 | $3 \mathrm{6O1}$ | －． 0.736 | 0．8699 |
| 51 | P0t | 3345 |  | ©．85， 43 |
| 55 | mousi | 3290 | （4．）mi33 | 0． 86.36 |
| 56 | JSP | 3251 | 0． 1 m\％3 | 0.8 .00 |
| 57 | Sr．IPN | 3105 | 9．（6）32 | 0．87417 |
| S8 | 51．IPGE | 3111 | ก．mi31 | 0.8031 |
| 59 | fiNO | 2901 | 0.1037 | 0.8891 |
| 69 | ILAN | 2965 | $0 . .633^{61}$ | 0.8831 |
| 61 | SOJGE | 2850 | 0．noze | 0.8059 |
| 62 | ${ }^{\text {JPa }}$ | 2036 | $0 . \operatorname{mico}$ | 0.8888 |
| 63 | Culle | 28is | 0．（hi\％${ }^{\text {a }}$ | 0.8915 |
| 64 | JSA | 2012 | 0．0020 | 0.0944 |
| 65 | F HDR | 2アニ2 | 0.0057 | 0.8971 |
| 66 | 5．1PE | 2904 | 0． 0127 | －． 8798 |
| 67 | 101vi | 2501 | a．0．36 | 9．9024 |
| 68 | UFA | 255．8 | －． 1165 | －1．91511 |
| 69 | MOUM | －519 | ก． 0105 | （1．930） |
| 70 | 5ET2M | 2tan | O． 1 mict | 0.91199 |
| 71 | AJJ | 2434 | 1． 5 ¢12－4 | 9.9154 |
| 7 | JFCL | 2394 | P． $\begin{gathered}\text { M24 }\end{gathered}$ | （1．914？ |
| 73 | Sb IPG | －3i1 | （1．1．03 | 0.91 .11 |
| 74 | 5JJ | ？ 293 | a． 6103 | 0.9193 |
| 75 | F MOI | 2786 | $0 \cdot 6033$ | 0.9216 |
| 76 | 1010 | $218{ }^{\circ}$ | 0． 1402 C | 0.9238 |
| 77 | HPLI | 2101 | ロ． 1 MEこ | ก．9：611 |
| 78 | HSHC | ご吅 | 0．n⿻上丨 | 0．9．41 |
| 79 | MOUN1 | －013 | n．mion | ก．9391 |
| 80 | 1， PB | 1914 | （e．0M19 | 0.9300 |
| 81 | 175 | 1868 | 0.0019 | 0.9339 |
| 82 | 50J6 | 1841 | －．$\quad$（in） 1 R | $0.935 ?$ |
| 83 | CHIEE | 1812 | 0．ruma | －．93．＇5 |
| 84 | $5^{1} 19 \mathrm{~Pa}$ | 1；64 | m．mis | －．93：13 |
| BS | SETz8 | 1760 | O． 618 | 0． 9.410 |
| 86 | PJIC | 1752 | －．－its | 0．9438 |
| 87 | ExCH | 133 ？ | ๑． n （1）？ | A． $9+15$ |
| 88 | ILC | 1534 | n．（4）15 | 0． 9461 |
| 99 | CHTNT | 1516 | 0.0315 | 9．94．6 |
| 9 n | Cala | 1504 | n．mis | 0． 7491 |
| 91 | HPL 2 | 1494 | 0.9015 | 0.95016 |
| 92 | HLL？ | 1486 | 0.0015 | 0．95：1 |
| 93 | JUMPGE | 1431 | 0.0014 | 0.9635 |
| 94 | 1R2E | 1417 | c． 0014 | 0.9549 |


Reproduced from
best available copy.
6\%

| 193 | TLDE | 37 | (a.010, ${ }^{\text {a }}$ | (0. 9791 |
| :---: | :---: | :---: | :---: | :---: |
| 154 | 912 | 34 |  | ก. 9 99: |
| 195 | HLIL.M | 33 | O. пй | 0. 9 992 |
| 196 | FDUR | 33 | C.moma | (.) 999: |
| 197 | HLPS | $3{ }^{3}$ | 9. nomm | (. 9993 |
| 198 | XDPI | 3 i | O. ©0.6a | (. 9993 |
| 199 | HD.IG | 29 | (.).men | 6. 9093 |
| 203 | 190 | 28 | (1) mbi | 11. 5994 |
| 201 | 962 | 2. | C. Aibu) | 11. 9.194 |
| 264 | 1 MUL 8 | 25 | (1) nush | - 3.9094 |
| 203 | HPPE | 23 | (0. กi3) ${ }^{\text {a }}$ | 4. 0.994 |
| 294 | ILDA | 22 | (.) minot | 0.9995 |
| 205 | 90JLE | 21 |  | 0.9095 |
| 206 | HLR | 21 | A. mblin | 0. 3995 |
| 207 | DPCA | 21 | (a) mion | ก. 9 |
| 200 | HLLCS | 20 |  | -. 91995 |
| 203 | HLPZM | 24 | - anciir | (1. 9936 |
| 215 | ANDCA | 19 | 0.0 arive | 0. 9996 |
| 211 | 100 | 18 | - bima | (1.9996 |
| 212 | HPLS | 17 | 0.0 (1)0\% | 0.9996 |
| 213 | HPPD | 16 | 0.0 mon | 0.95 |
| 214 | $0 \cdot 0$ | 15 | 6. mbo | 0.9996 |
| 215 | ADSE | 15 | 0.00 mb | 0.999: |
| 216 | 071 | 14 | C. 0 \% | 0.399" |
| 217 | HLL 2M | 14 | Q. mimo | 0.9997 |
| 218 | SE TO1 | 14 | 0.0 ana | 0.999: |
| 219 | JUMP | 14 | 0.0000 | ©. 9 99; |
| 221 | HPPE | 13 | 0.0009 | 0. 399 |
| 221 | TLON | 13 | 0. nimiti | (1.999\% |
| 222 | GNDM | 13 | O. (imura | (1.9998 |
| 223 | MOU55 | 12 | 9. 0 (1m | 0. 39 - |
| 224 | 5F10日 | 12 | O. 1 (6.15 | 0. 9790 |
| 225 | SUAM | 11 | A. binn | - 1.3998 |
| 226 | HLPM | 11 | a.minma | -1. 9990 |
| 237 | 017 | 11 | - Mun ${ }^{\text {a }}$ | ๑. 999 A |
| 228 | HELD | 10 | 0.10067 | -. 3990 |
| 229 | TONN | 9 | a. nous | 0. 9990 |
| 239 | 102 | 9 | ( $\cdot 1030$ | 0.9990 |
| 231 | TL2A | 9 | 0.91100 | 0.9998 |
| 23. | S05E | 8 | -. 0 nici | 0.9995 |
| 233 | OPCM1 | 7 | $0 . \mathrm{man}$ | -1. |
| 234 | AOSN | 6 | 0.06098 | ก. 9 ¢99 |
| 235 | TLCE | 6 | - manit | 0.9599 |
| 236 | 041 | 6 | -0.0non | 0.9099 |
| $23{ }^{\circ}$ | HLP2S | 6 | -. 0nivit | 0.9999 |
| 238 | HPPDM | 5 | 0. 0ino | 0.9999 |
| 239 | 505L | 5 | a. Bupo | 0. 9999 |
| 2415 | 066 | 5 | (0, 0.660 | 0. 9999 |
| 241 | HPPES | 5 | 0.0009 | 0.9999 |
| 242 | SETCMM | 5 | 0. Dimo | 0. 9099 |
| 243 | FDURM | 5 | 0. miti) | 0. 9099 |
| 244 | 041 | 4 | 0.11008 | 0.9999 |
| 245 | 505A | 4 | O.mion | 1. 9999 |
| 246 | $0=1$ | 4 | O.nman | ค. 9999 |
| 247 | 015 | 4 | 9. A Bunlo? | (1.9999 |
| 248 | 050 |  | a.anim | 0. 9999 |
| 249 | HPPEM | 4 | (4. nime | (1.)9939 |
| 259 | KDPM | 4 | Q. onioy | 0. 3999 |
| 251 | HPL 25 | 4 | 0.000 | 0.9999 |
| 252 | HPPOS | 3 | 0.51009 | 1. niviti |
| 553 | Df N | 3 | - . mion | 1.010 Co |
| 254 | 061 | 3 | ก. milion | 1.80 |
| 255 | GNDCB | 3 | A. กniol | 1. numi |
| 256 | 164 | 3 | (a) mon | 1.0nno |
| 35? | $\square^{6} 9$ | 3 | a. Abma | 1. m (1)70 |
| 258 | $\bigcirc 65$ | 3 | a.anon |  |
| 259 | SEICA | 3 | 0.0 ang | 1. 5 nimia |
| 269 | 163 | 3 | a. mimio | 1. Bune |
| 61 | 076 | 2 | 0.9600 | 1. Mibe |
| 262 | 6.12 | 2 | (1. 0109 | 1.016.64 |
| 263 | 035 | 2 | 0 - binios | : \% ${ }^{\text {anm }}$ |
| 264 | ANDB | 2 | 9.9mbin | 1. Dinlor |
| 265 | $0 ; 6$ | 2 | a. omono | 1. noma |
| 266 | 016 | 2 | 0. maris | 1. 10016 |
| 26. | 003 | 2 | Q. ถnno | 1. binga |
| 268 | IPDA | 2 | - c. cima | 1. (1) |
| 269 | 150 | 2 | 0. nimin | 1. (4)14 |
| 279 | FOU1 | 1 | a. mono | 1. bucim |
| 271 | HLPEM | 1 | (1.) $5(16) 9$ | 1 . Sulin |
| 72 | fOJGE | 1 | a. fimo | 1. (n) |
| 273 | SEICMB | 1 | $0 . \operatorname{lin} 0$ | 1. Abona |
| 274 | 957 | 1 | 0.0040 | 1. (allo) |

INSTPUCIION SET UTILISAIION

INF OPMATION THEOPETICAL：
BY © EXECUIED INSIPUCTION5，HE．HAML：5．4816
BY EXECUTICN TIMES．ACTUBL：S．6．．89
THEOPETICAL MHXIMUM：8．7245

FOSIEP－GONTER－RISEMIN FUNCTION

| mopCOOE5 | mOPCOOE 5 PECOOEO | MOPCOOES | FPhCIION INTEP | : INCP. IN | －E XeCu FHCTMPS | IEO INSIP. | ： 11 ME |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| U5E0 | PECOOEO | INTERP． | INTIPP． | DECOOIN | FHCTOPS | $\text { HPE } 2.4 \text {. }$ | B．IG． |
| 274 | 0 | 9 | ก．त， | （1．がいい） | n．asimn | （1．numb | （0．16117\％ |
| 273 | 1 | 1 |  | （0．6）4＂10 | 1．Aum | （1．Cllil | （1．1615in） |
| 272 | 2 | 2 | －Mon | （1）． ath $^{\text {a }}$ | 0． 0140 |  | 0.4690 |
| 271 | 3 | 3 | 0． 6 cono | a）Matur | （1．intic） | 11．min | 6． 11.1019 |
| 279 | 4 | 4 | 0.0 ，mimo | 0.41016 | 0．Mum | a．¢，mb | i1． 14.11 |
| 269 | 5 | 5 | （1．cimit | n．mina | 15.41090 | O．［1740 | 0．ithil |
| 668 | 6 | 7 | －．ฺัแッ | 0． 14.6 | 0．M1．．1） | $0.16 \square 1$ | 11． 11014 |
| 267 | 7 | 9 | 0．mbom | 0 －intula | A．minam | ก．กnly | ［1．1414］ |
| 266 | 8 | 11 |  | 0.6 minn | A．1414 | A．Aiml | 11，01925 |
| 265 | 9 | 13 | （1．Alx ${ }^{\text {a }}$ | 0.0030 | 0．M00］ | （1．1）11 | 0．11い ${ }^{\text {a }}$ |
| 264 | 10 | 15 | 0．minan | $\bigcirc$ ¢（illay | － 0 ，mand | （1．Bual | （1．バル゙ |
| 263 | 11 | 17 | （1． $\mathrm{c}_{\text {（1）}}$ | a．（initu | －1．01451 | （1．［14） | （1．）C1413 |
| 262 | 12 | 19 | 0.01090 | O．Mile | C．chel | 0.005 |  |
| 261 | 13 | 21 |  | （1．）imin | （1．）乐il | 6． 10 M |  |
| 260 | 14 | 23 | 0．nimo |  | 1．（aiv）！ | 0． 1605 | 0.51 H |
| 259 | 15 | 26 | 0.64 m | 0．0．04 | 0.0 mal | 0．（17以 | 0．リ114 |
| 258 | 16 | $=9$ | 0.8090 |  | 0.00301 | 1．0Mns | 0.6105 |
| 257 | 17 | 32 | 9． 119 man | n．（073） | $0 . \mathrm{mas} 1$ | 0． 010113 | 0.14115 |
| 255 | 18 | 35 | Q． 0 | （0．Mr） | 0．1mild | 0.01613 | О．¢инй |
| 25 | 19 | 38 | C．0．030 | п．mon | 0.0005 | 0.01013 | 0.14106 |
| 254 | 20 | 41 | （1）0nno | n．回的1 | （1．）似に | （1．（104） 3 | 0.64007 |
| 253 | 21 | 14 | 6．finiol | （0．mind | 0．0012 | B． 111174 | （1．）㤩） |
| 25： | 22 | 41 | O．inlitit | C．mos | 0． 0 （1） | 0．0．1104 | 11． 6110 |
| 251 | 23 | 5.3 | a．mina | O．Aima | 0． $01 \begin{gathered}\text { anc } \\ \\ 0\end{gathered}$ | a．nimit |  |
| 250 | 24 | 54 | 0. atior | O．Mbil | －． 1 似 | 0.0014 | ก． 01019 |
| 2：9 | 25 | 58 | 0．mal | 0 0．tutio | 0． 01002 | 6． 1.1115 | 4．Mint |
| 248 | 26 | 62 | 0.50001 | 0.61701 | 0． 10192 | （1）．（1）175 | O． 0.110 |
| 217 | 27 | 66 | ก． 0161 | O．（inal | ก．finis | 13． 61115 | n．Mma！ |
| 246 | 28 | 5 | 9．9mon！ | $0 . \mathrm{hinim}$ | （1）． 01410 | －．017n6 | ก．¢ilit |
| 245 | 79 | ： 4 | A．mon！ | O．noma | 0.1763 | （1．Muncs | 9．＇min |
| 244 | 317 | 0 | 0． 0 alis | 0． 0 ats | －1．01403 | 14．mos | 0．fッに |
| 243 | 31 | $8:$ | O．imal | （1）\％4\％ | （1． 6 （1）3 | O．nivu？ | 1．1913 |
| 242 | 32 | $0 \%$ | 0.0001 | （0． $\mathrm{inc}^{2}$ | （1．mul3 | 0．bur | 0.61414 |
| 241 | 33 | 92 | 0.0 Min？ | H．（1atic | $0 . \mathrm{mmi4}$ |  | （1．ind 15 |
| 240 | 34 | 97 | （1． $\mathrm{rimin}^{1}$ |  | 0．mem | ก．¢ 15 | 9．1915 |
| 239 | 35 | 192 |  | 0．06，${ }^{2}$ | 0.0 min | 0． $1 \times 4$ |  |
| 238 | 36 | 1，37 | 0．bund | －．10以 | 0.010174 | A．tinitg | 0． 141418 |
| 237 | 37 | 112 | 17．ATtus | M，mine | a．mmat | 0.0019 | 10．14ida |
| 236 | 30 | 118 | ก．（\％）｜ | （1．） $\mathrm{min}^{3}$ | 6． 110005 | T．ining | ก．muld |
| 235 | 39 | 154 | O．（17） | －0．6us． | 0.01015 | 0.0010 | 1，Min\％ |
| 234 | 410 | 130 | 0．into！ | 0.6413 | 0.0005 | O．Oins 0 | 0．16に1 |
| 233 | 41 | 136 | （1．©（10）］ | 0.16 ¢！ | （1． 111145 | （1．min！ | の．ルに2 |
| 232 | 42 | 143 | O． 0101 | $0 . \sin 13$ | a． 0 M， 6 | O．call | 6． 1 noz |
| 231 | 43 | 151 | 0．inge | 0.6463 | a．inion | 0． 61412 | 0． 16 CH |
| 239 | 44 | 160 | 6．monz | 0.141123 | 0．1406 | a．${ }^{\text {a }}$－ 13 | （1．11105 |
| 229 | 45 | 169 | 1）（nine | A． 6 min 13 | a． 1 Min？ | 0.614 | 11． 105 |
| 228 | 46 | 178 | 0．nina | （1）， 11114 | 1． 1 mb | 0．mill | 10． 10.28 |
| 227 | 47 | 189 | の．กnに | O．17\％id | ก． min | n．min 15 | 1，mb3a |
| 226 | 48 | 199 | 0．クロハに | O．mun | 6． BLH |  | 10．11132 |
| 225 | 49 | 210 | 9．00h\％ | $0.3 \mathrm{Bla4}$ |  | 0．¢ma | 0． 01134 |
| 2こ4 | 50 | ここ1 | 0．กinc | （1．inime |  | 0．inse | 0.114 .35 |
| 223 | 51 | 233 |  | 0． $\mathrm{ghm}_{5}$ | 0 0．${ }^{\text {anixity }}$ | 0． 0 （119 | ก 1193： |
| 222 | 52 | 245 | 0．（1mis） | （1． 01415 | 0.11010 | ก．（1） | 11． 11.139 |
| 221 | 53 | 259 | 0.0003 | （1． H （1455 | 0.010 | 0.1020 | 4． CH H |
| 220 | 54 | 271 | 0.4083 | n．aitis | 0.6011 |  | 11．6143 |
| 219 | 55 | ？ 84 | 0.010103 | ก．（1）${ }^{\text {a }} 6$ | 0.6011 | （1．01）＝3 | 0.12145 |
| 218 | 56 | 298 | 9.0003 | 0．14146 | $0 . \min 12$ | 0.01024 | $0.64+8$ |
| 217 | 57 | 312 | a． 01013 | 0.171106 | ก． 10.12 | 0.0095 | 9． 0 min |
| 216 | 58 | 3.6 | 1）． 1003 | 1．grom | C．minla | （1）． 1026 | is inss |
| 215 | 59 | 340 | －．nimb | 0．amit： | 0.0 mil | 0． 0127 | 10．mat |
| 214 | 69 | 355 | （1．）crait | 1）．inios | 0.6914 | （1．MNE | Q．ins： |
| 213 | 61 | 3713 | n．numat | 0．inor | －1．0015 | －1．0n3n | 0．64159 |
| 212 | 62 | 386 | C． 1 cur | ก．（1110 | 0．inis | （1． 61431 | （1．） 1152 |
| 211 | 63 | 413 | 0．cund | 0.0000 | 0.0016 | （1．0132 |  |
| 219 | 64 | 421 | 0.0004 | a． 4010 | 9.61017 | 0． 6143 | 0．016： |
| 249 | 65 | 119 | $0.0(1074$ | \％． | 0．（i）18 | 0．M135 | 0．un？ |
| 208 | 66 | 4619 | 0.0035 | （0． 0 （1ing | C．mis | n．mila： | O． 11174 |
| 20） | 67 | 480 | ก． 01715 | （0．1010 | 10.01019 | 0．mi36 | O．mbi＂ |
| 206 | 60 | Sts | 0． 10 nas | 9． 11010 | 11．incil | 0． 61149 | a．man |
| 295 | 69 | 521 | 0． 1 nuis | ก． 01510 | ก．0ncl | 0.71742 | a．Sing |
| 2.14 | 70 | 542 | a．Ain5 | （0． 6111 |  | 0.10143 |  |
| 293 | 71 | 56. | ก． 0176 | n．mind | ก． 016 | 0.0 .445 | （1．14170 |
| 292 | $i 2$ | 587 | a．orris | 0．6ul？ | 0.763 | 11．ilis？ | ก．（1194 |
| 201 | 73 | 612 | 0． 90105 | C．M15 | （1．（1）24 | 0．Mint9 | 0.9498 |
| 209 | 74 | 633 | a． $\operatorname{lin}^{\text {ang }}$ | 0.6013 | 1．M以的 | B． 6.451 | ก．1112 |
| 199 | 75 | $66{ }^{\text {？}}$ | － 14007 | 0.1013 | 9．产に， | 9． 010153 | O．110 |
| 198 | 76 | －696 | ก．Mnlo | 0．M． 114 | －．M138 | （1． 11.158 | 1． 1111 |
| $19^{*}$ | 77 | － 726 | （1．man | 0．mils | 0．10゙リ | －． 015 | 17．1116 |
| 196 | 78 | － 758 |  | 0.1615 | ก．¢173） | （11．（lif） | 4．112！ |
| 195 | －79 | 791 | － $0 . \mathrm{mimp}$ | ก．nil 6 | ก．ก132 | ก．M963 | ก．n12？ |
| 154 | 80 | E54 |  | 0.615 | 0.10133 | ก．M66 | $0.113{ }^{2}$ |
| 193 | 81 | 858 | － 0.60109 | n．mini？ | ก． 0034 | 0． 0169 | 0.013 ？ |
| 192 | －82 | 2895 | 0．0．149 | 0． 11018 | 0.0036 | 0．M1？ | 0． 01143 |
| 191 | 83 | 3935 | －0．nuris | 0.1015 | 0.0037 | \％．mers | 0.0150 |
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## APPENOIX E

listing of the short subject olgorithms

## ALGOL PPOCPPAT

## BeIPSTOW

## BEGIN

COMMENT THIS 15 ALGOPITHM 30 FROM THE CHCM HLGDFITMMS SECIION TYPE-IN hNO CHLLING PPOGPMM BY A. LUNDE

APPHY COEFFS(1:121.PPEHL (1:12).RIMiC(1:121,CONCONI1:121 JNTEGEP IOEG.IIEP.NOIGS.JY.ISET

## PPOCEOUPE PUTOUTIIOI:

VALUE 10: INTEGEP 10:
BEGIN
HPITET*IZCIDATA SET •1: PPINTiIO.3.01:
FOP IX. I STEP I UNIIL IOEG OO
BECIN
WPITE1*IC1*
PPINIIPPEML $1 \times 1.6 .71$; PRINTIPIMAG(IXI.6.7):
PDINTICONCON()X1.13.2:
PDP: I DUTPUT LOOP.
PETUPN:
END: I PPOCEOIPPE PUTOUTI
PPOCEDUPE POOIPDLINDEG, KICOF LIIEP.NFIGS.PPE.PIM.CONUII
VILUE NOEG.LITER.Ni IGS:
INTEGR LITEP.NFIGS.NDEGI
APPHY XICOF .PPE, PIM,CONV:
OEGIN
JNTETEP I.J.AI
APPAY COF.日.C.O.E1-2:NOEG1:
PEAL TST.ACCUP.PS.OS.PT.QT.SCL.P.PEU.P.Q:
PPOCEDUPE PEVERSE:
BEGIN
TST * -TST:
M * ENTIEPIIPOEG-11/21:
FOP J. O SIEP [ UNIIL M 00
BEGIN
SCL $\cdot \operatorname{COF}(\sqrt{11} \operatorname{CDF}(J)-\operatorname{COF}($ NOEG-JI:
COF (NDEG-J) - SCL:
END: SHAPPING LODP,
ENO1: PEVEPSE:
INTEGEP PPOCEOUPE LINEAP:
EEGIN
IF IST - O.O THEN P • 1.G/P:
PPE INOEGI * P: PIMINDEGI - 0.0:
CONIINOEGI - ACCUP;
NOEG - NDE G-1:
FOP J - O SIEP I UNTIL NJEG 00
If ABSICOR(J)/OIJI) (ACCUR THEN COF(J) - OlJ)
ELSE CDF(J) - 0.0 :
INEAP - NDEG
END: : PPOCEOUPE LINEAP:



COMMENT WHILE COF (NDEG) $=$ A. O OD:
2POTE51:
IF COF (NDEG) $=0.0$ THEN
BEGIN
PREE (NOEG) - ח.0: PIM(NOEG) * 0.0: CONUINDEC) * ACCUR:
NOEG + NOEG-I:
GO TO 2ROIESTI
ENO:
COMMCNT UNTIL NOEG $=0$ DOI
BEGIN
IF NOEG $=$ I IHEN $C O 10$ PETUPN:
PS + O.OI OS + 0.0: PT + 0.01 QT + 0.0:

IF NOCG $=1$ THEN
BEGIN
P. $-\operatorname{COF}(11 / \operatorname{COF}(\theta):$

LINEHP:
GO TO PEIUPN
ENOI
FOP J • A STEP J UNTIL NDEE OO BEGIN

F COFlJIm 0.0
THEN SCL - LN'H95(COF (JI)ItSCL:
ENO:
5CL - EXPISCL/INOEG*1)]
FOP 」- O SIEP I UNTIL NDEG OD COF(J) • COF(JI/SCL IF ERSICOFI)I/COF (O)I \& GOSiCOF(NDEG-1)/COF (NDEGI) THEN PEVEPSE:

COMMENT WHILE TPUE DO: FINO LIN OR OUAD FACTORI OEGIN
PEUSEO:
IF IS $=0.0$ THEN
BEGIN
P-PS: 0.05;
END ELSE
BEGIN
IF CDF (NOEG-Z) $=0.0$ ZHEN
OFGIN O- I.O; P - -2.0 ENO
ELSE
BEGIN - COF (NOEGI/CDF (NOEG-211
P. (COF (NDEG-) )- (J.CDF (NOEG-3) )/COF (NOEG-2)

END:
IF NOEG $=2$ THEN GO 10 GHOPTIC.
P. 0.0 :

ENO:
COMMENT WHILE TPUE 00 : LOOP FDP LINEAR FACTOP BEGIN
JTERHE:
FOP J - I STEP I UNTIL LITEP 00
GEGIN
BRIPSTOW:
FOP J + A SIEP 1 UNTIL NOEG 00
BrGIN


END:
IF COF (NOEG-1) w o.0 THEN
BEGIN
IF BINDEG. II M 0.0 THEN
BEGIN
BEGIN
IF HISICOFINDEG-11/BINOEG-111< ACCUR
IHEN CO 10 NEWION:
B(NDEG) - COF (NOEEI-QAB(NOEG-2)
ENO:
BNTEST:
IF B(NDEG $=$ B. 6 THEN GO 10 QHOPTIC
IF ABSICOF (NOEG)/BINOEGII, ACCUP
THEN 60 TO QHDPIJC:
END:
NEWTON:
FOP J. B SIEP I UNTIL NDEG OD
BEGIN
$0(J)+[D F(J) \times P \cdot O(J-J)$
$E(J)$ + D(J)+P*E(J-1):
END:
IF OLNOEGI = O.D THEN CO TO LJN: If ACCUP \& AOSICOFINDEGI/DINDEGII THEN BEGIN
LIN:
JF LIN:GP $=$ O THEN GO TO PETUPN
ELSE 60 10 JIEPATE
ENO:
CINDEG-11 *-P*CINOEG-2)-GHC(NDEG-31)

If $5 \mathrm{CL}=0.0$ THEN
GEEJNP-P-2.01 0 - Q4 (0+1.DI: ENO
ELSE
Bfin

 ENO:

IF EINOLG-1! = M. 0 IHEN P • P-I
ELSL P. P-DINDEGI/EINOEG-1):
CNO ITEPMTE LODP:
ENO LINEHP FACIDP LDCP;
PS - PI: US - GII PI - P1 O1 F O
If PEC: O.D IHEN ACCUP * ACCUR/10. ${ }^{\circ}$
PEU - -PEU:
PEUEPSE
CO 10 PEUSEO:
ENO FACIDP FOUNDI
Reproduced from best available copy.

OHDPTIC：
IF 15 ST ＜ 0.0 THEN

IF 1P－1P／2．aloIP／2．日1），Q．a IHEN
BEGIN
PPEI NOEGI－PPEINOEG－1I－－P／2．0：
SCI．SDPT10－19／2．01419／2．011：
PIMINDEG1－SCl：
piminotc－il－－sCl：
ENO ELSE
beGin
SCL－ $50971(p / 2.0101 p / 2$ 日1－81：

ELSE PPEINDEGI－－P／R． $\mathrm{C}-\mathrm{SCL}$ ：
PPEINOLG－11－D／PPEINDECI：
PITINOEGI－PIMINOEG－11＋O． 0 ；
END：
CONOINOEG）－HCCUP：CONUINOEG－II－hCCUP，
NOEG－NOEG－2：
FOO $j$ ． 0 STEP I UNIIL NOCG OO
beGIN
if biJi $=0.0$ tilen cof chi－o．a
 ELSE COFIJI＋B．0．
eno：
go to inll：
ENO：UNNIL NOEG $=000$ LOOP： ETUPN，
ENOI ：PROCEOMPE POOTPOL，

ISET－1：ITEP－1A：NOICS－it

 CDEFFSI41 • 1．0：

POOTPO．IIOEC．COEFFS．ITEP．NOICS．RPE AR ．PIMAC．CDNCONI： PUIOUTIISETII

15ET－2：
IDEG 4：ITEP－10：NDICS－7：
COEFFS（B）－I．A：COCFFSIII．－3．0
COEFFSI21－Zu．n；COEFFSI31－4t．0
COEFFSI41－54．0：
PDOIPOLIIDEG，CDEFFS，ITER，NDIGS，PPEHI ，RIMIGC CONCDNI： PUTOUI（ISEI）

ISET • 3：
1OCG－6：ITEP＋dil NDIGS－I：
COEFFSIAI • I．0．COCFFSIII＊－2．
COEFFSIZ1－2．G：COFFFSI31－I． 1 ：
CDEFFSI41－G．0：COEFFSISI－－6．3）

POOIPOL（IOCG．COEFSS ．IIEP．NOIGS ．PPI．HL．．PIMIG ．CDNCON）： PUTOUIISET）
$155 . T$ ． 41
IDE $6.5: ~$
IDEC－S：IIFP－413：NOIGS－？：
COEFFSIQ1－1．0：［．OEPFSIII 1．1）：
COEFFSIEI－－B．O，CIEFSSI31．－IG．a．
COEFFSI4－7．0：COEFFSISI－IS．A：
POOTPOL（IOEG．COEFFS．IIEP．NDIGS．PPEN ．PIMATG．CONCON）： PUIOUTISET）：

ISEI－S；
10EC－4：ITEP－IV：NDIES．T：
COEFFSIEI－1．日，COEFFSIII．Si：
COLFFSIO1．1．01 COEFFSII）＊S．0：
CDIFFS $121 \times 3.9:$
COCFFSI $41 \times-9.0:$
POOTPOL IIOEG．COEFFS．ITEP，NDIGS，PPEAL RIMAG．CONCDN：： PUTOUT ISETII

ISET－ 61
10EG－3；ITER－In：NDICS ．7：
COEFFSIOI－I．0：COEFFSII．－8
COEFFS 121．I7．（1）COEFFSIBI．－10．0：
POOTPOL（ SOEG．COEFFS．ITEP．NDIGS．PREFL，RIM，G．CONCON）I PUTOUT（ISEIII
ENO

```
CP3I
CPOUT
BEGIN
    COMMINI IHIS IS CFLCO FLGOPITHM 43. CPOUI LINEGR EOUNS.
        HL COWIIHM BY HINPY C. THHCHCR JP...
        MH CIW'IHM BY HINPY C. THHCHCR JP..'g DPESSINCS O% A. LUNDE
        N(H)
    mp%iA' IGU:III:15.I:ISI.PIGITII:ISI,SOLII:ISI:
    INIEGSF IFPGIY LDIAGIIIISI:
    P('if DIPHN:
    FIPNHPD I HBEL SINGULAP:
    INIEGIP l.J:
    PEnL. PPOCEOJPE INPPRIIAL.ARRLIN,LOW.MHX);
        VIILUL LIN.L OW, MAX:
        INIEGEP LIN,LOW, MIXI
        I,P\mp@subsup{P}{H}{Y}}\mathrm{ HL ,AP:
    BEGIN
        LONG PEML SUM:
        INTELIER NA:
        SIMM - N.O.
        FOP IX + LOW STEP I UNTIL MAX DO
            SIMM - SUM+GLIIIN,I XIOHPIIXI;
    IN
```



```
        UILUF LIN.GOL. LOII.MAX:
        liIICEPP LIN.IOL,I OW.MWH:
        livlCEP LIN
    BECIN
        LONG PFNH SIJM:
        INTELEP I X:
        SUM - B.B:
        FOP IX. LDN SIEP I UNTIL M:IX DO
            SIMM - SIM4APRYILIN.IXIOAPPYIKX,I:OLII
        1NPMP: SUM:
    CND:
    TMICE DUPE. CPOUT,I IMPP, PHS,NGYN.PES,IVOTP,DET, REPEAT I:
        GILUE NHYN.PEPMHT;
        HPPri% HPP,PHS.PES:
        NNTL litP NBYPH
        IMIECifP HPPBY IVOTP:
        Fli| DE 1;
        THONIENN PEPEAT:
    OEGIN
        INIf IFP IX,JA,GX,IMGX,IP:
            PEhl IETP. duOT:
        OET - 1.01
        IF PHPEHT THEN GO 10 LSOLG:
        TOP IG. I SIEP I UNIII. NIIYN OU
    BEGIN
            |FmP - 0.g:
            FiH IX - IX SIEP I UNIIL NLINN DO
            HCIN
                ,1PP||X,IXI* GPPIIX,|AI-INPPPIIGPP,IX,NX,I,IX-II:
                II MOS:SPRIIX.KXII) IEMP (HEN
                    OIGIN
                    IIM& - HBSIAPRIIX,FXI),
                IMHX - IX:
            [N():
            (N):
            INHEP|XXI - IMGM:
            If IPIMX IX THIN
            Br,iN
                DFT - DE 1:
                FGPJ:- I SIEP I UNTIL NHIN OO
                ORGiN
```




```
                    :M I MMaM,jx| - TEMP:
                [ND:
                iffit. PHSLIXI:
                PMSLbMI - PISIIMGXII
                PHSI IMGXI - TCMP
                (MD):
                If mPPINX,BXI = G.O IfINN CO IO SINGULIR:
            HNOT - I, B/HPP|X.tA|;
            WIDI : IT/HPPIIX.IXI: 
```




```
                    GHPINX,JXI AFPIkX, JXI-INPPP2:GPP, KKX,JX
                PHSINXI. PHSIKXI - INPPPIIAPR.PH5.I'X.I.KX-II:
            END:
            CO TO LBLP:
        NTELi: R NA:
```

```
LROLG: CONHENT NEW PIGHI SIDE ONKY. I
    FGR KX - I SIEP I UNIIL NBYN DO
    EEGIN
        TEMP P PHSILWOTP(KXIII
        RHSIIVOIP(KXII - PHSIKXI:
        RHSIIWOTPIKXII,
        RHSIKXI - RHS(kX) - INRPPIIGRP.RHS.KX.I IKX-I),
    ENO:
LEL?,
        FOR KXX + NBYN STEP -I LNTIL I DO
    BEGIK
        IF NOT REPEAT THEN DET - ARPIKX,KXJPDETI
        RESIKXI - \RMSIKXI
                            - INPPRI/ARR,PES,kX,kX+1.NAYN)I/MPP(KX,NXI/
    END:
    enN: ! That has CROUT 2.1
    FOR I - I STEP I UNTIL IS DO
    BECIN
        FOR J - I STEP I UNTIL 1500
            EDUaTli.J! - (1)J)/2.0:
        PIGHT111 LNCI/3.Q1:
        eguatll.1I - EOUAI(I.1)+15-14
    ENO:
    CROUTZ(EQUAI,RIGHT,I5.SOL.I DIAG.OTRIN,F FLSE):
    GO TO ExIT:
    MPITE("IC)"):
    PRINT(OTRFN.10.6)1
    MRINTCOPRAN.10
FOPI I I STEPI UNTIL IS DO
BEGIN
    HPITE(*)(C)*):
    OP J - I STEP 1 UNTIL IS DO
    PRINT(EQUATII,JI,10.6),
ENO:
    HRITE("ICI")!
    FOR 1 I I STEP I UNTIL IS DO
    PPINTLLIAGIII.10.0):
    HPITE:OCL|!
    FOPITE: 'ICI'1', UTEP! UNTIL IS DO
    PPINTRIGHT(II.10.6):
    WPITE(*ICI*):
FOPITE('ICI'':'UNTIL IS DO
    PRINISOLIII,10.6):
    CO TO EXITI
SINGURAR:
    GNGITEI*ICISINGULARICI*),
EXIT:
EMD:I END DF mAIN PPOGPAM. I
```

TPEESOPT

## GECIN

 OF THE CHCM. AR COPITHM RUTHOR IS RDEEPT H FLOYO. MHIN PPOGRPM W. CALLINE SEDUENCE SUPPLIEO OY A. LUNDE,
APRAY OEFOPE 1, 4011. GF IERLI:4001:
INTEGEP INFINITI.K:
PPOCEOUPE TREESOPTIUNSORTED. ${ }^{\circ}$. SORTEO.K)
Villue N.K:
INIEGER N.f:
APPAY UNSDPIED.SOPIEO:
DEGIN
iNTECEP 1.JI
INIEGER APPAY MII: $2 \cdot \mathrm{~N}-1 \mathrm{I}:$
FOP 1- I STEP 1 UNTIL N DD HIN+1-11 - 1-100000N+1-1:
FDP 1 - N-1 STEP - 1 UNTILID 0
M(1) - IF UNSDPTEDIMIZ-1) DJU 200001
(UNSDPTEDIMI2-1+11 DIU IOOOO) TIEN MI2*II
ELSE M(2.1+1):
FOP J- 1 SIEP 1 UNTIL $K D D$
BECIN
SDPTEOIJI - UNSDPTEDIMI 1 I DIV ID000I:

MIII - INTINITY - linoin:
FOP 1 - 1 DIU 2 HHILE $1>000$
MIII - IF UNSDRTEDCMIZ-1I OIV IORDOI

ELSE ML2.1+1!

ENO J LDOP:
END TPEE SDPT:
INFINITY - 4NLI
FDP : - 1 SIEP 1 UNTIL 10000 EEFOREIKI - 401.0-k:
BEFOPE [401] - I 1 M000.0:
TPEESDPICBEFDPE, 4OO.AF IEP, $406: 11$
FOP K - I STEP I UNTIL 399 DD If HF TERII.I, AFTEPIK+11 THEN BECIN
HPITE1*) C1": 1
PPINTIK:6.011
WRITEI: OUT OF ORDEP(C)" 1 :
ENO:
end main procpani

```
PERT
BETIN
GEGIN NEP NEUNIS.IX:
INTECEP APPAY INIT,LAST.LINN:II:3001:
INTEGY GSTIME,EGRLYS.LATEFII1300I:
MPPAY ESTIN:
PPOCEDURE PERTINMAXX,IBEG,JEND.TE,ST,EYAX,LNW, ES,AII
MTTEGER MMAX,EMAX:
INTEGER 
PERL ST: 
INTEGEP APPAY IBEG, JENO.LNK:
REFL APPAY TE,ES,AT:
UALUE NMAX,ST:
BEGIN
INTEGEP I'
    INTEGER NX,IEX,ISX.ITX,NX
    RERL AXX,XXX:
    SWITCH SWZ - GI.GZ:
    PPOCELUPE SCON(TTOASI
    INTESER TOBJ:
    GEGIN
        INTEGEP. KX:
            IF IEX M I THEN
            BEGIN
            FOP KX - IEX-I STEP -1 UNTIL 1 DO
                    IF TOBJ = LNKIKXI THEN
                    BEGIN IDES * KX: GD TD RETURN: END
            EXI TO&J: TOES - IEXI IEX - IEX+I:
    RE IUPN:
    END SCAN:
    Cx - It
    EOR NX I STEP I UNTIL NMAX DD
    GEGIN SCAN(JENDINXII: SCANIIBEGINXIII ENO:
    EMÄX - IEX-1: 1SX - 1: AXX - ST
WILETRUEDD,
    KX = EMAX: I SIEP I UNTIL EMAX DO ATIIEXI * AXXI
SZ:
    FDP NX + I STEP I UNTIL NHAX DO
        BEGIN
            IF LNKIIGEGINXII>0 THEN
            GEGIN
            SWITCH SWI * 01,BII
            GD TO SHIIISMI:
    81:
            XYX * ABS(ATIIBEGINXIII + TEINXII
            IF XXX GGS
    82:
            XXX * GBS{ATIIEEGINXINXIEINTHEN ATIJENDINXII. -XXX:
    ESAC 1:
        END:
        END: IEX + I STEP I UNTIL EMAX DD
        GEGIN
            IF LNK!IEXI< O THEN
            BEGIN
                IF AIIIEXI< Q TMEN
                    BEGIN
                            LNYIIEX! * G日SILNHIIEXI): kX + kX+I:
                    MTIIEXI + HESIATIIEXIII
                END:
            END ELSE
            IF RIIIEXI > = O THEN
            BEGIN LN:IIEXI - LNI\IEXI; kX * YX-II END
            ELSE ATIIEXI * ABSIATIIEXIII
        END:
        IF KX O THEN GDID S2:
        GDTD SWZIISK1:
    GI:
            ISX * 2' I STEP I UNTIL NMAX DD
            BEGINM- IBEGINXI: JBEGINXI. JENDINXI: JENOINXI - IIX:
            EMD 
            ENDI
            FOXP IEX. I STEP I UNTIL EMAX DD
            FDP. IE
            ESIIEXI - ATIIEXI: LNKIIEXI * ABSILNKIIEXII:
                IF ATIIEXI> AXX THEN AXX - HIIIEXII
            NO: ATO MILETPUEOD
                GO
                G2: IEX - I STEP I UNTIL EMAX DO LMN.IIEXI. AGSILNKIIEXI):
                FOP IEX
        PPO,EOUPE PUTOUTINEV,LK.EAS,XLF)
        VALLE NEV:
        INTEGER NEV:
```

HAPVIE
ISING
BEGIN
COMMENT THIS 15 CALGO mLGOP！IMM ND．257．MAHUIE I \＆IEGRATION． ALGOPITHM BY POBEPT N，KUPIF．PUBLISHEO CICH 1965. TYPED BY A．LUNDE，C－MU 19i2．：

REN $A, B, E P S$, MHSK，Y，ANSHER：
REAL PROCEDURE HFNJEIA，B．EPS．GRHMD，MI：
VALUF A．B．EPS．M
INTELEP M：
REAL A．E，CPS：
REAL PROCEDURE GPAND：
BEGJN
REAL H．RIMDPTS．SUMT SUMN．D．X：
INTEGER J．J．K．N：
APPAY TII：I2I．UII：I2I．TPREVII：IZI．UPNEVII：IZI：
ENDPIS－GPGND（A）I
ENDPTS－9．SW（GRAND：BI－ENOPIS）：
SUMT－O．© 1
1－N．I：
TIMATE：
T111－HEIENDPTS：SUMTI：
SUMU－D．0：
$x$－$A-H / 2,0$ ；
FOP J－I STEP I UNTIL N DC
BEGIN
A．$X+H$ ：
SUTN－SUMU＋GRANO（X）
END：
UIII－HaSUNO：
$k+11$
TEST：IF ABS（TIKI－UIKI）＜－EPS THEN
BEGIN
HAUIE－O．Se（TIKI＋UIKI）：
GO TD EXITI
ENO：
IFK＇M IHEN
BCGIN
O．D｜ $12-K)$
T1F＋II－10＂IIKI－TPREVIKII／（10－1．0）： PPEUIK＋11－TIKI：
 UPREVIK．－UlkII
$k \rightarrow k+11$
IF K＝M THEN
BEGIN
HAUJE－MASKI
GO TO EXII：
END：
CO TO IEST：
ENO：
$\mathrm{H}+\mathrm{H} / 2,01$
SUMT－SUMT＋SUMU
TPREVIKI－TIKI：
UPPEVIXI＋UIKI：
N：141：
GO TO ESTJMATE：
EXIT：
NO：I ENO OF HARVIE INTEGPGTOR．

PEAL PPOCEOUPE EXPZ（X）：
VALUE $X_{i}$
REFLL X：
EXPZ $-E X P(-X * X):$
－ 0.01
日－1．0；
EPS－0．0goos
MHSI：－9．99：
ANSWER－MAUJE（A．B．EPS．SART，I2）I
WPIIEITICI＊I：PPINTIGNSWER．A．101：WRITET＊ICI＇I）
EPS－）． 909391
A．（1．B：
B－4．3；
HNSWER－HINVIEIA，B，EPS．EXPE，121：
WRITEI＊ICI＇）：PPINTIANSHEP．4．10）：HPITE（＊IC）＂）
END：EMO OF MHIN PRPOPMM．

COMMENT THIS IS ML GOPITIM 355 OF IHE CACM ALGORITHM SECTION．
PUAI ISHED IN CHCM 12． 10 IOCI 1969：P．S62
OUTEP UOCI NITH I／O ANO OIHEP STATEMENTS INTPDOUCEO
HiNi）VIL UE PAPIS ANO PEMHINDEP OPEPATOR ADDED BY A．LUNDE． CHPNEGIE－MELLUN UNIVERSIIY，JULY 1972．：

INTEGEP APPAY SEAU（1：100）：
INIEGER M MX．ONES．SHIF TS．I UPPEP．MAXMI，IMI：
Phoceoline ISINGIN，X．T．5）：Vilue N．X．Ti
INTE GER N，X．TI JNTEGEP APPHY 5 ：
BEGIN
INTEGEP t，
INTEEEP APPHY L．MIIIT DIV 2＋1］：
PROCTDUPE SOPIAL．M．2）UHLUE 2：
INTEGEP MRPAY L．M：INTEGER 2 ：
BLGIN
INTLGEP P．I．J．ML．2B：
FOR ML＋ 1 STEP 1 UNIIL N OO SIMLI－ 21
P－I－1：2日－1－2：
HA：J＋P＋LIII－11
FDP ML－P STEP 1 UNTIL JOO SIMLI－ $28:$
1F $1+1<=h$ THEN
GEGIN R－J＋MIII＋1：1－1＋1：GO TO AB END：
G0 10 ExIT：
FOP MI－I STEP I UNTIL N OO
BEGIN
IF IML PEM $211=0$ THEN WRIIEI（IC1－－－＊）：
PPINTISIMLI．2．0）：
EXIT：
END SDPT：
PPOCEDUPE EISORTIL．MI：INTEGER ARRAY L，M： EEGIN

SOPT（L，M．O）：SORTIM．L．i）
END BISDP．I：
PPICEDUPE COMPOSE $X, A, L, P:$ VFLUE $X, K$ ；INTEGEP $X, k$ ； INIECER GPRAY L：PPOCEDUPE P：
BEGIN
INTEGEP J．H：
$=x$ ：THEN CD 10 CC：
LII－Xi－h＋ $1:$
FOP I•C STEP I UNTIL K OO LJII－II
P：
A．1：
88：IF LIAI I THEN BCGIN
$(\mid A) \cdot L|A|-1: \quad L(A+1]+L(A+I)+1 ; \quad P:$
IF A M KII THEN A－A＋I．
CO 10 日B
END：COMMENT L｜A｜＞1 LOOP；

CC：
If A ：＝I THEN CO TO BB：
END COMPOSE：
k－IDIV 2•1：
IF II PEM 2：$=1$ IHEN
BEGIN
PPCCEDUPE P1：BISOPTIL MI PFOCEOUPE PEZ：COMPNEE：N－X，K，M，PI）：

COMPOSE：X．N．L．PE）
END
ELSE BEGJN
PPOCROUPE P3：SOPICI．M．fi：
PROCEDUPE P4：COMPDOS：N－X，N－1．M．P3：
PPOCEDUPE PS；SDPIMM．L．II；
PROCEDURE PG：COMPOSEIN－X，Y，M．PS）：
COMPOSE：$x, f, L, P+1$ ：
CDMPOSE $(x, h,-1, L, I G)$ END：

ENO ISING：

Listing of the short subject algorithms

WPITE1•ICITYPE UPPER BOUND FDR MXXIC1．＊） READIUPPERI：WRITEI＂ICI＂I
FDR MAX－ 3 STEP 1 UNT IL．UPPER DO BCGIN MAXHI－MAX－II
FOP ONES－I STEP 1 UNTIL MAXHI DD EEGIN

IHI－IHINI ONES，MHX－ONES）！ OR SHIFIS－I STEP I UNTIL IMI DO 15IMGIMAK，UNES．SHIFT5．SEOU）：

ENO MNIMPROCRAMI

BASIC UEPSION OF PERT

| 300 | 01M 113001．L（3001．H（300） |
| :---: | :---: |
| 400 D | DIM Ei30），F（300），X（300） |
| 410 NI | $\mathrm{NI}=32$ |
| 120 CD | CD5LU 700 |
| 431 NJ | $N \mathrm{l}=27$ |
| 441160 | 605U8 700 |
| 45051 | 5IOP |
| 700 Re | REH SUBPDUTINE WDRK |
| O（l） 1 | （1）$=1$ |
| 910.1 | L（1）$=2$ |
| 10 mox E | $E(1)=2.5$ |
| 1100 | $[12)=1$ |
| 1200 | $L(2)=3$ |
| 1300 | $E(2)=1.0$ |
| 14001 | 1（3）$=1$ |
| 15041 | $(13)=4$ |
| 1690 | $E 131=30$ |
| 17001 | 1（4）： 1 |
| 18 m 9 | $L(4)=10$ |
| 19014） | $E(4)=18.4$ |
| Elum | $1(5)=$ ？ |
| 2100 | $L(5)=5$ |
| 2200 | $E(5)=4.2$ |
| ［3101） | $1161=2$ |
| 2490 | $(16)=6$ |
| 2500 | $E(6)=3.8$ |
| 2609 | $(17)=2$ |
| 2701 | $L(7)=$ ？ |
| 280 | $E(7)=6.7$ |
| － 90 | $1(8)=3$ |
| 3009 | L（8）$=6$ |
| 310 | $E(8)=1.1$ |
| 3200 | $1191=3$ |
| 33110 | $L(9)=$ ？ |
| 3400 | $\underline{(9)}=1.3$ |
| 3519 | $1111)=4$ |
| 36\％19） | L（10）$=$ ？ |
| 3700 | $E(10)=0.2$ |
| 3809 | 1111）＝ 6 |
| 3900 | L（ll）$=5$ |
| 40 | $E(11)=6.6$ |
| 410 | $1121=6$ |
| 4200 | $L(1)=0$ |
| 4300 | $E 1 / こ=2.2$ |
| 4400 | $(113)=$ ？ |
| 45019 | L（13）＝B |
| 46.143 | $E(13)=4.9$ |
| 470 | （114）？ |
| 4800 | ᄂ14）＝ 9 |
| 4900 | $E(14)=3.2$ |
| 50 | $1(15)=$ ？ |
| 5100 | $L(15)=10$ |
| $50^{(1)}$ | $E(15)=1.1$ |
| 5309 | ［116）$=5$ |
| 54100 | $L(16)=11$ |
| 5590 | E（16）$=6.9$ |
| 5690 | ［171）$=8$ |
| 5709 | $\lfloor(17)=11$ |
| 5800 | E1171 $=6.0$ |
| 5900 | $11181=9$ |
| 6090 |  |
| 6100 | E1181 $=8.1$ |
| 6200 | $1(19)=10$ |
| 6314 | L（19）$=11$ |
| 64190 | E1191 $=0.7$ |
| 65913 | $11201=5$ |
| 66919 | $L(20)=12$ |
| 67 （10n | $\underline{E 120)}=4.8$ |
| 6809 | $1211=8$ |
| 6910 | L（21）$=12$ |
| 7009 | $E(21)=0.7$ |
| 7100 | $1(22)=8$ |
| 7200 | （122）$=14$ |
| 7300 | Eにご $=6.4$ |
| 7401 | ， $1(23)=10$ |
| 7500 | （123）$=14$ |
| 76019 | E（23）$=3.8$ |
| 7700 | $01(24)=12$ |
| 7800 | $(159)=13$ |
| 390n | （ $E($ ご）$=0.2$ |
| 8000 | $1(251$ $=11$ |
| 8100 | $1-25)=13$ |
| 8200 | －$E(25)=2.5$ |
| 8300 | ［ $1261=11$ |
| B400 | （ 126$)=14$ |
| 8519 | ）$=1561-8.9$ |
| 8690 | （1こり） 6 |
| 8 8019 | （127）$=13$ |
| 8B09 | E（27）$=11.1$ |
| 8900 | $0 \quad(158)=7$ |
| 90019 | （1）$L(28)=5$ |
| 9100 | $0 \mathrm{E}(28)=6.0$ |
| 9200 | （129）$=11$ |
| 9300 | （129）$=12$ |


| 9400 | $E(29)=7.3$ |
| :---: | :---: |
| 9590 | ［130）$=9$ |
| 9600 | （ 30$)=12$ |
| 9700 | E（39）$=3.8$ |
| 9809 | $1(31)=14$ |
| 9900 | $L(31)=13$ |
| 10009 | $E(31)=0.7$ |
| 10100 | 1（32）$=4$ |
| 18280 | （132）＝ 10 |
| 18309 | $\underline{E}(32)=12.6$ |
| 10509 | T1 $=0.8$ |
| 19700 | PEH CALL PERT（N1，11，L，E1，11，N2，L2，E2， 1 （） |
| 10000 | cosus 19300 |
| 10805 | PEE CALL PUTOUT |
| 19810 | COSUA 10910 |
| 10830 | RETURN |
| 10908 |  |
| 10910 | REH SUBPOUTINE PUTOUT |
| 11000 | PRINT＇N2．＂EUENTS＂ |
| 11109 | PE TUPN |
| 11209 | FOR $12=1$ TO NE STEP 1 |
| 11390 | If 0．001＞ABS（ff（l2）－x（l2））THEN 11700 |
| 11400 | PPiNT M（12），F（12），X（12） |
| 11600 | GO 10 11900 |
| 11790 | PRINT M（12），F（12），X（12），CRITICAL＊ |
| 11900 | NEXI 12 |
| 11990 | PEETUFid |
| 11998 | PEM |
| 11999 | PEH |
| 12493） | REH SCHN（12．14．Lこ） |
| 12019 | PEM |
| 12290 | 1F $12=1$ THEN 1300 |
| 12400 | FOR K：1 $=12-1$ TO 15 STEP－1 |
| 12509 | IF 14 －H（K1）THEN 12780 |
| 12550 | GO TO 12900 |
| 12780 | $14=\mathrm{N} 1$ |
| 12800 | PETUPN |
| 12990 | NEXT K1 |
| 13008 | H（12）$=14$ |
| 13100 | $14 \cdot 12$ |
| 13590 | $12=12+1$ |
| 13290 | PETURN |
| 13298 | PEM |
| 13299 | PEM |
| 13300 | PEH PEPTIN1，11，L，E1，T1，N2，L2，E2，X1） |
| 13400 | REH |
| 13509 | 12－1 |
| 13700 | FOR NG＝ 1 TO N1 STEP 1 |
| 13789 | $14=$ L（N3） |
| 13790 | GOSU9 12900 |
| 13809 | PEH CALL SCAN（12，L（N3），L2） |
| 13810 | L（N3）$=14$ |
| 13880 | $14=1$（N3） |
| 13899 | 605U日 12009 |
| 13900 | REH CALL SCAN（12．1（N3）．L2） |
| 13910 | $1\left(\begin{array}{l}\text { 3 }\end{array}\right)=14$ |
| 14900 | NEXT N3 |
| 14100 | N2 $=12-1$ |
| 14200 | $15=1$ |
| 14300 | AI $=\mathrm{Tl}$ |
| 1450 a | REM HHILE TPUE DO |
| 1480 C | $\mathrm{K} 2=\mathrm{N} 2$ |
| 14909 | FOR 13＝1 TO N2 STEP 1 |
| 15900 | $x(13)=\mathrm{Al}$ |
| 15050 | NEXT 13 |
| 15209 | PEM DO＜800Y）WHILE K2＞ 0 |
| 15509 | FOR N3＝ 1 TO NI STEP ！ |
| 15600 | IF $0:=\mathrm{M}(1) \mathrm{NJ}) \mathrm{I}$ THEN IG90＠ |
| 1580 | PEM CA5E 15 OF |
| 16104 | ON 15 GO TO 16200．1663n |
| 16290 |  |
| 163 ¢0 |  |
| 16350 | $x(L) N 3)]=-x^{2}$ |
| 16400 | GO TO 16900 |
| 16690 |  |
| 16700 | IF X2 ）＝A85（x（L）N3）］）THEN 16900 |
| 15359 | $x(L 1 N 3))=-x 2$ |
| 16969 | NEXT N3 |
| 17109 | FOP 13＝1 TO NE STEP 1 |
| 17209 | IF M（13）？ 0 （ THEN 178100 |
| 17300 |  |
| 17400 |  |
| 17500 | $k=12.1$ |
| $1760 ก$ | X（13）$=$ A85（x（13） |
| 1730 | 60 to 1830 |
| 17803 | IF $0.0>\times(13)$ THEN 18200 |
| 17500 | H（13）$=-\mathrm{H}(13)$ |
| 101009 | $k 2=r 2-1$ |
| 18198 | GO 10 183\％ |
| 182019 | X（13）$=$ A85（x（13）） |
| 183（ ${ }^{\text {a }}$ | NEXT 13 |
| 18493 | IF $\mathrm{KZ} 2=0.8$ THEN 187M |
| 18450 | 60 to 15290 |
| 18700 | ON I5 60 TO 1900．20500 |
| 18900 | PEM CASE 1 |
| 19190 | IS $=2$ |
| $\begin{aligned} & 19100 \\ & 19200 \end{aligned}$ | FOR NO－I TONI SIEP I I6＝1（N3） |

197\％ 1 （N：$)=$ L（N3）
$(9+19)(1 N 3)=16$
Iysim NEXI N3
155inn NEXI N3
197NO FOP 13 ：IG NZ STEP 1

190 init $F(13)=X(13)$
199 in $M(13)=A B S(M(131)$


（0）JII）NEXT 13
COE100 GO 1020990

ZOLOM FOR $13=1$ TO N：STEP 1
？ 2600 M M 13 ）$=$ ARS（H（13））
20650 NEXT 1
2OTOU REIURN
ZOSig to TO 1450日
21000 ENO

## BLISS VERSION OF PERT

## MODULE BLIllg（STACK（IOQO））$=$

## BEGIN

HACPO AOS $(x)=$（IF $(x)$ GEO O．B THEN $(x)$ ELSE FNEC $(x)$ ）s HACRO $\operatorname{lABS}(x)=$ IIF $(x)$ GEO THEN $(X)$ ELSE $-(X)$ Is：

EXIEPNAL OUTHSG．DECOUT．FLOUT： YOPWAPO PUTOUT：

OWN NEVNTS：
OHN IN）TI 3001．LAST（3001．LIN．I30011 OWN ESTIME13OQ1，EARLYSI 3UO1，LATEF I $3001:$

STPUCIURE VECTIIII＝（．VECTI＊．1－1）く0．36： Mif VECII INIT：LASIILINK：ESTIMEIEARLYS：！ATEF：

FUNCTION PERTINHAX．IBEG．JENO．IE．ST，EMAX．LMA，ES．ATT）＝ BEGIN

STPUCTUPE PAPUECIII＝（E．PAPVEC＊，1－1）＜日，36）： MAP PAPVEC JBEGIJENDILNK：TEIESIATI：

LOCAL IEX，1SX，11X，kX：
LOCAL AXX，XXX：
FUNCTION SCAN（TOBJ）\＃
OEGIN
JF，IEX NEO I THEN
BEGIN
DECR LX FPOM ．IEX－1 TO 1 日Y 1 DO IF e．TODJ EOL LN：1．：X X THEN BEGIN（．TOBJ＜＜O．36）＊． BX ：RETURN ENO
ENO：

ENO：！SCAN

INCP NX FPOM 1 10．NMAX BY 100
 （．EMAX）（0，36）－．IEX－1，15X－01 AXX－．5T：

WHILE 100
I WHILE IPUE OO
CKX－EMAXI
INCR IEXZ FPOM 1 TO E．EMAX BY 100 HTTI．IEXEI－．AKXI
DO $\quad$ OO＜BOOY：WHILE ． KX NEIS O．
1 INCR NX FROM 1 IO．NHHX BY 100
BEGIN
IF LNKI．IBEGI．NXII GIR O THEN BEGIN CASE ．ISX OF SEI
！CASE
BEGIN
XXX－AOSI．ATII．IEEGI．NXIII FADP ．TE\｛．NXI THEN GTP RES（．ATII．JENDI．NXIII ENO：
！CASE 2
BEGIN
XXX－ABS（．hITI．JBEGI．NXIII FSRR ．TEI．NXI：
IF ．XXX LSS ADSI．ATTI．JENOI．NKII）
THEN ATII．JENOL．NXII FNEGI．KXXI：

## END：

TE
ENO： ENO：

INCR IEXZ FPOM I TO ©．EMAX BY 1 OO BEGIN IF ．LNK．I．IEX2I L55 O THEN BEGIN IF ATITI．IEX2I LSS O THEN BEGIN
 ATTI．IEX21－HOSI．ATTI．IEXZIII ENO：
END ELSE
IF ATTI．IEX2！GEO O THEN
日EGIN LNH1．1EX21．－．LN．I．IEX21，KX • ．EX－1t ENO ELSE GITI．IEX21－MBSI．ATII．IEXZ1）： END：
J WHILE KX NEO 0：
CASE ．15X OF
SE I
！CASE 1
begin
IR．CP NX FROM 1 TO ．NMAX OY 1 DO
1R．CP NX
BZGIN ．ITXEGI．NXII IBEGI．NXI－．JENOI．NXI：
JENOI．NXI • ．1TX：

```
CND：
axx－（1）
INCP JEX2 FROH 1 TO e．EMAX OY 100
BEGIN
ESI．IEX2）．．Alti．IEX2I
（NK＇I．IEXZI－IADSI．LNK（．）EX21）：
IF ．AIII，IEXZI GTR ．AXX THEN AXX－．ATTI．IEXZ1： END：
END： 1 OF CASE 1
CHSE Z
OEGIN
INCR IEX2 FPOM 1 IO－EMHX BY 1 DO
LNII．1EX2）－LABS（．LNIII．1EX21）：
PETUPN
ENO 1 OF CHSE 2
IES：
PENO OF WHILE IPUE 00 LOOP．
FUNCTION WCIPR：（NATCIS）＝
BECIN
LOCAL TSTART：
\begin{tabular}{|c|c|c|}
\hline ［NITI］－1： & LASTII）－2： & EstIME111－2．5： \\
\hline ｜NITİ）． 1 & （AST（こ）－3： & ESIIMEI21＊1．8i \\
\hline INITI3）－1： & LASII3I． 11 & LSTIME 31 ＊3．91 \\
\hline （NITIAI－I： & LASTI4）－13： & ［5TME14］＋18．4： \\
\hline ｜NITIS］－2i & LASTIS）－5i & ESTIME（S）－4．21 \\
\hline （NITIG）2： & （45） \(61-6\) & ESIIMEI61－3．8i \\
\hline ｜NITITI 2 à & LASIITI－7： & ESIIMEIPI＊6．7： \\
\hline INITIE］－ 3 ： & LAST（B）－ 61 & ESTIME（B）－1．1： \\
\hline INITİI－3i & LASII91－7； & ESTIMEI9）－1．3i \\
\hline INIIJOC． 41 & LASII 101 － 71 & ESTIMELI0］－0．21 \\
\hline ［NITII］－6： & LASIIII） 51 & ESIIMEII1）－6．61 \\
\hline 1NJT（）？－ 6 ： & ［日STI［2］－81 & ESIMME121＊2．21 \\
\hline INJTIJI \({ }^{\text {a }}\) & LAST（I3）－Di & ESIIME1（3）－ 1.92 \\
\hline ［NITIHI．\({ }^{\text {a }}\) & LAST\4）－\({ }^{\text {：}}\) & ESITME（14）－3．2： \\
\hline ｜N1T，15）． 7 & LhSTIISI－19， & LSTME（15）－1．11 \\
\hline INTIIGI \({ }^{\text {S }}\) & LAST161＊11： & E5TIME（16）－ 6.01 \\
\hline INITIIT－ 81 & LAST1171．11： & ESTIME11？－6．A1 \\
\hline JNITI（B）－ 91 & LAST10）－11： & ESTIMEIIB］－E．1： \\
\hline 1NTII91－10： & LASI1191－11： & E5IIMEI19］－0．7i \\
\hline 1N1IL20］ 51 & LHST20）－121 & ESTIME1201－4．0i \\
\hline  & LASII211－12： & ESIIMEI211＊0．71 \\
\hline INITEご \({ }^{\text {a }}\)－ & LAST1221－14： & E5I1ME1221＊6．41 \\
\hline 1N1IIZ31－10： & LASII231＋14： & ESIMME1231＊3．81 \\
\hline ［NITİ4！－12： & LASTE4！－13： & ESTIME1こ9）－ 0.21 \\
\hline 1N1TILS！＋11： & ［ASTISSI－13： & ［5T1ME（25］－2．51 \\
\hline （NITI．6）• 110 & LAST（E6）－14： & ESTME126］－0．91 \\
\hline INJT［ご）－6i & LASIIET1－131 & ESIME（27）－11．1： \\
\hline INITI2B）？ & LASIERA－5i & E51］MEI201＋6．3： \\
\hline ［NITI29）（1） & LASIC29）12： & ESTIME［29］＊7．3i \\
\hline ［N1TI3G1－9t & LA5T130）－ 121 & ESTIME（30）－3．0） \\
\hline INITI31I．［4： & LHSII3I）－13： & ESTIME（3）］＊8．7： \\
\hline INITIEI－ 11 & LAST132）10： & ESIIMEI321－12．61 \\
\hline 151APT－ 0.001 & & \\
\hline PEPIG．NILTS．IN NEUNIS \(\cap\). PUTOUT：，NE UNIS &  & CSIITE（O，B），．ISTAPT 15：n．0．，LATEFく0．0）1： 0.0 －LATEF（ 0,0 ））； \\
\hline
\end{tabular}
```

END：：POUIINE WARI，
PROUIAE PUTDUTINLU，LI，EFS．XLFI＝
BEGIs
SIPIICIUPE PHPUECIII＝19．PHPUE［4．］－11：0．36）：


OUTMSEIG．PLII EVENTSTM？J＇に：
PE TUPA：
INCP IX FPGM I TO ．NEV BY I DU
BEGIN


 JHEN OUTMSGIO．PLIT CPIIICGL．＇I：

END：
GUTMSGIO．PLIT＇9MJ＇）
END：I PDUTINE PUTOII

WOPV．127：
ENO
ELUDOM

FOPTPAN VEPSION OF PEPT

## CALL WOPI： 321 <br> CHLLL ENO <br> SUBPOUTINE WOPKINHCTSI <br> C INITIGLIZE DAIA ANO CALL THE PPOPER STUFF． <br> OIMENSION INIT 3 BM3），LASTI 309 QI．LINK I 3011

OIMENSION ESTIHE（3MQ），EADLYS（ 300 ）．XLHIEF（300）

```
INITII \(=1\)
LASTI
\(=2\)
ESTIMEII = 2.5
```



```
ESTIMEIZ) \(=1.8\)
(N1T13) \(=1\)
```



```
    ESTIME(3) \(=3.0\)
    INII(4) = !
    INIIt(1) \(=1\)
LASICt1 \(=10\)
    ESTIME(4) \(=18.4\)
    INII(S) =
```



```
    ESTIME (S) \(=4.2\)
    INITIG) \(=\) ?
    INITIG1 \(=2\)
    ESIHE(6) \(=3.8\)
    INIT(7) \(=2\)
    \(1 N 1 T(7)=2\)
\(4 S T I 7)=?\)
    LASTI7) \(=?\)
ESIIMETi) \(=6.7\)
```



```
    INIT \((8)=3\)
(HSTI日) \(=6\)
    LASTI日) \(=6\)
ESTIME(8) \(=1.1\)
    INITIG) \(=3\)
LASTI \(=7\)
```



```
    ESTIME(9) \(=1.3\)
    INIII 10\()=4\)
LAST(10) \(=\) ?
    CGST(1a) \(=\) ?
    ESTIME(10) \(=0.2\)
    INII(11) = 6
    ESIIME (11) \(=6.6\)
    INITIIL) \(=6\)
LHSTHZ1 \(=8\)
    NITIL1 \(=6\)
LHSTIL2 \(=8\)
    ESIIME(12) \(=2.2\)
    INITT13) \(=7\)
LASTI 13\()=8\)
    ESIIME(13) \(=4.9\)
    (NIT(14) \(=7\)
    INIT14
LASI(14) \(=9\)
    LASI(14):
ESTIME(14): 3.2
    ESTIME(14) \%
INIJ(15) \(=?\)
    INII(15) \(=7\)
LHSIIS \(=10\)
    LHSIIS) \(=10\)
ESTIMEISS) \(=1.1\)
    ESTIMEISI =
    INITIT1 \(=5\)
    LASI(16) \(=11\)
ESTIME1561 \(=6.0\)
    ESTIME I \(161=6.0\)
    INITITI =
    LAST117) \(=11\)
ESTIME \((17)=6 . a\)
    ESIIME (17) = 6.0
    \(\operatorname{INIT}(18)=9\)
    LAST118) \(=11\)
ESTIMEI \(181=8.1\)
    LHSTI 18 ) \(=11\)
ESTIME18) \(=8.1\)
    INITI191 = 19
    LASTIIS) \(=11\)
    ESTIME119) \(=0.7\)
    INIT(29) \(=5\)
    LASTEO1 = 12
    ESTIME (201 = 4.0
    INIJにな) \(=0\)
    IN1)
LAST(21) \(=12\)
    ESTHEに21) \(=0.7\)
```



```
    INIV(22) \(=8\)
LASTIE2) \(=14\)
    ESTIME(22) \(=6.4\)
    ESTIHE 22 ) \(=6.4\)
INITI231:
(
    INITIZ31 \(=19\)
LASTIZ3) \(=14\)
    LASTIZ2) \(=14\)
ESTIME (23) \(=3.8\)
```



```
    \(1 N 15(24)=12\)
\((H S T 124)=13\)
    ESTIME (24) \(=0.2\)
    ESTIME(24) = 0.2
    INII(75) = 11
    LAST(2S) \(=13\)
ESTIME(2S) \(=2.5\)
    LAST(25) \(=13\)
ESTIME(2S) \(=2.5\)
    (N11126) \(=11\)
(ASII26) \(=14\)
    LASIIZ6) \(=14\)
    ESTIME(26) \(=0.9\)
```



```
    LAST(27) \(=13\)
    ESTMME(27) = 11.1
    INIIに日1 ?
    LASTI2日) = 5
    ESIME12日) \(=6.0\)
    INITIのタ) \(=11\)
    AST (2) \(=12\)
    ESTIME (29): 7.3
    MTIER201: 4.
    LASIER) \(=13\)
    LASTI28) = 5
```

    INIT1301 = 9
    \(11551301=12\)
    (STIME131) \(=3.8\)
    1NITIM11 = 14
    1NIII311 = 14
    LHSII31): 13
    ESIIMEI21) \(=0.7\)
    
INITI3? $=1$
LASTIB: $=10$
ESIIFEIる: $=12.6$
TSTAPTI $=0 . n$
TSIAPT = O.
CALL PEPT INNCIS.INIT, LAST.ESTIME, ISTAPT,
1 NEUNTSILINT EAPLYS,XLAREF)
CHEL PUIDUTINEUHIS.LIN, EGRLYS. XLATEF)
RLTUPN
ENO
SUPPO
SNO
DIHLNSION LA!1,EMSIII, XLFI!
TYPF IOMO.NEU
jocti FOPMWT IIX.14. TM EUENTSI
PE IUPN
$0011 x=1$, NEU. 1
If $\{$ finsi(EAS $\mid x)-x[F| | x \mid) \mid$.LT. O. OR1) 60102
YYPE 1 GOI Ll. $1|x|$.EAS $|X|, X L F(|X|$
FOPMHI IIX.14.eन [4.4)
CO TO 1

TYPE IT(I2.1.KIIX),EASIIX),XLFIIXI
1002
FOPMAT (1X.14.2F14.4.9H CRITICAL)
CONIINUE
CONTINUE
PE TUPN
END
GIMPOUTINE SCANIIEX,ITOBJ.LNK:
OIMENSION INI I!
OIMENSION INI III
IF IIEX.EM. II 10 IO 10
UCY $=1$ EX-1
DOZ K : $2=1$, LUCY.
A. $X=$ LUCY-IXED 1

1TODS $=1 \cdot x$
PETUPN
CONTINULE

LN:IEXI = 1100J
IIORS = IfX
IIOAS $=1 f x$
IEX $=1 E X-1$
ENO
ENO SUBPOUTINE PEPTINHITX.IBEC.JENO.TE.ST, MAXE.LWI.ES,ATI
OIMENSION IBEGII).JENOI!).LN'(I),IE(1),ESII).AT(I)
IEX $=1$
00 1 NX = 1.NHLTX. 1
CILL SCANTIEX. JENOINXI.I NK.I
CALL SCHN(IEX.JUEGINX),LN')
CONILNUE
COAXE $=1 E x-1$
MAXE $=1 E$
$15 x=1$
AXX $=51$
CONTINUE

OD 3 IEX2 $=1 . M$
H $\|$ IEXE $=A X X$
OO : OOOO WHILE IX ME. 0
C
CONTINUE
OO \& NX $=$ I, NMIMXI
If ILNI'IUEGINXI) LE. O) CO TO 4
CASE $15 \times$ of
co 10 1101. 1021.15x
$x x^{\prime}=48 S, A 11$ IBEG(NX) 114 TE(NX)

If $1 \times x x$
GO 104
$102 \quad x \times x=$ GBSIATITHEG(NXIIT-TE(NXI
IF (XXX.LT. ABS(AIIJENO(NXII)) AT(JEND(NX)) - -XXX
4 CONIINUE


IF (ATIENE) CE, O A) GO 10
LNIIEXZI = IHASILNIIEXEII
$1 x=\mid x+1$
IX $=\mid x+1$
ATI $\left|E X_{i}\right|=$ ABS(AIIIEXZ)
AltIEX:?
G0 10 ?
C0 10?
CO IO (HTIIEX2I, LI. O.0) GO 109
IF (HTIIFX2I LI, O.0)
LNKIIEX2I $=-$ LNK (IEX2)
$x=k, x-1$
$x=1 . x-1$
60707
GO 107
HTIIEX:I = GBSIATIIEX2I)
ATIIEX
CONTINUE

IF (kX . ME. OI GO 106
C
END OF DO <BOOY> WHILE $K X=0$.
由O 10 (201. $2021.15 x$
$C_{201}$
CASE 1
15x = 2
DO 12 NX $=1$, NTAX 1
IIX $=18 E G(N X I$
IBEG(NX) $=\mathrm{JEND}(N X)$
JEND $N X)=11 X$
JeNO(NX) - IIX
CONTINUE
AXX $=0.0$
DO 11 IEXZ $=1$ M M XEA 1
ES(IEXZ) = AT (IEXZ)
(M. (IEXZ) = IABSILNKTIEXZ1)

IF (AIIIEXZ).GI. AXXI AXY = AIIIEXZI CONTINUE

## CHSE 2

00 10 IEX2 - 1. M M X XE. 1
 RETURN cont inue GO TO 2
c ENO
ihe 5 Ufpsions of altien. all in one procpath. version selecteo by chse inol.x.

MCOULC INTEPPOLSSIACR.IIMEP =EXIEPNHLIS1X1211.
beGin

| C.OBHL Huxc. H:It P. IPICLCASE | Wipliages initializeo oy dot |
| :---: | :---: |
|  | UPPEP LIMII FOP LOOP |
|  | SIEP LENT,TH OURINE INTEPPDLATION LOCP |
|  | Selfcti poutine to be traceo |
| BINO |  |
| NMMX $=10$. | : maximal numbep of points. |
| 140SIz $=2011$ | : size of funcilon table. |
| OWN |  |
| $x$. |  |
| iffScISITAOSI21. | 14BSCISSine of function thele |
| OPOINI TMESI21: | !F UNCIION UALUES. |

EXILPNHL
toG
 VERSION A

RJUIINE GHILIENCXI.YT,XX,N.L) =
BEGIN
PEGISIER HI, LO. 1:
OHN


EINMixi: ! NEW FUNCIION VGiluf 5 .
 mhe Pisplec kitial
If . KX COL . XTI.LI MEN PETUPN .YTI.LII
! PREPHPE GNO PERTOPM GINGPY SEMPCH FOR RIGHT INIERUALL.
LO. A: HI - . LI 1.L/Z;
WHILE 1. Hi-.LOI GIP 100
(! LODP INGAPIGNT 15
! . XII.COI LES . Xi LS5 . X1I.H1)
If ax EOL . ATI.LOI IHFN PE IUPN .HII.LOI
IF :XX LSS . XII. 11 IHEN HI - . 1 ELSE LO - . 1 :

1. I.HIC.LO1/2
' ': NOW . XII.LOI LEQ . XX L.S5 . XII.L0+11
If $1 L O$. .LO-.N/2+1I L55 O ThCN LO - O1
IF .LO . .N - I GIP .L THEN LO - L-.N+11
! nold pegidy io inteppolate.

! fipsi inilialize local fhele.
```
10. 10-11
INCP \(j\) FROM 0 IO . N-I 00
```



```
    Yi.JI - . YII.LOI:
```



```
        OMINTI.JI: OUTINTI. 0 : 'ratflgt.xI.JI:
```



```
    \(1:\)
    - noh confuie siace ssive apppoximations
    USINE SUCCESSIVEI.y hope poinis
INCR J FPDM O ID . N 2 DO
1 INCP Y IPOM. \(1+110\) N N-I 00
```



```
                    FDVR (, XI, f1) FSEP . XI.JII:
```




```
        1:
        ! nan peatoy io dr.liver value:
```

    . \(21 . N-11\)
    ENDI: POUTINE GHIIIEN.
    


POUTINE INDEXIXTAB.L.N.K)
BEGIN
*) find the inoex of the element in xita which is ine firsi Of THE $N$ ELEMENIS CLOSESI $10 \%$
< 8
STRUCTUPE IVECIII = (e.IVEC+.1) 60.36 );
HAP IVEE KTAE:
LOCAL K.S.T:
I FINOK S.T. . XIABI.KI LEQ . KTABI.K+11
INCP I FROM I TO .L DO
(If . X EOL , XIABI.I) THEN (\%. . II: EXITLOOP I;
IF : X LEO . XTABI. I) THEN (K - I-II EXITLOOP : :
11
! FIND SIARI AND FINISH ELEAENIS OISPECHROING XTHE APPAY BOUNOS.
S...K-.N/2+1: I . . $\mathrm{H}+\mathrm{H} / \mathrm{N} / 2$

If I.N MOO il EDL 1 THIN
 THEN S -. S-1 ELSE I $+.1+1$;
! HOJUST START ELEMENT TO CONFORH 10 FPRAY BOUNDS.
If . 5 LSS O THEN $S$ - ELSE If .I GIR .L THEN S * . 5-.I*.LI
REIURN . 5
END: I ROUTINE INDEX
POUTINE LAIIIENIXTAG.YTHR,K.N.LI = BEGIN
N POINI INTEPROLATIOIN.
STPUCIUPE IVECIII = (0.]VEC+. $11(0,36):$

MACPO DETIA.B.C.OI = IIA FMPP OI FSBR IE FAFR CIIS.
OWN HAIRIX INII9.101.
OWN XC(13)
LOCAL JI
MAP IVEC XTABIYTABI
J. INDEXY. KTAB..L..N. . KH:
! INIIIALI2E XCIO:.N-1] IO . XTAOI.J:.Jt.N-1)
NCR FROR B YO .N-1 00 KCI. 11 * . XIARI.1*.JJ
! INITIALIEE INIOI.N-I.HI TO YTMRI.J:.Jt.N-II
INCR I FROM 0 IO .N-I 00 INI.I.OI . YTABI.I.J.JI:
! GO
INCR J FROM 1 IO .N-I DO
INCR F. FROM 110 .J 00
 :.INI.J..k-III.I. $\lambda(1 . J]$ FSOR . XUI FOUR i.KCI.JIFSBP . XCI. $1-1111$

RETURN .INI.N-I..N-II
END: ! ROUTINE LAIIKEN.

```
()
        VERSION G
FUNCTION GHITLENIXIRO.YIAR,X.N.LI E
BEGIN LOCOL XX:Y!IIOI,LB: BINO NI=.N-I 
I XX HILL HOLO XII.C FOP IHE DATA POINTS CHOSEN, GND
    YY IHE INTEPNOLAIEO UGLIES.
        GIND XI= XTGB, YIB,YIGB: MAP XI,YI !
        BINO XI=,XINA,
            I+C:
            HMILE . GIR XII. II HNO .I LSS .L OO I*.I+1:
                I NOU HOLOS THE INDEX OF THE FIPST XI..I
            THAT IS CCO X
            K\bullet.I-N/こ
            IF LSS O IMFN
                    ELSE IF .K.GIR .L-.N+I IHEN,L-.N+I
            ! LO NOH YDLOS THE INDEX OF OUP SMALLEST BGSE POINT.
            INIIIGLIEE KK ANO YY.
        INCR I FPDM U IO NI DO
```



```
            YYI.I}~.YY{.IB4.11 I:
            INTEPPOMATION EXACILY ACCOROING 1O
            : SCHEME OF GINEN PEFERENCE
            EHCH I-ITERHIION GIVES VHLUES OF I- IH DEGREE.
        INCR I FPOM I 1O NI OO
            MuCPO II=.1-18 I
            INCP J FROM .I 1O NI OO
                YYI.JI. NYIIII FAPR .XXI.JI
                    FSBR .YYI.J! FMPP . XXIIII )
                FOUR (.XMI.J) FSBP.XXIIIII II
ENO; IGYNIII
                UCPSION B
POIT (NE HIITLENIXIHB,YIAR,X,N,LI =
OEGIN
SIPUCIUPT IVCCI|= 19.IUCC+.1:<0.36>
MffP INEC ATGO:YTHO:
DWN UTSIDP CIIOI,XXI101:
PEGISIEP B.E:
B - XIGBIOS: E*XIHOI.L-11;
WHILE I.E-BI GIP I OO
```




```
    CLSC IF OGIR XIABI.L-.N+II IUCN B - XIGBI.L-.N+11:
```



```
DCCP 1 PROM .N-1 IOOOO
```



```
DFCR I FPOM .N-I ID I DO
    OET.R J FPOM .1-1 TO i) DO
```



```
            (.CI.JIFGPR 1.KXI.II FSBP .MUH: FOUP
                l.XXI.JIFSOR . XXI.III:
    ENO: PROUTINE BAITIEN
```

```
*) - ........................................-
    VERSION [
ROUTINE EAITKENIXTAG.YTAB.XP.N.LI=
BEGIN
OWN UECTOP C[101,XXI101. XXXI101:
OWNGIN! THIS GLOCK: SAVES ONE INSTR. IN THE ENTRY CONE GND ONE
BEGIN! THIS GLOCKI SAVES ONE INSTR. IN THE ENIRY CONE AND ONLY USE PEGISIERS.
REGISTER B.E.XI
```


UHILE E GIR（． $\mathrm{B}+1)^{1} 00$


```
IF (B..日-.N/2+1) L55 .XI&B THEN B - .XTM̈日:
```

E. .YTABA. 日-, XTAB:

DECR 1 FROM ．N－1 10000


eno：：of the block that saves us entry／exit coor．
OECR 1 FROM．N－1 TO 100
DECR JFROM．1－1 10 a OT

（．C1．J1 FMPP XxX（．1）I）four
（．XXI．JI FSER ．XXI．．．1）：
END：CIOI ROUTINE EAITKEN

```
POUTINE TESI(IRO.HOI =
BEGIN
LDCAL
    H. hmax, HMIN.
    M.
    Yor.
    FACT:
H..HO: FACT - 1.05: X - 1.n:
HMFIX - .HO FMPP 3.0: HMIN - HO FITPR 0.2:
INCR I FROM O TO THESIz-1 BY 100
    1 ABSCISI.11*. M:
    IF.IGTR O THEN I IF .GBSCISI.11 LEO .&ESCISI.I-11 IHEN I:
    OROINI.I)-LOG(.XI:
    X * X FADP . H1 H H H . H FMPP.FACTI
    IF .H GTR .HFHX THEN IX & & FHOP H FOVP 3.B1
                                    faCI - 0.951:
    If .h lSS .hmiN ThEN FACT - 1.05:
!
INCR COUNT FPOM I TO . MAXC DO
1 X - 1.0: H - .HSTEP:
    WHILE X LEO .ABSCISITGBSIZ-1I 00
    I INCP:I FROM'z TO NHAIK DO
```



```
            X * X FHDR .H
    \prime!: END OF TIMING LOOP
    1:: END OF TIMING LOOP
    CASE .TRACECASE OF
    SET
    20% TESTLAPITKEN:G.gi,B.1):
    81% IESTILAITYEN:0.0).0.11:
    22% TESTIGAITHENO.Q:.0.1):
    \3\ TEST(BG1TLEN(P.0).Q.11:
    \4% TESTIEAITKEN(0.0),0.1):
    1ES:
ENO
ElvoOM
```


[^0]:    + The PDP-10

[^1]:    + As can be done in several contemporary systems.

[^2]:    + Accumulator field, index field, memory address field, base register field etc.
    + UMASS = University of Massachusetts

[^3]:    + An approximation to this encoding was used with the Eurroughs B1700. See further discussion on page 15.

[^4]:    + This limit was arbitrarily set because we believed longer sequences would not be of interest. The method can handle sequences of arbitrary length.

[^5]:    + Usually some power of two.
    * Assuming a binary instruction word.

[^6]:    + A faster floating point unit would make a great difference in the execution time for many programs, but not in the instruction count. In one of our subject programs (Aitken E, see Section 3.2.2), 23\% of the executed instructions, consuming 54\% of the computed time, are for floating point arithmetic.

[^7]:    - Wirth, [WirN72] has stated the case for this form of secuity and its dependence upon the ISP very eloquently. See Section 1.4.

[^8]:    ${ }^{+}$There is an obvious advantage of running the analysis programs on the same processor as is traced, since many of the representations have obvious and efficient formats. Most of our programs were written in FORTRAN to ease portability, but even so many of the representations would have to be changed when tooling for another ISP.

[^9]:    + To obtain a fair comparison of the language structures involved, we did not use the matrix operators of BASIC where they would normally be called for.

[^10]:    + By Aitkens method as described in Milne [MilW49].

[^11]:    + An R-life should be thought of as closely related to its register. Formally this could be incorporated into the definition by defining an R-life to be a triple: <Register name, time of load, time of last use>.

[^12]:    + l.e. referenced by an execute instruction

[^13]:    - These instructions load the right and left halves of a register respectively, leaving the other half unchanged. Alone they were considered modifying instructions; however, HRRZ etc., which explisitely change the whole register, were considered loading.

[^14]:    + FORTEN, 295000 instructions traced.
    t" Which were reduced to 61 after applying the pruning methods to be described.
    ${ }^{+++}$Easily reduced to 4 words per node if using a language that makes the halfword load and store instructions available.

[^15]:    + A loop of length $L$ may be represented at $L$ places in level $L+2$, each starting with a different instruction of the loop.

[^16]:    + Ui:normalized floating add
    ${ }^{++}$The BLISS calling sequences, the array access and UUO handling in BASIC programs, and the thunk of ALGOL PERT are examples of this.

[^17]:    + Two reasons for the difference may be that parameters of FORTEN are passed in registers, or that there are fewer small routines.
    ${ }^{4+}$ The F register points to the activation record of the most recently entered routine.

[^18]:    + By pre indexing we mean indexing used in the instruction word to access the (first) nominator. By post indexing we mean indexing in the nominator to access the data or the next nominator.

[^19]:    + It should be long enough that transients caused by the endpoints are insignificant

