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INTRODUCTION 

The purpose of this symposium was to bring together DoD personnel involved 

in the application of modem control theory to Air Force Systems.   "Modem 

Control Theory" was defined by the sponsors to include at least the following 

technical areas:    estimation theory, linear and nonlinear system theory, 

control theory (including classical design and optimal techniques), modeling, 

identification, time series analysis, and the nunerical methods in these areas. 

Through the formal paper presentations and informal exchange of ideas, the 

sponsors' objectives were 

i) to exhibit the current state-of-the-art in the application of modem 

control theory to Air Force systems and to review some successful case 

histories. 

ii) to indicate some current limitations of the theory which prevent its 

effective application in certain situations.    This is of special interest in 

helping to define areas of needed research. 

iii) to solicit new areas of possible application through the active participa- 

tion of diverse Air Force organizations. 

In addition to two invited lectures, there were thirty-three contributed 

papers arranged into five sessions. These papers represent a broad spectrum 

of Air Force interests, but all are conmonly bound to modem control theory. 

The symposium was attended by over one hundred thirty scientists and 

engineers.    Most of the attendees were Air Force personnel, however, several 

were from other DoD activities.    A list of attendees is included in this 

volume. 

The principals of the organization of this conference were 

Major Kenneth D. Herring (FJSRL), Symposium Manager 

lit David R. Audley (ARL), Technical Program Manager 
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They were strongly aided by the following: 

Lt Col Edward J. Baunan (USAFA) 

Capt Richard M. Potter (AFIT) 

Capt Kenneth A. Myers (ARL) 

Mr. Richard M. Reeves (AFAL) 

Capt Robert B. Asher (FJSRL) 
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A   BALLISTIC   TRAJECTORY   ALGORITHM   FOR 
DIGITAL   FIRE   CONTROL 

by 
Arthur A.  Duke 

Naval Weapons Center 
China Lake, California 

ABSTRACT.     A method of numerical  Intcrgratlon of the equations of 
unguided alr-to-surface weapons Is developed.    This algorithm,   suitable 
for real-time solution by airborne digital computers, yields accurate 
trajectory parameters, provides great flexibility in release condition 
and weapon  type, and minimizes computer memory requirements. 

The algorithm Is extended for applications  including helicopter and 
antiaircraft fire control. 

Preceding page blank 
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INTRODUCTION 

Since the first airborne digital  computers were Introduced into 
operational Navy attack aircraft some 15 years ago, a basic computa- 
tional requirement imposed upon these computers has been the predic- 
tion of weapon range and time-of-fall, given sensor-supplied release 
conditions.  Because of the nature of the problem, each aircraft system 
developed in this interim period (e.g., A-6A, ILAAS, A-7E, etc.) has 
had concurrently developed with it a "new" set of weapon ballistic 
equations for this air-to-ground fire control use.  While all the "sets" 
of weapon ballistic equations are developed from the same basic physical 
considerations, their final formulation is subject only to the ingenuity 
of the mathematician, and often the equation sets bear no resemblance to 
each other.  Each of tlu so sets of equations has to be "proofed" through 
extensive developmental flight tests, and each has its own idiosyncrasies, 

As the processing speed and capacity of these airborne digital com- 
puters has increased, a direct method of solution of the ballistic weapon 
trajectories has become more and more attractive. This method, numerical 
integration, has heretofore required excessive time at the processing 
speeds available to meet the near real-time requirements of airborne 
weapon delivery systems. 

This paper presents a method of numerical integration of ballistic 
weapon trajectories that is suitable for current operational airborne 
digital computers in that It is fast, accurate, flexible, and efficient. 
It is hoped that this algorithm, or modifications thereof, will become 
the standard method of trajectory computation for future airborne digital 
weapon delivery systems. 

BACKGROUND 

BALLISTIC PROJECTILES 

Most aircraft unguided air-to-ground weapons can be described as 
ballistic projectiles. That is, the only forces acting on them after 
release from the aircraft are gravity and aerodynamic drag.  Bullets, 
streamlined bombs, drogued (retarded) bombs, cluster munitions, and 
unguided rockets (after burnout) are all ballistic projectiles.  Guided 
weapons and weapons developing lift are not ballistic projectiles. 

■■^■Mtfü^dMH U^^MMH^MK 



nr- ii P   .i . IIIIUIIIW 
■_■ ■■■■i 

To successfully  release a balllHlii'  weapon from an aircraft  so 
that  It   Impacts at a desired point  rcqulr».-** a measurement of—or pre- 
diction concerning—the following quantities: 

1. Position of  the target relative  to  the aircraft 
2. Velocity of  the aircraft  in the air mass 
3. Direction and magnitude of gravity 
4. Velocity of  the aircraft relative  to the ground   |   (or  total rel- 
5. Velocity of the target relative to the ground       ) ative velocity) 
6. An a pfUoiÄ. prediction of  the weapon trajectory 

(for example,  horizontal  range,   time of  flight) 

given known  initial   (release) conditions  in the air mass.    This  includes 
assumptions concerning the structure of  the air mass containing the  tra- 
jectory and of the ballistic  (drag) characteristics of  the weapon.    The 
first  five of  these quantities are normally supplied  in current opera- 
tional airborne weapon delivery systems by a variety of aircraft  sensors, 
e.g.,  ine.tial platforms, air data sensors,  radar or  laser rangers,   tar- 
get-tracking devices,  etc.    While  the accuracy with which a ballistic 
weapon can be delivered against a target depends greatly upon the accu- 
racy of this sensor-supplied information,  equally  important to the problem 
is the a pfviofu prediction of the weapon's  trajectory based upon the 
sensor-supplied  instantaneous weapon release parameters. 

BASIC   DIFFERENTIAL   EQUATIONS 

The development  of an effective weapons  release  system  is  inherently 
dependent  upon obtaining solutions of  the equations for  the moM<->n of a 
projectile within the atmosphere.    This  Is, generally, a diffl.   li math- 
ematical problem which has not been solved  completely.     The major dif- 
ficulty stems  from tl'e nonllnearities  Introduced by  the atmospheric 
effects on a  falling voapon. 

In choosing the mathematical model,   two considerations have been 
kept  in mind.    The major objective of  the mathematical analysis  is to 
yield  the weapon  Impact point.    The main effort  of   this  is that  the 
weapon mass can be assumed to be a point  mass.    Also,   the choice of 
the model   is dictated  by the need  ti1  evaluate  results against   some 
standard.     Since  the armed  forces published  range  tables  for various 
weapons,   the model   is chosen to conform as closely as possible to  the 
model  used  for  these  tables. 

The equations of  motion are developed assuming  the  projectile  is a 
point mass acted on only by the force of gravity and  the retardation 
forces due  to air resistance.    The  trajectory can be  restricted  to a 
plane by  Ignoring cross track effects such as winds.     For  practical ap- 
plications,  the effect  of winds can be  accounted  for   In a  straight-for- 
ward manner. 
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The ussumpcit.   .: adopted are sununarlzed below: 

1. The Earth Is flat and nonrotatlng. 
2. The gravitational attraction Is constant. 
3. The projectile Is a point mass. 
4. The projectile is not powered and has a constant mass.     (Rocket 

applications are discussed in detail in Ref.  1 and 2.) 

Under these assumptions,  the differential equations of motion  (Ref. 
3)  have the following form. * 

^+H^.O (1) 
dt2 dt 

d2Y   ,  „ dY 

dt2 dt 

where X,  Y,   t,  and G denote downrange,  altitude,   time and gravitational 
attraction,  respectively.    The coefficient  H, which is the drag function, 
is given by 

gd2!cDv (2, 

where p  is the atmospheric mass density, U is the bomb mass, d  is the 
bomb diameter,  CQ  is  the weapon coeffient of drag,  and V is the ve- 
locity in air mass.    The atmospheric density p is given as a function 
of altitude which is  fitted to measured values of atmospheric density. 
CD is empirically derived and given in tabular  form as a function of- 
Mach number.    A constant gravitational acceleration of 32.174 ft/sec 
is quite adequate for most bombing applications and helps simplify the 
differential equations. 

The above differential equations are not analytically integrable, 
if an accurate model of H is used,  because an accurate model would 
render  them extremely nonlinear. 

The two second-order, differential equations given in Eq.   1 will 
now be rewritten as  four first-order,  differential equations.    This is 
done to get  the differential equations in a form that is more suitable 
to the  integration process used.    The new variables V    and V    are de- 
fined by ' 
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dt   x 
(3) 

^- V 
dt   y 

Substituting the above expressions In Eq. 1 results In 

dV 

77* ■ -" v dt      x 

dV 
,  J -H V - G 
dt      y 

(A) 

The four first-order, differential Eq. 3 and 4, are the desired equations 
with time as the Independent variable. The Runge-Kutta Integration for- 
mulas provide a step-by-step method of finding dependent variable values 
at given Intervals of the Independent variable.  This Is discussed In 
detail In Ref. 1. Figure 1 shows the salient features In the x-y plane. 

IMPACT 

FIG. 1.  Trajectory in the x-y Plane. 
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BALLISTIC   ALUORITHM 

The  investigations   leading to this paper and Ref.   1 were motivated 
by a need for a  flexible,  general purpose algorithm,   suitable for near 
real-time solution by current   airborne digital   fire control computers, 
that would  provide accurate weapon trajectory  parameters  for ungulded 
alr-to-aurfice weapon dellvtry. 

The algorithm developed (see Fig. 2) uses a time-base, second-order, 
Runge-Kutta numerical integr ition process with a fixed number of time 
(Integration) steps. Good accuracy is maintained for all weapons for 
all modes of delivery ujjlng 10 integration steps. To provide greater 
accuracy, or to expand the release envelope, more steps duld be used 
at the expense of   Increased computation  time. 

The computer logic developed for  Implementing  the weapon delivery 
algorithm Into an airborne digital  computer  includes: 

1. Starting procedure 
2. Repetitive computations 
3. Specification of the integration interval In each of the 

above cases 
A. Monorltlng of the state of the trajectory computations, 

i.e., whether the computation of a given trajectory or 
part of a trajectory is completed. 

The algorithm logic is very general and can be used for dive, toss, 
loft, and over-the-shoulder weapon delivery.  The logic handles the cases 
where target altitude Is above or below the present aircraft altitude at 
weapon release. The algorithm is stable at any altitude, velocity, dive 
angle, and pullup maneuver the present A-7 type aircraft is capable of 
for any weapon in the inventory. 

Aerospace companies and military installations have successfully 
coded the algorithm for different airborne digital computers. Using 
the algorithm, computer words can be reduced by half and computational 
time required reduced by up to 65 percent over conventional approaches 
used for airborne fire control. 

BALLISTIC ALGORITHM EXTENDED 

For fire control -pplications not requiring large ballistic lead- 
angles, the Instantaneous velocity, V, in Eq. 2 car. be approximated by 
the velocity component, V , along the slant range and thereby decreasing 
the computational time 30% and computer storage requirement 20% for cal- 
culating a weapon trajectory. This only requires making a change in 
coordinate systems, namely, letting the R-axis be along the slant range 
and S-axls be perpendicular to R as shown in Fig. 3.  Thus Eq. 3 and 4 
become 
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«- v 
<\t        r 

77 "V (5) 
dt        a 

dV 
r-^ - -HV    ■•■ G sin o 
dt r 

dV 
—l - _H V    -G cos o dt s 

For helicopter and antiaircraft  fire control applications.   It  Is 
advantageous to use a rotated coordinate system as  In Fig.   3 since slant 
range to target and harp angle are normally known more accurately than 
target altitude and downrange to target.    Ref.  2 extends the ballistic 
algorithm of Ref.   1 by using Eq.   5 and a convergence technique on slant 
range Instead of  target altitude  to compute the ballistic  lead angle and 
tlme-of-flight. 

Aerospace companies and military Installations have also successfully 
coded the extended algorithm.    The logic of  the extended algorithm (see 
Fig.  4)  plus weapon parameter storage requires a core size of approximately 
250 computer words.    There  Is no restriction to the mode of weapon delivery. 

CONCLUSIONS 

The technique described  in this paper can be used  to predict  the 
impact point and time-of-f light of any ungulded weapon currently  in the 
Inventory.    There is no restriction  in the basic algorithm as to mode 
of weapon delivery.    This wide applicability stems directly from the 
fact  that an accurate representation of the differential  equations of 
motion is numerically  Integrated  to near-perfect   (one fourth the weapon 
dispersion or less) accuracy by  the algorithm.    Furthermore,   the algor- 
ithm has been extended by  the author or others to handle  the  following 
problems: 

1. Variable wind profile 
2. Nonstandard air density 
3. Altitude fuzed weapons 
4. SHRIKE and other  similar guided weapons 
5. Applications  involving helicopter,  antiaircraft,  and  shipboard 

fire control 

In summary,   the algorithm can provide accuracy,   flexibility,  and 
efficiency in fire control applications. 
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Abstract 

Background material iß given on the aerial gunnery problem and the 
history of aerial gunfire control systems.    The differential equations for 
the displayed lead angle are developed, with primary emphasis on the kine- 
matic portion of the lead angle.    Transfer functions describing lead angle 
response and Inertial reticle response are developed for a Lead Computing 
Optical Sight and a "tracer" sight.    The transfer functions are evaluated 
qualitatively In terms of two criteria, controllability and accuracy.    Bode 
plots and computed and simulated time histories are used to Illustrate 
typical results.    Alternate dynamics are considered and evaluated qualitatively 
using the two criteria already mentioned. 
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I. Introduction 

Air-to-air gunnery requires the attacker aircraft to aim his gun ahead 

of the target so that the bullet trajectory and target trajectory converge toward 

the same point in space. The time-of-flight is generally short by comparison 

with air-to-ground gunnery, usually from one-half to one and one-half seconds. 

The result is that, for air-to-air gunnery, the kinematic (target prediction) 

portion of the lead angle is much larger than the ballistic lead angle (the 

angle by which the bullet trajectory deviates from a straight line). Thus, 

while the ballistic portion of lead is not negligible, it is the kinematic 

portion which requires more engineering care. 

Because of the shortness of the time-of-flight, and the difficulty of 

obtaining higher order measurements, the kinematic lead computation is not 

carried out to higher than second order.  Even the second order measurement, 

target acceleration, is difficult to obtain without exceptionally good meas- 

urements. The obvious hardware with which to measure the target state is a 

target range and angle tracker. Due to the short time-of-flight, the linear 

term associated with the line-of-si^ht angular rate has a larger magnitude than 

the acceleration term. The analysis in this paper will deal only with angu- 

lar rate term. 

While much effort in modern control theory is directed toward estimating 

target states with a range and angle tracker, gunfire control systems using 

such estimates, called "director" systems, are not operationally used at 

present, nor are they forecast for near-term operational use. Non-director 

systems display a lead an^le to the pilot based upon ownship measurements 

and target range (if available), without ucinr measurca angular rates from 
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an angle tracker.    Of course, the lead angle displayed to the pilot cannot be 

the same aa for a director r.ystem.    This implies that the pilot must effQC.tively 

estimate the difference between the correct lead angle and the actual display. 

Thus,  the manner in which the non-director Runsight processes ownshlp infor- 

mation, and the manner In which the pilot estimates proper lead are highly 

coupled, not only from the conceptual standpoint (how well he understands the 

display), but also from the dynamic standpoint.    The dynamic coupling is due 

to the use,  in some manner, of ownship angular rates to commite lead angle. 

The result is that the pilot can control the reticle position only through 

the aircraft dynamics.    The difficulty arises from the fact that he is simul- 

taneously estimating his aiming error and controlling the aircraft. 

Two classes of non-director systems exist today.    These are the Lead 

Computing Optical Sight (LCOS), and the "tracer" sight.    Conceptually, the 

LCOS estimates line-of-sight rates based upon the angular rates of the dis- 

played reticle,  and uses these rates to compute a lead angle.    Conceptually, 

the tracer system displays the present location, in present aircraft coor- 

dinates, of previously "fired" ordnance, whether or not the gun was actually 

being fired.    Hence, the name "tracer" accurately describes the sight concept, 

and a conceptual understanding of the sight is not difficult. 

An understanding of the sight dynamics necessitates an understanding of 

the differential equations equivalent to the  sight performance.    Tracer sights 

are not mechanized on the basis of lead angle differential equations,  but 

rather of ballistic differential equations operating separately from another 

differential equation set which integrates the necessary aircraft angular rates. 

Thus it was necessary, for this paper,  to develop a set of lead anrle differen- 

tial equations. 
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Both of these sight concepts are being flight-tested in the Comparative 

Gunsight Evaluation Program. This program is attempting to compare state-of- 

the-art gunsight mechanizations in an F-106 flight test program at Tyndall AFB, 

Florida. In later phases of the test, alternate gunsight mechanizations will 

be tested. Thus, it is desireable to obtain a better analytic understanding 

of non-director gunsights, so that these alternate mechanizations can be 

intelligently designed. 

:   t 
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II.  Lead Computing Optical SU'ht Mathematical Development 

The mathe.'natlcal development of the Lead Computing Optical Sipht equations 

is usually nade upon the basis of a predicted miss distance, necessitating a 

prediction of target motion. The primary quantity required for this estimate 

is the angular rate of the line-of-sight (LOS).  Since this information is not 

directly available to the airborne computer from a target tracker (due to 

noise and acquisition difficulty'  the line-of-sight rate is estimated from 

the pilot's attempts to track the target. The way this is done is shown 

below. The primary term in the lead angle equation is the linear kinematic 

lead, 

^s -Wf (1) 

where X_ is the vector lead angle, UJQ^  is the line-of-sight angular rate, and 

t- is the bullet tirae-of-flight.  Ap;ain, smaller and less dynamic terms have 

b^en deleted for clarity. In order to implement this equation without a LOG 

tracker, it is assumed that the pilot always has the reticle on the target, 

i.e., the pilot is performing perfect tracking.  This leads to the replacement 

of the angular rate with the inertial angular rate of the reticle.  This is 

formed using the difference of aircraft rates and lead angle rates.  The 

angular rate of the reticle, u , , replaces w 
o 

iÜLOS = ^ 

But then it is true that 

(2) 

Ü R = 1ÜA 
+ -1 ^ 

where UJ. is the vector composed of aircraft inertial rates (p, q. ,-), and 
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X^   is the vector composed of Inertial rates of reticle position relative to 

the aircraft.    In order to obtain the conventional lead angle rates, which, are 

relative rates of the reticle position, an additional substitution is required. 

The inertial lead angle rate is given by 

A    ■ A + u, x X (M 

where X is the lead angle in aircraft coordinates.    Substituting this expres- 
• I 

sion for ^   in eq (3) leads to the final equation, 

A ■ -((j A + X + (u     x X)tr A      —     — ^      —   I 

This can be rearranged to provide the desired differential equation, 

x. 
X c - ü) u   . x X 

- A      tf        - A     - 

Separating the vector equation into its components yields: 

Xr 
Xr - -p - -- - qXa + rXe 

tf 

^e 
Xe = -q rXr + pAa 

X = -r pXÄ + qX 
a      tr e r 

(5) 

(6) 

(7) 

At this point, X , the reticle roll angle, can be assumed zero. The 

reason for this is that when the LCC 1$ implemented with a two degree-of- 

freedom gyroscope, only the X and X states can appear, due to the absence 
" 6 El 

of a third degree-of-freedom.    This results in the  following set of equations; 

X    = -q £. + pX„ e t^ p (8) 
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^a 
Xft - -r - — - pX. (9) •r - - - pXe 

This result can also be obtained without making any assumptions concern- 

ing LCOG hardware.    Returning to the original lead angle equation, 

i ' " uL0^f  . 

a rotation, Xr, about the line-of-sight, corresponds to a line-of-sight roll 

rate.    This term is of no significance, since the linear prediction term is 

derived from the equation 

V ! « V I + RL0S + (i)L0S x R      , (10) 
T        -A       — - 

where the target velocity is shown to be the sum the attacker velocity and 

LOS the inertial relative velocity.    Any component of u    '  along R^ does not affect 

the cross product.    Therefore, X    can be assumed zero. 

Due to the difficulty of tracking with such a mechanization. It is cus- 

tomary to add lead angle rate feedback to the lead angle computation. Thus, 

the lead angle equation (l) becomes 

^ = "  (^L0S + 0^ ^f 

Substituting for X_   as before results in a more general differential equation, 

in which sight damping can be varied parametrically.    The final equations 

become 

(11) 

(12) 

r 
Ä' 

a            1+0 

i   - ,   

(1 * oHr       ' e 

Ae /-.    ^    -N*                   -""a 
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If the tlme-of-flight is relatively constant, then the differential equa- 

tions are very nearly linear, but have terms with a time-varying coefficient, 

p(t), multiplying the lead angle components.    To compute a general solution 

to perturbations about nominal conditions, it is reasonable to assume that 

Xe and Aa are approximately constant in these two terms only.    The matrix 

formulation for this small perturbation model follows. 

-1 
(1 ♦ o)tf 

0 \ 

+ 
■\ 

0 
-1 

1+0 
P 

q 
-1 

\ 
e 

\ 
a 

0 

-1 
0 *• 

(1 + o)tf 1   +  0 
• 

(13) 

Using Laplace transforms, the solution is 

Xa(s) 

Ae(s) 

-(1 + ojt-x 
 l    e0 

(1 + a)tfs + 1 

(1 + o)tfXa0 

(1 + a)tfs + 1 

-tf 

(1 + a)tfs + 1 

-t. 

(1 + 0)tf9 + 1 
PU) 

q(s) 

r(s) 

ilk) 

; I 
Features of these equations worth noting axe 

1. that every transfer function depends significantly upon time-of-flight, t«, 

2. that the settling time increases with tf and o, and 

3. that roll coupling also depends upon the lead anpile component In the 

other axis. 

In ord*»r to reduce the settling time of the sight, it would appear that reducing 
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a toward -1 would help.    However, other considerations, developed in a later 

section, shall  limit the success of this approach. 

III.     "Tracer" Sight Lead Angles 

Computing the  relative position of previously fired ordnance requires 

air data infomation and the vertical direction to compute the ballistic tra- 

jectory, and sufficient aircraft information to compute its flight path, and 

orientation.    As was done for the LCOS, the computation here is simplified in 

order to show more clearly the dynamic effects of pilot inputs, i. e., air- 

craft angular rates.    Therefore,  it is assumed that the bullet follows a 

straight trajectory along the aircraft x-axis at time-of-fire, and that changes 

in relative orientation are due only to the aircraft rotation during the time- 

of-flight. 

Let R3 be the bullet rel'ative position vector for the bullet at range 

Rg in front of the aircraft.    This range will be assumed constant for the time 

period of interest.     At the tlic-of-fire this vector can be expressed as 

^B = RE (15) 

in aircraft coordinates.     It will rerr.ain constant   in inertial coordinates, 

while the aircraft maneuver?  for ono time-of-flifht,  tf.    Then, the round it. 

to be displayed.     Let T*(t) be the transforrantion  from inertial coordinates 

to body coordinates at time t.    To obtiin a  single transformation, T(t), which 

will  transforr; th^ vector ''     .''or *• ii'j'."..•••t  fir^d at   t!;.rt   (t - t.) to aircraft 
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coordinates at time t, the matrix product T#(t)T#,(t - t ) Is formed. (Prime 

denotes transpose). The transpose can be used due to the orthogonality of 

T*. A differential equation for the matrix T(t) can now be obtained 

T(t) - T^tV^'Ct - tf) 

•    • • 

T(t) ■ T^tV^'U - tf) ♦ T*(t)T»,(t - tf) 

Expanding T#, 

T»(t) - u(t)T»(t) 

T»'(t) = T«,(t)w,(t) 

(16) 

(17) 

(18) 

(19) 

and substituting into the original equation, 

T(t) » u(t)T»(t)T*,(t - tf) + T»(t)T»'(t - tf)a)'(t - tf) 

T(t) « üj(t)T(t) + TCt)(1)
,(t - tf) 

where 

0 r -q 

m - -r  0  p 

q -p o 

is formed from the aircraft angular rates, p, q, r. Since w* = - u. 

T(t) = uCt)T(t) - T(t)u)(t - tf) 

(20) 

(21) 

{22) 

(23) 

The inverse transformation, T'ft), can be expressed as a three ^uler-anrtlc 

transformation, rotating about aircraft present z-axis through an azii.;utti 
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angle, Xa; about the resultant y-axis through an elevation angle, \e;  and 

finally about the resulting x-axls through a roll angle, Xr. In terms of the 

angles Xa, Xe, and Xr, this transformation is 

T'(t) 
cXecXa -cXrsXa + sXr8XecXa 8XrsXa + cXrcXa3Xe 
cXesXa cXrcXa + sXrsXe8Xa -8XrcXa + cXr8XarXe 
-sXe 8XrcXe cXecXr 

i2U) 

where cXe « cos Xe , sXe ■ sin Xe , etc. Xa and Xe are the azimuth and ele- 

vation angles that would be displayed on an aircraft Heads-Up-Dlsplay (HUD). 

The differential equation for T(t) is linear with time-varying coeffi- 

cients. The coefficients are controlled by the pilot, and the output of 

interest is TOT and T-^.  In order to simplify the problem enough so that 

the important features are Illustrated, several assumptions will be made. 

First, it is assumed that the angles X , X , and X^ are small enough to use 

small angle approximations. While this may not be desireable in an actual 

gunsight computation, this will not significantly affect an analysis of the 

dynamics. Secondly, it is assumed that perturbations will be made starting 

from a steady-state condition where the roli rate is small. With these assump- 
• • • 

tlons, the equations for ^21* ^31' an^ ^32 can ^e simplified to 

- T21 = Xa(t) = - r(t) - p(t)xe + r(t - tf) + q(t - tf)Xr 

T31 = xe(t) =      ^^ + ?(t^a + ^ " cf) " r^t - tf)xr 

- T32 s M1^ = * l^^a - P^ + r(t ~ tf)xe + P^1 " tf) 

An analytic solution to this set of equations is possible under some 

assumptions.    However,  any analytic rolution to the problem when roll rates 
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are present Is too unwieldy to be very enlightening. An analysis of this 

situation should use a numerical solution to the equation. It is possible, 

though, to describe analytically the solution vhen rates are present in one 

axis only. For example, consider 

Xe(t) - - q(t) + qCt - tf) (25) 

for which the solution is 

XeU) 
q(s) (e-V - 1) 

(26) 

This equation would be valid for a pitching maneuver. The important feature 

to note is the time delay. In place of the time lag evident In the LCDS mech- 

anization. 

IV. Inertlal Reticle Response 

While the lead angle response equations are useful for determining steady 

state values and settling time characteristics. It does not give much insight 

into control aspects of the problem. To do this, It is necessary to describe 

the inertial rates of the reticle. The aircraft body rates (p, q, r) are 

Inertia! rates resolved into aircraft body exes. The body rate response to 

control inputs is a function of the aircraft and flight control system. Thus, 

the inertial reticle rates response to body rate inputs can be called fire 

control system response. 

In order to derive a general expression for inertial reticle response, 

consider the reticle as a unit vector along the reticle axis. Let 
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p«. 

1 

0 

0 

in reticle coordinates.    Using the transformation, T(t), developed in the 

"tracer" section, this can be transformed to aircraft body axes. 

pA . Ti(t)pR 
cXecXa 

cXesAa 

-sX. 
(27) 

Using the transformation T*(t), which transforms from inertial to body axes, 

K   can be transformed to inertial coordinates. 

P^t) - T»,(t)PA(t) (28) 

Taking the time derivative of P^(t), and using the fact that 

T»'(t) = T*,(t)ü.,(t), 

—       T»'(t)PA(t)    = T»'(t)PA(t)  + ^'(t^Ct) 

= T«,(t)u),(t)PA(t)  + T»,(t)PA(t) 

(29) 

(30) 

Finally, transforming back to aircraft coordinates. 

T»(t) — 

dt 
T»,(t)PA(t) = a),(t)PA(t) + PA(t) (31) 

Using small angle approximations for P, substituting, and ignoring the first 

component (which is of no interest, since it corresponds to the length of the 

unit vector), 
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the azimuth and elevation inertial reticle rates are 

WRa ■ r ♦ pXe ♦ Aa (32) 

«R. ■ q - pxa + xe (33) 

vhere the sign of the second equation was changed when rectangular components 

were replaced by the approximate angular rates. These rates have the same 

sense as the aircraft body rates, i.e., positive right and up. They represent 

the two components (in aircraft coordinates) of the inertial reticle rate. 

These results can now be applied to the LCOS lead angle differential 

equations, developed in the previous section, 

Xa = -JL-^f-.-pXe (310 
l+or  (1 + a)tf 

Substituting in the equations for reticle rate, equations 32, 33 

a Xa 
Up    =  r  

"a      l+o (1 + o)tf 

(36) 

0                     xe ,    * 
op    =  q -  (37) 

e      l + o (1 + o)t- 

Substituting for X0(s) and X (s), equation (lM 
a. C 

atfs + 1 Xa 
UR W B-, ; r(s) *', r P(S) (38) Ha    (1 + a)t,s +1      (1 + o)t-s + 1 

f f 

atfs + 1 Xa 
U)R(8)=- • q(s)-- ■ p(s) (39) 
He    (1 + o)tfs +1      (1 + a)tfs + 1 
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Qualitative Analysis 

The transfer function for u>_ (8)/r(s) and (i)R  (s)/q(8) Is a lead-lag combl- 
et C 

nation with a time constant proportional to time-of-flight. For good tracking, 

one would expect that increasing o would result in a quickened sight response 

at higher control frequencies, although the larger pole would reduce the 

response slightly at frequencies near u ■ 1/(1 + o)tf. Returning to the lead 

angle response, however, it is noted that Increasing a Increases the "settling" 

time of the sight, resulting in a longer time before the pilot is sure of a 

gun solution. The result Is that Increasing a gives better response to "quick" 

control inputs, at the expense <">f poorer response in helping to estimate actual 

aim error. 

There is no lead term in reticle response to roll rate inputs. This is 

natural, because there is no change in gun orientation due to a roll rate 

about the gun axis. Therefore, the actual aim error is slower to change. 

A detailed analysis of this terra would depend upon the actual roll axis of the 

aircraft.  Howeve", an equation of this type could be used in such an analysis. 

For example, if an aircraft would roll about an axis below the gun, the 

angular rate would be a combination of "p", and "r". Thus, part of this "roll" 

rate input would appear in the first term of the equation, resulting a "lead" 

term in response to this "roll" input. The opposite case, one in which the 

roll axis is above the gun, would result in a negative "r" in the first terra. 

This is sometimes known as the "pendulum" effect, since the reticle "swings'' 

away frou the target. 

Application to "Tracer1' 

Substituting the differential equations for "tracer" lead angles into the 
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expression for inertlal reticle response yields the following for the single- 

axis case: 

big ■ q(t - tf) m 

The Laplace transform is 

Wp Cs) ■ q(8)e 
-tf8 

Ul) 

Qualitative Analysis 

The transfer functions for a "tracer" Involve a pure time delay, as 

opposed to the lead-lag characteristic of the LCDS. At this point, it is 

possible to clarify some of the confusion that exists concerning terms used 

to describe the sights. The tracer sight is referred to as an "undamped 

historic tracer", while the LCOS is sometimes referred to as a "damped pre- 

dictive tracer". Sometimes these terms are construed to mean that the LCOS 

has a slower response due to the damping term which the "tracer" does not 

have. On the other hand, sometimes the LCOS is claimed to be predictive, in 

some mysterious manner. The truth is that they both have phase lag at control 

frequencies at or above u = 1/t . The claim that an LCOS is predictive is 

due to the fact that it does not have a pure delay term, but rather a lag 

term. The claim that a "tracer" sight is undamped only means that it does 

not have the lag term associated with the LCOS. 

One observation to be made from the transfer functions for the "tracer1" 

is that the amplitude response of the sight is unity for all frequencies. 

Another observation concerning the tracer si,;iit is the fact that the ahasn 
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lag is equal to wctf, where uc Is the frequency of the rate Input. This phase 

lag increases without bound at high control frequencies. Thus it is possible, 

for "quick" inputs, to be operating at an unstable point, where the phase lag 

exceeds l80o with unity magnitude response. This fact is responsible for "wet 

noodle" performance of the tracer sight in dynamic situations. 

IV. Alternate Dynamics 

In this section, alternate gunsight dynamics are evaluated using the lead 

angle response and inertial reticle response developed in previous sections. 

Two different values of the parameter a, used In the LCOS equations, are qual- 

itatively evaluated. Then, a second order damping function Is considered. In 

order to show Just the principles involved, only the single axis problem will 

be studied. 

One possible value of ü which could be used is o = - 1. Substituting this 

into the lead angle differential equations (lM provides: 

Xa(8) = - tfr(8) (1»0) 

ys) = - t^is) (Ul) 

We see that there is zero settling time.  This is equivalent to assuming that 

the line-of-sight angular rate equals the aircraft (not the reticle) angular 

rate. The problem with this value of o is evident upon substituting into the 

inertial reticle rate equations (38, 39): 

uR (s) = (1 - tfs)r(s) + X p(s) (^2) 
a *        o 

«„ (s) = (1 - t s)q(s) - X p(s) (»43) 
Re f        ao 
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The results are a zero in the right half "s" plane, an unstable situation 

where the reticle responds in a disturbing way to aircraft angular acceleration. 

Another possible value of o is o ■ - 1/2.    This is an interesting possi- 

bility because upon substituting into equations (38,  39): 

w« is) 
1  -  1/2   tf8 

1 ♦ l/2tfs 
r(8) + 

1 - l/2tfs 
Wp (s) ■   q(s) 

l/2tf8  +   1 
p(s) 

p(8) 

ihk) 

(U5) 
1  ♦  1/2   tf8 l/2tfs + 1 

The resulting transfer functions are identical to the Fade approximation to 

the time delay.    This approximation can be expressed as 

"M 1 - tf8/2 
ik6) 

1 + tfs/2 

But then, this is approximately the same transfer functions as for the tracer 

sight, which has the time delay function exactly.    The Fade approximation is 

exact for magnitude response, but phase response does not match that of the 

time delay for frequencies above approximately 3 rad/sec, where the phase 

lag error is 60°. 

Again, the right hand plane zero is destabilizing, though not as much 

as for e ■ - 1.    The phase response of this function approaches 180° at high 

I'reauency, wi.ich could more easily become  unstable than with <■  positive value 

of o, where phase lag approaches 0° at high frequency (see graph for o =  .25). 

Aside from the destabilizing effect of o = - 1/2, this low value for o does 

help shorten the settling time of the lead an^le,  as  in equations  (l^). 

Returning to equations  ilk),  it is noted that the damping terra is first 

order.    It is possible to conceive a second order damping term for which the 
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general single axis equatlou (ignoring roll rate), would be of the form, 

X(8) -  Ll  
2 

1 ♦ as + bs 

Using this equation with equation (32) yields the inertial reticle rate. 

1 + (a - tf)s + bs2 

(^(s) -   WA(8) (W) 
1 + as + bs2 

This is yet a more generalized sight response than was obtained for the 

LCOS with the single parameter, o (equation (38)). As in the case of the LCOS 

equations with a * - 1/2, a proper choice of parameters can yield an approxi- 

mation to tracer gunsight dynamics. If the parameters "a" and "b" are chosen 

such* that 

a « tf/2 (U9) 

b = t,2/12 (50) 
i • 

then the following equation results: 

1 - tfs/2 + (tfs)
2/12 

UpU) =   (51) 

1 + tfs/2 + (tfs)
2/12 

This is a higher order, and more accurate approximation to the time delay than 

the Fade approximation (equation (1*6)).    This approximation extends the phase 

response accuracy to 5 rad/sec. 
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V.    Conclusions 

1. A frequency domain analysis should be done on any gunsight modifications 

that affect the dynamics of the gunsight.    There are many mechanizations which 

appear feasible until such an analysis is done. 

2. The relationship and similarity between the tracer and the LCOS dynamics 

is better understood by studying frequency response. 

3. By a proper choice of damping functions and parameters, it iz possible 

to approximate a tracer response, at least for the single-axis case. 

1*.    By a more extended analysis, which would include all three axes, the 

roll rate response could be studied, possibly in conjunction with the approx- 

imate aircraft transfer functions and pilot transfer functions (reference 2). 

5.    An analysis technique could be developed for the response to aircraft 

acceleration, similar to this analysis technique for angular rate input. 

References 

1. General Electric Company, "Air-to-Air Gunnery Improvement for I'-hE per 

FSCP-31»", August 1970. 

2. Harvey, Captain Thomas R.,  "Application of An Optimal Control Pilot Model 

to Air-to-Air Combat", Thesis, March 1971*. 

41 

MMMta ■ ^MMMMl • MMMHMMMHMMMIMb&BU 



MBPP^--   ii     ■ iiip»«^»rwww<wPT»i  ii   mn   m^mwmsi it ■■■ " i   "    —-•—^ ■ ■• 

ABSTRACT 

DIGITAL  CONTROL OF A TRAINABLE  GUN 

by 

Edward J. Bauman, Lt Col, USAF* 
Jack C. Heiry, Capt, USAF* 

This paper discusses the use of a mini-computer to 

generate accurate control commands which are used to posi- 

tion a movable 105 millimeter howitzer on-board the AC-130H 

gunship.  The complete system is an airborne open loop, 

digital-analog control system.  This hybrid combination 

consists of two rather sophisticated subsystems that were 

separately proven to have outstanding performance in pre- 

vious applications.  The trainable gun subsystem is an 

analog closed loop control system, designed and built by 

Delco Electronics Corporation.  The AC-130E fire control 

subsystem uses an IBM 4 PI, model TC-2.  This paper dis- 

cusses the subsystems separately and then describes how 

these subsystems were made compatible by initial design 

and refinements result;ng from actual flight testing. 

The complete system has produced excellent firing accura- 

cies.  Also included in this paper is a discussion of 

future applications of the trainable gun concept. 

*Air Force Academy 
Colorado Springs, Colorado 
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niGlTAL CONTROL 01 A IKAINABLli GUN 

Ldward J. Bauman, Lt Colonel 
■ Jack C. Henry, Captain 

Department of Astronautics and Computer Science 
U. S. Air lorce Academy, Colorado 

INTUOÜUCTION 

The Department of Astronautics and Computer Science 
at the U.S. Air Force Academy, as part of the program of 
research and consultation, supplied assistante to the 
Gunship System Program Office fSPO) and was requested to 
conduct the principle investigation of error sources and 
their possible correction,  liarly in the research it was 
determined that the pilot was a major error source, since 
he was required to control the attitude with an exceed- 
ingly high degree of precision in order to accurately aim 
the fixed side-mounted gun. 

One approach to eliminating the pilot's error was to 
replace him with an autopilot.1 The simplest and easiest 
approach, however, to eliminating the pilot error is to 
have the pilot fly near nominal attack geometry and allow 
the gun to move the aim toward ("train to") the designated 
target. An indication of the ease and simplicity of the 
trainable gun approach was the time required for complete 
development.  Less than one year elapsed between the time 
the approach was accepted by the Gunship SPO and actual 
combat deployment!  The speed of completion and the success 
achieved was largely a function ot uh^ subsystems used. 
Each subsystem had been separately proven to have outstand- 
ing performance in previous applications.  Delco Electronic 
Corp was awarded a contract to position the 105mm Howitzer 
in both azimuth and elevation to within certain specified 
accuracies.  IBM was awarded the contract to provide the 
gun position command signal. The development, implementa- 
tion, results, and future applications of this idea are 
discussed in this paper. 

TRAINABLE GUN CONCEPT . • • ( 

In the gunship fire control i 
computation, all known anomalies in 
the system are accounted for. The 
pilot is the major error source in 
the system, having difficulties in 
aligning the computed impact point 
(CIP) and the aim point to within L i 
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a few milli-radians.  At 10,000 feet slant range, one 
mill i-radian amounts to a 10 foot miss. 

The concept of the trainable gun is to have 
pilot fly near nominal attack geometry and have 
train to the designated target. Under this syst 
pilot simply keeps the aim point and CIP within 
fled region on the HUD as shown in ligure 1.  Th 
representing the difference between the CIP and 
point is used to correct the gun position.  The 
ness of this concept depends almost entirely upo 
accuracy of the CIP calculation and the accuracy 
tioning the gun.  The CIP calculation has been d 
to be accurate in the "fixed-gun" gunship operat 
gun positioning problem was solved by Delco Elec 
on the U.S. Army main battle tank.  The accuracy 
system was demonstrated to be sufficient for gun 
operation. 

the 
the gun 
em the 
a speci- 
e signal 
the aim 
effective- 
n the 
of posi- 

emonstrated 
ions.  The 
tronics 
of that 
ship 

FIRE CONTROL COMPUTER SUBSYSTEM 

On the AC-130H an IBM 4 Pi Model TC-2 di 
is used to compute the CIP, the aim point, an 
gun angles. The most complicated and time co 
tation is the CIP. In this calculation are ( 
estimator to determine gun-sensor misalignmen 
effect of winds on the projectile; (2) equati 
mine accurate fire control correction angles, 
point is a series of axis transformations usi 
orientation angles and aircraft attitude. Th 
gun angle is the sum of the present gun posit 
difference between the aim point and the CIP. 
manded gun angle is converted to an analog si 
digital-to-analog (D/A) converter within the 

TRAINABLE GUN SUBSYSTEM 

gital computer 
d the commanded 
nsuming compu- 
1) a Kaiman 
ts and the 
ons to deter- 

The aim 
ng sensor 
e commanded 
ion and the 
This com- 

gnal by the 
TC-2. 

The trainable gun subsystem consists primarily of 
control transformers, an electronic control unit, servo 
valves, hydraulic actuators, gun mount and gun.  A synchro 
control transformer is mounted on both the azimuth and 
elevation gun rotation axes.  The commanded gun position 
is fed to these synchros from the P/A converter.  The gun 
position error signals are fed to the electronic control 
unit.  The control unit demodulates and filters the 
synchro signals. 
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Angular acceleration feedback using differential 
hydraulic pressure and forward compensation for gun 
bending modes are used in each control axis.  When the 
synchro position error signal is less than 0.5 mr in 
each axis, a ready to fire signal is sent back to the 
digital computer.  If this signal is not present, gun 
fire is inhibited.  This means the only feedback to the 
computer from the gun is simply a go/no-go signal and 
is not used in any way to influence the command computa- 
t ion. 

The hydraulic drive system for the gun can produce 
a maximum acceleration of 2300 deg/sec2 and a maximum 
velocity of 6 deg/sec.  Considering the computational 
rates discussed in the next section, this velocity rate 
is quite adequate to keep the gun aligned to the com- 
manded position during times when the pun is allowed to 
be fired. 

ROSULTS OF AIRBORNE TKSTS 

Reduced data from the initial airborne testing 
clearly showed that the major computation rate of the 
digital computer was insufficient to position the gun 
during rapid aircraft maneuvers.  For example, if air- 
craft attitude rates were as much as 5 degrees per 
second, then calculations performed only once every 
0.2 seconds allowed the CIP to lag the aimline by one 
degree.  Of course, with this large an error, a computer 
coincidence check would inhibit fire.  Therefore, until 
the aircraft attitude rates were nulled by the pilot, 
the gun Could not be fired which increased the time 
spent in the target area.  Consequently, the computation 
of the CIP was changed to the minor computation rate. 
The error lag was considerably reduced, at the cost of 
much more computation time.  Now for a rate of 5 degrees 
per second, the error lag would be only 0.25 degrees. 

The digital computational rate thus becomes a direct 
limitation on the tolerable aircraft attitude rates.  For 
example, if the maximum acceptable error lag is 1/20 
degree, then the maximum allowable aircraft rate is one 
degree per second if computations are done at the minor 
rate.  The pilot's main task now, is not to precisely 
align the CIP ?nd aimline, but to null aircraft rates to 
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less than 1 degree per second.  If the computational rate 
was increased, higher tolerable aircraft rates would be 
possible. However, not enough computer lime is available 
to increase the computational rate and be able to complete 
all the computations each cycle. 

FUTURH APPLICATION 

Fighter pilots have 
pilots in positioning the 
and steadily. Additional 
combat often find themsel 
not quite pull the necess 
be due to the enemy's def 
superior maneuvering airc 
gun on the fighter aircra 
alleviate, these problems 
trainable gun technology 
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CONCLUSIONS 

The use of an airborne digital computer 
the computation of gun position signals at a 
could compensate for moderate aircraft attit 
The hydraulic control system moved the train 
at more than sufficient acceleratiou^ and ra 
follow the generated commands. The net resu 
essentially uncoupling the pilot's task of f 
circular trajectory from the task of aiming 
Confirmation that the system was improved, a 
predicted by the test results, came from act 
missions performed in Southeast Asia. A log 
feasible extension of gunship trainable gun 
is application to fighter aircraft. 

allowed 
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ude   rates, 
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ABSTRACT 

Many aerospace problems require that Information to precisely locate an object 
relative to a moving vehicle be established. This report considers the appli- 
cation of an extended Kaiman filter to obtain minimum variance estimates of 
certain required physical variables In order to accomplish precision pointing 
and tracking.  The work considered Is formulated In a general framework and 
then applied to a specific situation.  The model necessary for the Kaiman 
filter Is generated In detail.  Included In the model, are equations for 
pertinent error sources.  If the dominant error sources (relative to the appli- 
cation) are not modeled, then the filter may have poor performance and may In 
fact diverge.  Equations based on covarlance analysis that relate the performance 
of a suboptimal filter to the true state model are developed and presented. 
Six filter configurations are analyzed using these covarlance analysis tech- 
niques.  The results show the comparison between the filter's own predicted 
performance and the filter's performance a? predicted by the truth model. 
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I.  Introduction 

Many aerospace problems require that Information to precisely locate a 
particular object relative to a moving vehicle be established. The object 
may be stationary relative to the earth, or It may in general be moving relative 
to Inartlal space.  (It Is assumed that for the time Intervals under consid- 
eration that the earth coordinate frame Is an Inertlal frame. The relaxation 
of this assumption causes little problem.) Once the particular object that 
Is to be tracked Is within the field of view of the particular tracker being 
used, I.e. the acquisition problem has been solved, then the necessary Infor- 
mation must be established both to control the tracker to keep a continuous, 
precise track of the object and to obtain the necessary Information In order 
to enabli the vehicle to perform Its required function. The accurate point lig 
of the tracker will allow one to obtain the necessary Information as to the 
location of the object relative to the tracker and as to the velocity of the 
object relative to  the tracker. 

In the missile guidance problem one needs to have the line of oight to 
the target precisely defined. This Is necessary to be able to apply a control 
acceleration normal to the line of sight, to obtain a measurement of range/ 
range rate relative to the target for guidance command generation, and to 
obtain a measurement for the angular velocity of the line of sight for guid- 
ance command generation. In the gun fire control problem the lead prediction 
Is dependent on the angular velocity and angular acceleration of the line of 
sight, and on the range and range rate to the target. An application of the 
philosophy In air to ground weapon delivery Includes the angle rate bombing 
system. 

In all the above applications the basic problem Is that of accurately 
pointing a sensor to track an object. This report considers the application 
of an extended Kaiman filter to obtain minimum variance estimates of certain 
required physical variables in order to accomplish the function In the pointing 
and tracking problem. The work considered is formulated in a general frame- 
work, and may be readily applied to the several application area* mentioned. 

The model necessary for the Kaiman filter is generated in detail.  All 
apparent possible error sources are modeled.  The reason is that many state 
of the art applications of the pointing and tracking philosophy require an 
extremely accurate estimate.  If the dominant error sources (relative to the 
application) are not modeled, then the filter will at best have poor perfor- 
mance and may in fact diverge. The modeling leads to a high order state model. 
In order to obtain a reasonable real-time implementation a suboptimal filter 
of lower dimensionality must be used.  The results are studied using covarl- 
anct analysis techniques as in 112,13]. This Is used to establish the design 
of and the performance bounds for both a radar sensor and an infrared sensor. 

Work in the area of Kaiman filtering fur pointing and tracking includes 
work by Fitts [6, 7, 8, 9].  Filtering is accomplished relative to an 

Inertlal reference system while this report considers filtering in the line 
of sight coordinate system. Also, the modeling of the error sources was not 
considered in detail.  Pearson [10] considers a gtnerai sLudy hut does not 
include me methodology for high accuracy modeling.  Also L-mdau [5] con- 
siders filtering in the line of sight coordinate system but does not model 
the error sources.  References [1], |2], and I 11 | contain preliminary work 
that this paper is based upon.  None of the above references consider the 
problem of performance evaluation.  The modeling of error sources is impor- 
tant since exclusion of pertinent error sources may cause the filter design 
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to diverge when appllec* in the system during actual operation. 

Problem Stateaent 
In order to obtain the location of the target relative to the tracker and 

the velocity of  the target, one must have the following information:    the 
elevation angle and the azimuth angle of the line of sight; angular velocity 
relative to an inertial frame;  the range and range rate; and the target accel- 
eration.    Since the tracker control problem may be considered as a position 
control problem one must have an estimate of the angular misalignment to 
command the tracker to null the error.    Also,   the estimates of the angular 
velocity components may be used to rate aid the tracker system.    The target 
acceleration la necessary because it Is coupled with the estimation equations 
for the above variables and is desireable for fire control purposes. 

Measurements of the angular error are available In the tracker system. 
However,   the measurements are  in general noisy   In  that certain physical phe- 
nomenon,   for example  scintillation noise   for  radar systems,  act  to corrupt  them. 
There is significant power at low frequencies for several different noise 
phenomenon found in radar, electro-optical, and Infrared trackers.    Thus, one 
cannot build the tracker system to reject the noise.    Also, a low pass char- 
acteristic will lead to undeslreable dynamic response characteristics in the 
tracker system.    The Kaiman filter may be used to obtain a minimum variance 
estimate of the required physical variables. 

Figure one depicts the kinematics and physical geometry at the tracker. 
In this figure,  the (x,y,z) coordinate system is fixed to the vehicle and 
oriented along the body frame coordinate system.    Figure two depicts the 
kinematics of the tracker relative to the vehicle.    Figure three depicts the 
line of sight tracker geometry in detail.    The nomenclature used in the figures 
are defined as follows: 

a    is the acceleration of the tracker origin relative to inertial space 

v    is the velocity of the tracker origin relative to Inertial space 

r    is the range to the target measured from the tracker 

r    is the range rate 

e    is the elevation angle of the tracker 

nT is the azimuth angle of the tracker 

6c is the angular misalignment between the  tracker centerline and the 
line of sight in elevation 

an is the angular misalignment between the  tracker centerline and the 
line of sight in azimuth 

a is the acceleration of the target relative to Inertial space 

v is the velocity of the target relative to inertial space 

R is  the vector from the center of mass  to the tracker origin 

OL is the angular velocity of the line of sight relative to inertial space 
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TARGET 

Figur« 2:    Aircraft/Tracker Geometry and Kinematics 
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APPARENT LOS 

TRUE LOS 

MEASURED TRACKER CENTERLINE 

TRUE TRACKER CENTERLINE 

VEHICLE REFERENCE AXIS 

Figur* 3>    Angular M«a«urements 
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uu Is Che angular velocity of the tracker relative to Inertlal space 

II.  Optimal State and MeasurvmenL Equations 

In this section the equatlonb giving the true state model are given. 
These equations consist of both the algebraic measurement equations relating 
the states to the physical measurements available and the differential equations 
giving the time evolution of the system state. The physical error sources 
are modeled In detail and augmented to the state vector. This will allow one 
to study the effects of suboptlmallty by the Implementation of a suboptlmal 
filter. 

As was discussed In the previous section estimates of the elevation and 
azimuth angles between the line of sight and the tracker centerline, the 
line of sight angular velocity, the range/range rate, and the target acceler- 
ation are required. Differential equations for these physical variables are 
required. Also, the algebraic measurement equations consisting of measure- 
ments of range, elevation and azimuth misalignment angles, and a pseudo meas- 
urement of the angular velocity of the line of sight obtained by using the 
tracker rate gyro outputs are required. The next subsection will give the 
measurement equations for the optimal system. 

Measurement Equations 

The measurement to be utilized includes that of a pseudo-measurement of 
the angular velocity of the line of sight. This measurement consists of using 
the tracker rate gyro outputs as a measurement of the angular velocity of the 
line of sight. If the tracker is very stable relative to the line of sight, 
then this measurement will give an accurate measure of the true angular veloc- 
ity. 

The angular velocity of the tracker measured by rate gyros will be in 
error because of gyro errors. Also, errors due to misalignment of the gyros 
will induce error into the measurements. Thus, the measured angular velocity 
is given as: 

3       3  3 

Ti   TTi   8   8  i-1 * *  ^=1 j-1 J* y' J 

T 
6kaa)TT + I^B^TT'I + ^ . i ^ G. I, r 

where 

u   is the true tracker angular velocity 

(1) 

TT. 

u)   is the measured tracker angular velocity and 1 denotes t\\ß  partl- 
1 cular measurement, e denotes elevation gyro, n denotes azimuth 

gyro, and r denotes roll gyro 

b   denotes a bias error term in rad/unlt time 
g 

c   denotes a random component of gyro drift In rad/unlt time 

k   are the coefficients of the g-sensitive mass unbalance terms in 
rad/unlt time -g 
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1 

2 
k.. are the coefficients of the g -sensitive anlsoelastlc drift terms 
" In rad/unlt time -RZ 

a   are the along and cross axis acceleration terms 

(k  Is a torque scalu factor error factor 

u   Is the vector consisting of the components of the true tracker 
angular velocity 

T 
tC     Is an error angle transformation matrix relating the angular velocity 
8 In gyro coordinates to tracker coordinates and [ (•) ]. denotes the 

1-th row of the vector (•) 

The error angle transformation matrix may be written as reference [3]. 
The magnitude of the gyro errors are dependent on the particular gyro used. 
The effect of the errors on the estimation error will be dependent on the 
magnitude of these errors and of course on the particular application of the 
results. The bias terms, b, are the uncompensated random bias occurring due 
to mlscallbratlon. The random drift Is due to any time correlated bias drifts. 
The bias drift and random drift may be incorporated as an exponentially corre- 
lated sequence, I.e., autocorrelation function 

I^ (T) - a2  exp { - 8| T|} (2) 

where 

ß Is the correlation time of the process 

a Is the rms value of the process 

Thus, one may write the following stochastic differential equation relating 
the time evaluation of the random drift as 

c - - ßc + /2ir a u. (3) 
g     g 

The bias term may be Included In the above drift model by appropriately choosing 
the initial condition. 

Since in general the constants, k., k    , are not known exactly (if known 
exactly they could be calibrated out), one must model the coefficients as 
random constants with differential equations. 

b^,   - o, i - e,n, r (4) 

b .      - o,  1, j - e,n, r,    i^j, 

A A 
where b       ■ k, and b .      ■ k.., and the variance of the constants and,  thus, 

mi        i gAjj        1J 
the rms value is known.    Similarly, the scale factor error may be modeled as 
a random constant with differential equation 

bg8f   - o, 1 -e,n, r (5) 
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and known variance.    The error angles defined In the error angle transformation 
matrix may be cOhsldered to be random constants with differential equations 

b.      - 0 ,  1 ,  J - x, y, z,    1 »» J   . (6) 

where h    .      " 9. .  , and the variance known. Thus, one may augment the state 

vector with the above bias terms and first order Markov terms. In general the 
acceleration measurement and its associated error sources may be written as 

aT1 ■ kl aTT1 + 6kl aTT1 + ba + Ca + 

VTT, 
+ k3a?T, + k12 aT,  + k13\ + ^ i      1       j      k 

j. k )« 1 

j ^ k 

where 

a       Is the true acceleration of the tracker origin 

a       is the measured acceleration of the tracker origin and i denotes 
1    the particular acceleration component in the accelerometer coor- 

dinate frame 

6k.    is an accelerometer scale factor error 

b       is a bias error term a 

c   denotes a random component of acceleration error, i.e., accelero- 
meter drift 

k.  are the nonlinear calibration coefficients 

kj. are the crosstrack acceleration errors 

a—- is the vector consisting of the components of the true acceleration 

ac 
CQ  is an error angle transformation matrix relating the acceleration 

in actual accelerometer coordinates to nominal accelerometer coor- 
dinates which gives the axes for transformation to tracker coordinates 

a 

and  [  (•)  ]. denotes the i-th row of the vector (*),    One may note from the 
discussion above that in general the accelerometer measurements may not be in 
the tracker coordinate frames    One may easily transform the measurements from 
the accelerometer frame  (i.e.,  taken to be the nominal,  computer frame loca- 
tion of the accelerometer)  to the required tracker frame. 
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Similarly to the problem of random gyro drift one may formulate the 
accelerometer drift term as a first order Markov process with state equation 

c - -0c + /2ß o u 
a    a 

(8) 

Also, one may model the scale factor, 6k, as a random constant, i.e., 

bASF ■ 0 • i - x. y- z- <9) 

The coefficients k^, kjj, may be modeled as random constants, and the nonzero 

elements of the error angle matrix may be modeled as random constants. 
At this point it is appropriate to note that if very long term perfor- 

mance is required, then it may be appropriate to include higher order terms 
in the random components in both gyro and accelerometer drift. This may 
include nonstationary effects in the statistics. 

Other measurements necessary for both tracker control and obtaining the 
location of the target relative to the tracker are the angular misalignments 
öe and 6ri (also referred to as the boresight error). The measurements may 
be assumed given on the following form 

yfie " kl (6eT + 86e) + ^l^T + b6e + ^e 

y6ri - k1 (6nT + 86n) + 6kfy + b^ + W6n 

(10) 

where 

^6e  > ^61 are  the measurements of the elevation and azimuth misalign- 
ments respectively 

k,   is a scale  factor 

6k,   is a scale  factor error 

Sr    , Sr    are random components of the measurement-assumed to be a first 
order Markov process 

&t~, 6r\j are the  true misalignment angles 

br-, b(jn are bias errors in the measurement 

ü)r  , (i)rn are residual errors assumed to be represented by white noise with 
known variance. 

The random components s^c and sr    are represented as 

86e 
= " ßes6e 

+ ^e ae u 

6n       Kn 6n n   n 

(ii) 
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wliere the variable« correupund to prevlüusly defined varlabletf. 'Hie acln- 
tlllation error components are measured relative to an inertlal frame. 
However, as the tracker rolle the scintillation error rate will couple with 
the tracker roll rate. Tills may be taken into consideration of the following 
equation 

Ö/I   6/T   T   6 

This yields the following components noting that only two angles are neces- 
sary to determine the location of the line of sight (where 8r and Sr are 

the scintillation components relative to the tracker frame) 

8t        ■   •    ß       Sr        -    W,,        8 r        +    /2ß    0       U 

Sr      "   -   ß      Sr      +   W™      8 r       +   /2ß   0      U. 

The scale factor error is modeled as a first order Markov process,  i.e., 

cSF " -3 cSF +    Ma    u (13) 

where, again,  the variables correspond to previously defined variables.    The 
term representing any calibration bias is modeled as a random constant.    Any 
residual errors are assumed incorporated into the white noise components of 
measurement noise. 

In order to estimate range and range rate one must have a filter.    It 
Is assumed that range measurements arc available and are given as 

yr - kr(rT + cr) + 6krrT + br + ^ (14) 

where 

k    is a scale factor 

6k    is a scale factor error 

y      Is the range measurement 

rj    Is is the true range 

c      is a random component of range error-assumed to be a first order 
Markov process 

b      Is a range bias error 

u)      is a white noise error representing all other residual error sources 
with known variances. 

The random component of range error is modeled as a first order Markov.    The 
scale factor error is assumed to be modeled as a first order Markov.    The bias 
error Is assumed to be a random constant.    If range rate  is available from an 
independent source,  then this may be modeled In similar manner. 
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State Equations 

In this section the necessary differential equations representing the time 
evolution of the state of the system are derived.    These equations are necessary 
for the filter development. 

The first equations derived are the line of sight/tracker pointing error 
equations.    The estimate of  the pointing error is necessary for tracker control. 
Any error in this estimate will cause a direct error in the tracker pointing 
problem.    Thus,  the estimate must be as accurate as possible.     The two coor- 
dinate systems to be considered are shown in figure  (1). It may be shown 
that  the basic equations of concern for the elevation and azimuth angles are 

<5c 

6n 

U), Te 

Wn 

Ü) Le - (Up 6n 
r 

(15) 

n r 

: 

The tracker angular velocity differs from the line of sight angular velocity 
due to several reasons.  The tracker system is of finite bandwidth and, thus, 
cannot follow high frequency target motions.  Inherent tracker disturbances 
cause inaccuracies in the control of the tracker. Measurements of the error 
angles are not exact because of inherent noise corruption.  The fact that the 
control system works on an error signal prohibits the system to exactly follow 
the line of sight.  If rate aiding is used, then gyro noise will feed back into 
the plant causing plant disturbances.  The differential equations will be In 
error for several reasons:  the gyro measured angi-lar velocity is corrupted 
by gyro noise; the line of sight angular velocity is not exactly known; and in 
case of a tracker looking through a radome one may have radome refraction errors. 
The radome refraction error perturbs the differential equations (equation (15)) 
as follows: 

6e 

6n 

3e 9e 
U)„ 

w. 

- (i). 

- CO. 

+ 
9E 

E + 
3A 

A - 
^T 6n 

+ an 
an E + 2D 

3A 
A + 

r 

T 
6e 

(16) 

where the terms 

(17) 

are due to an erroneous line of sight rate due to radome refraction errors. 
The variables are defined as follows: 

E is the elevation look angle 

A is the azimuth look angle 

E is the time derivative of the look angle due to relative motion 
between the tracker and the aircraft In elevation 

• 

A is the time derivative of the look angle due to relative motion 
between the tracker and the aircraft in azimuth 
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d(*)/9E and d(')/dA  are radome error slopes 

The perturbatlonal equations with the Inclusion of all error sources are given 
in the next section. 

The next equations are those representing the time evolution of the angular 
velocity of the line of sight.  The angular velocity of the line of sight Is 
necessary to rate aid the tracker system. Also, the estimate Is required to 
establish the target velocity, and because the pointing error equations are 
coupled to this estimate.  Thus, In order to obtain an accurate pointing error 
estimate one must have an accurate estimate of the line of sight angular veloc- 
ity.  It may be shown that the required equation for a>Le Is 

"Le-J ^Zrel -5e'yrel -2r%}  -V% .  (18> 

with a similar equation for U)L .  If one assumes öe.öirM), then this equation 
becomes ^ 

— ■ 

^L    " r {az        " 2rUL  } " WT "i <19) e      r     zrel Le Tr Ln 

Thus,  the components of the acceleration equation in the y direction can be 
written as 

VTARGET/Ty " aTARGETy " ^Ty " 2   (u)Tn
VxTARGET"ü,Tc

VzTARGET) 

-(a,Tr%
rz-^  V^e  ry"f<i,Te

WTr
rx)    -SnV

ü,Te
rz) (20) 

with similar equations in the x and z  directions. 
If the approximation that 6e ■ 6ri " 0 is made then 

2 2 
Vr " ayTARGET - ayT +  (wrn 

+ ^ r' ^ 
r i t- 

The reason that the term 

-2   (VxTARGET "\  V
ZTARGET) (22) 

drops out of the equations is due to the fact that  if  the y-axis is always 
pointing at the target,  the only component of velocity seen by this coordinate 
system Is along the y-axis.  I.e.,  the range rate. 

The target acceleration relative to inertial space is necessary in order 
to obtain estimates of the angular velocity and angular acceleration of the 
line of sight,  the range,  and the range rate.    However,  target acceleration 
Is not directly measureable.     Thus,  estimates of the target acceleration may 
be obtained only by physical insight into the problem and by the use of advanced 
estimation techniques. 
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The method is that proposed hy Singer, et al, whereby the target accel- 
eration Is assumed modeled by exponentially correlated noise.  The theory be- 
hind this approach is that the target has the capability to maneuver between 
two acceleration limits. For example, in a dogfight situation the upper accel- 
eration limits may be + 8 g's. There is an assumed probability of Pmax that 
the target will accelerate at the maximum g capability. Similarly, tnere may 
be a finite probability that the target will not maneuvei. This could be 
reflected as P.. The assumption is made that betwt»ii the limits of maximum 
acceleration tnat the probability density is uniformly distributed with a 
discrete high probability of no maneuver.  This theory is somewhat developed 
in reference [4].  In order to relate the theory to the particular problem at 
hand one must consider the environment in which the tracking Is to take place. 
The air to air fire control problem in many Instances will relate to a target 
which is awara of his environment.  Thus, it is most likely that he will be 
operating with a near zero probability of no maneuver and with a near zero 
probability of obtaining his maximum acceleration limits.  He will use an 
acceleration near his maximum with high probability where the maximum accel- 
eration will be denoted as ^ .  As an example, the probability density func- 
tion will be assumed to be as in Figure 4, 

P(a) 

"% ax -A 

ax 

+A m % ax 

Figure 4:  Maneuver Probability Density Function 

This differs greatly than that suggested in reference [4].  The acceleration 
^ is the acceleration at which the vehicle may maneuver frequently.  This may 
be taken to be 3-4 g's.  Tills allows the vehicle to have maneuverability with- 
out excessive velocity bleedoff. 

The shaping filter defining the acceleration becomes 

TARGET -ßaT, AR'JET 
+ /2f au (23) 

where u Is zero mean white noise with unity variance.  Singer [4] suggests that 
an approximate valr.e for the correlation constant ß = JQ ^or a vehicle under- 
going evasive maneuvers.  This implies that the correlation between acceleration 
levels Is small and, thus, the target is maneuvering rapidly. 
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III.     Trur.l) State Equations 

The variatlonal equation» an   ciarlved In reference  [12].    An assumption 
as to the error sources corrupting the lull rate gyro will be made In order to 
limit  the  complexity of  the filter equations.    The error sources  corrupting the 
roll rate pyro will be given as 

Sr" V + Wr 
+ '"(v'Jrr1J- (2A) 

The assumption Implies that the acceleration nonllnearltles are negligible. 
The addition of the required bias states to study this problem would increase 
the state dimensionality from seventy-four to eighty-three. As the errors 
multiply small terms (i.e., the errors in angle misalignment and errors in 
angular rates of the line of sight) the approximation ia  reasonable. The 
system matrix 1'; as shown in figure 5.  The pertinent gyr-frcm suhmatrices are 

shown in Appendix A. 

IV. Applications 

The truth model generated within was used to study two important weapon 
delivery problem. The first problem was that of a radar directed fire cnptrol 
problem similar to that of the F-4E.  The results are given in reference [12]. 
The second problem was that of the augmented tracker system which was an infra- 
red system for fire control.  The results are given in reference [13]. 
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Tl.ö o-nmtrlx is the identity matrix.    The G matrix is shown in figure 8. 

ll.c R matrix is given in figure 9. 
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The Generation of Air-to-A1r Missile Launch Envelopes 

by 

J. Hledik 
and 

J. C. Shepherd 
Naval Weapons Center 

China Lake, California 

1.    INTRODUCTION 

During the complete life cycle of an air-to-air weapon from inception 
through use by the services, one important measure of system performance 
is launch range capability.    Launch range capability is normally best 
described by the launch envelope,  that is, the area surrounding a launch 
aircraft within which a missile may guide to the target with an acceptable 
miss distance. 

> 
During the initial, or feasibility, phase of a new system design the 

launch envelopes are generated and compared with a given theoretical ideal. 
At this point the engineer is primarily concerned with determining whether 
or not it is feasible to design and build a system which has a pre-determined 
desired or ideal range capability.    Generally the system model during this 
period is relatively simple and borrows heavily from information gathered 
from existing systems.    This is also the time when a very critical comparison 
should be made with the performance of existing systems to determine the 
desirability of proceeding with the design.    Launch envelopes can be and are 
a valuable aid to this decision making process. 

Once the system has been designed, a continuing need exists throughout 
the life cycle of the weapon for critical evaluation of its performance.    This 
should include not only the evaluation of such items as reliability etc., 
but also the capability of the system to meet known or hypothesized enemy 
threats.    For this use the generation of launch envelopes nenerally incor- 
porates a much more sophisticated system model.    A wider range of input 
parameters describing the tactical relationship between the target and 
launch aircraft ir, necessary to completely describe the performance. 
The result is a requirement for the creation of very large numbers of 
launch envelopes. 

Another use for a version of the launch envelope occurs during the 
design and development testing of a new system.    At this  time, the launch 
envelope, now with possible missile component failures included as a parameter, 
will be used not only to determine desirable test conditions, but also by 
the range safety engineer as a criterion for the safety of all personnel 
and real estate involved in the actual air firing tests. 

^he ultimate use, however, of a launch envelope is to describe the 
system capability to the user, that is, the man whose life may depend 
upon the system mounted on his aircraft.    At this point the launch 
envelope is used to develop the system firing doctrine, or tactics, and 

Preceding page blank 75 
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to establish the decision criteria such as minimum-maximum range, which 
must be incorporated within the fire control computer.    The transition 
from the laboratory generated launch envelopes to something which is usable 
in combat, probably presents one the larger problems in the total weapon 
system design.    The launch zone capability of any given system Is dependent 
upon a large number of parameters Including launch aircraft speed, altitude 
and attitude, missile seeker capability, target size, speed and altitude, 
etc.   As a result, an extremely large amount of data is necessary to 
completely describe the launch range capability of a weapon system.    However, 
such a large amount of data cannot possibly be assimilated and remembered 
by a pilot, especially under a tense combat situation.    The solution to 
this problem is not an easy task but It is really not the subject of this 
paper. 

2.0 METHODOLOGY 

During the design and development of such air-to-air weapon systems 
as the SIDEWINDER, AGILE, and SPARROW AIM-7F as well as various air-to- 
ground missiles as the SHRIKE, CONDOR, and others, the Naval Weapons 
Center (NWC), has been heavily involved in the generation of missile 
system launch envelopes. The methods used for generating these envelopes 
have evolved from very elementary techniques using slow computers with manual 
controls to the currently used semi-automatic methods utilizing large, 
general purpose high speed computing equipment under digital control. 

2.1 GENERAL REQUIREMENTS 

Regardless of the system under investigation, the generation of launch 
envelopes to describe system performance, requires the same basic information. 
First a system model must be developed and verified.    The model may vary in 
complexity from a two dimensional mathematical simulation with linearized 
parameters, to a complete three dimensional, six degree-of-freedom 
representation including all the non-linear parameters which can be 
mathematically represented. 

Once a model has been constructed, the criteria which are to be used 
to determine the envelope must be established.    These criteria involve 
both initial and terminal conditions which must be satisfied in order for 
a missile to successfully Intercept a target.    Included are miss distance, 
closing velocity, seeker acquisition range, signal-to-noise ratio, and 
launcher and launch aircraft characteristics. 

Finally, the target characteristics must be provided to the launch 
envelope generator.    For the case of the air-to-air envelopes, these 
parameters are primarily speed, maneuverability, altitude, expected aspect 
angle and target range at launch.    However, in some applications target 
size and signature characteristics must be added. 

7b 



■■ ■"  '■ 
..^.'.^n....     wn 

Once the model nas been derived and verified,  the criteria for success 
or failure determined, and the initial  launch and target conditions provided 
as Inputs, the generation of the launch envelopes involves exercising the 
model with a systematic variation of all possible combinations of input 
parameters.    For any given set of tactical parameters describing the target- 
launch relationship as discussed above, thi1 range at which a failure occurs 
must be determined.    For each range one complete solution of the model 
equations as a function of time nust be obtained.    As each solution of the 
terminal conditions is obtained, it is compared against the success criteria. 
If this comparison shows the flight to te a success the range must be 
Incremented and another solution obtained.    The procedure is repeated until 
a failure occurs.    At this time, one point on a launch envelope is determined 
for one set of input conditions. 

It is immediately obvious  that the generation of launch envelopes requires 
the aid of relatively large scale computing devices.    At tfu Naval Weapons 
Center both digital and analog computers have been utilized for this 
purpose.    However, because of the large number of solutions required, the 
complexity of most models, the subsequent high cost, and the long time 
involved, it has been found that launch envelopes are most efficiently 
generated using a high speed analog computer, operated in the repetitive 
operation mode.    Repetitive operation means that the computer is automatically 
cycled through its computational modes of operate (problem solution), hold 
and reset.    Initial parameter conditions can be automatically set or changed 
during the reset mode so that a logical sequence of runs is obtained without 
the use of manual control. 

The analog computers which are in use at the Naval Weapons Center are all 
electronic with solid-state components, and can be operated in the repetitive 
mode at speeds such that a 10 second missile flight can be simulated in 
1/10 second.    That is 100 times faster than real  time.    Time scaling of 
the computer is automatic, and the solution rate can be switched from 
real  time to 10 or 100 times real  time with a simple selector switch. 
The particular equipment available consists of six consoles of Electronics 
Associates Incorporated, Model   7800, general purpose analog computers. 
Each console has 108 operational  amplifiers, 132 attenuators,  36 multipliers, 
6 double input resolvers, plus a compliment of switches,  limiters,  function 
generators and other analog devices.    All analog devices are terminated at 
the main analog patch panel.    An extensive compliment of patchable logic 
is also available through a separate patch panel.    Manual  controls and readout 
devices for all components are also available for computer control, bookkeeping 
or mathematical calculations as  needed.    The laboratory is arranged so that 
each console Tiay be operated independently or with any or all  of the other 
consoles.    Using the SIDEWINDER missile as an example, a single console of 
this equipment is adequate for a single plane,  three degree-of-freedom 
simulation.    A six degree-of-freedom simulation generally requires two 
consoles, while a more complex missile system such as the SPARROW AIM-7F 
requires three consoles, unless considerable simplification  is made in the 
modeling. 

The model most commonly used for the generation of launch envelopes is 
a single plane three degree-of-freedom model requiring minimum computer 
equipment.    The model  is programmed for computer solution using standard 
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analog computer techniques.    However, since the solution time will occur 
at 100 times real time, extreme care must be taken in modeling all time 
or frequency dependent functions (such as transfer functions of servo 
loops) so that their characteristics will be automatically time scaled for 
the desired high speed operation. 

The number of individual  trajectories needed to describe one launch 
envelope dictates the use o^ not only the high speed solution capability, 
but also some form of automation.    With the use of the programmable logic 
components, or the available digital computers,  the necessary control 
functions to automatically generate a complete launch envelope can be 
pre-programmed.   All criteria for a successful flight, as well as the 
desired flight parameter variation are previously stored witnin the computer. 
At the end of any given "run" or simulated flight, the terminal conditions 
are compared with the success criteria.    If the flight was successful, the 
launch range is incremented and another trajectory solution obtained.   This 
process is automatically repeated until a failure occurs which determines 
the launch boundary limit point.    The particular initial range which 
resulted in the flight that failed is stored, and a new launch aspect angle 
is introduced and the entire process is repeated.    When the full range of 
aspect angles about the launch point has been exhausted, the stored 
information is sufficient to complete a launch envelope such as seen in 
Figure 1.    At this time new envelope parameters such as missile launch 
speed,  target maneuver, etc., can be either manually or automatically inputed 
and a new launch envelope generated. 

Using thi« process, a ccpibi.tation of high speed solution and automation, 
one entire launch envelope can be generated in approximately 3 to 5 minutes. 
One of the most significant advantages of this technique is that a much more 
r    . jive investigation of the envelope is possible.    With the much slower 
...mulation methods used previously, only points near the boundary could be 
examined because of the long time and high cost involved.    Holes in the 
envelope (i.e. areas within an envelope boundary where the system will be 
unsuccessful) due to unexpected characteristics of the system are now 
immediately obvious, where before they were either not completely described 
or missed entirely.    Finally a much larger variety of conditions including 
target speed and altitude,  launch speed, and target maneuver can be 
examined, where as only a very restricted number of conditions were possible 
with slower techniques. 

2.2    ADVANCED REQUIREMENTS 

Launch envelopes as described above have always been the traditional 
method of examining system performance and for the comparison of competitive 
systems.    However,  to adequately evaluate a system, a very large number of 
envelopes must be generated in an attempt to investigate all possible target 
engagements as was described above.    Also, if one wishes to compare various 
systems,  launch envelopes for identical parameters must be generated for each 
system under investigation.    To overcome this problem and again in an attempt 
to provide economy of funding and time, Monte Carlo methods have recently 
begun to be used at NWC. 
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The Monte Carlo method is a statistical approach of randomly introducing 
the various engagement parameters to the simulation model according to a 
predetermined probability distributio" .    With this random distribution 
of initial conditions a large sample JI" simulated flights are made.    In each 
case, success or failure is recorded.    This stored information is sufficient 
to determine the necessary statistics  to assign a probability of success of 
the system at a given condition and nlso the confidence level associated 
with that probability.   This method becomes practical only with the use 
of modern high speed analog c   n     .-. and special purpose mini-digital 
computers.    The advantages 0'    l     ■' .te Carlo method are at once obvious. 
Probabilities of successful o, la^ice for different systems in identical 
environments may be generated l-'ur an almost instant comparison of systems 
effectiveness.    Fvery envelope for all feasible engagment parameters need 
not be generated to describe a system. 

). 
The Monte Carlo technique has been used extensively at the NWC for the 

determination of mtiny of the AGILE system requirements and characteristics. 
Detailed examination of missile parameters versus performance has thus 
been possible in great detail. 

A variation of the Monte Carlo technique has been applied to an 
investigation of missile parameters other than launch parameters during 
an evaluation of the SIDEWINDER missile performance.    Expected use of this 
capability will be a detailed examination of the effects on system 
performance of the interaction of various subsystem design tolerances. 

3.0    CONCLUSIONS 

The use of modern high speed computers, repetitive operation, and 
automatic control has made it possible to reduce the time required to generate 
launch envelopes from hours down to a few minutes.    However, the number of 
launch envelopes generated to describe a system has not been decreased, 
in fact in many cases it has increased.    The use of a statistical approach, 
such as Monte Carlo methods, has the possibility as a probabilistic 
distribution.    However, at the Naval Weapons Center, this method needs 
to be further investigated for generation of launch envelopes. 

Thn problem of presenting the data to the combat pilot in a short, concise 
and usable form also still remains.    It doesn't appear likely that the 
amount of data to describe system performance will significantly reduced 
since the number of possible engagement situations is still huge for any 
given system.    However, recent developments in the field of small computers 
with relatively large capability, make it possible to develop airborne fire- 
control computers which may be able to assimilate this data and present it in 
a usable form to the pilot in a real-time situation.    This seems even more 
likely if the original data is of a statistical nature such as that obtained 
from Monte Carlo methods. 
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LAUNCH CONOITIOKS 

ALT.    Sea Level 

TARGET M.    .8 

MISSILE M.      .8 

TARGET MAK. G's 

LEAD DEC.     0 

LAG DEC.       0 

Figure  1.     Typical  Launch   Envelope. 
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ABSTRACT 

Present fire control systems do not provide the 
capability to fully utilize the capabilities of existing 
or projected air-to-air missiles.  This deficiency exists 
because of the inaccuracies present in the missile launch 
boundary modeling in the fire control computers. The 
deficiency manifests itself in one of two fashions: the 
missile is launched outside its envelope, thus missing 
the target, or conservative "rules-of-thumb" are applied, 
which result in missed launch opportunities. The launch 
boundary algorithms used in most air-to-air fire control 
computers are optimized on some favorable launch conditions, 
and, hence, become rore inaccurate as the encounter 
deviates from these conditions. Such deviations are the 
rule, rather than the exception in the air combat maneuvering 
(ACM) environment. The dynamics of the encounter make it 
difficult, if not impossible, to attain the "optimal" 
launch conditions. Three improved launch boundary modeling 
techniques have been developed which alleviate these 
?roblems.  These techniques are presented and discussed 
n this paper. 
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SUMMARY 

Basically, the aircraft weapon delivery (fire control) 
system is composed of: the pilot, avionics/sensors, 
flight/engine control systems, aircraf• , and armament. 
Data from Southeast Asia reports, Air Force/Navy air 
combat maneuver flight tests and evaluation programs, and 
Air Force/Navy simulation studies show that operational 
weapon delivery control systems have many deficiencies 
that can be (are being) corrected via judicial use of 
modern technology. One of the key problen areas 
illustrated in the data is the inaccuracy of air-to-air 
missile (A/All) launch boundary modeling present in the 
avionics/sensor cibsystem of n*csent weapon delivery 
systems.  This deficiency hao resulted in missiles being 
launched out of conservative "rules-of-thumb," thus missing 
launch opportunities. This paper addresses three modern 
techniques that are being used/developed to greatly increase 
the accuracy. 

Actual A/AM launch boundaries are a function of missile 
capability, fighter/target velocities, fighter/target 
altitudes, target maneuver at and after launch, fighter/ 
missile separation trajectory, and end-game geometry. 
Air Force operational A/AM launch modeling equations are 
based for the best missile launch conditions (lead 
collision and/or pursuit "down-the-tail-pipe" launch). 
They become more and more inaccurate as the launch aircraft 
deviates from the "best launch condition". In an air 
combat environment obtaining and holding this "best 
condition" long enough for a launch may be impossible. 
The three modeling techniques that will be discussed in 
this paper eliminate the deterioration of the modeling 
accuracy caused by deviating from the "Lest launch 
condition" by incorporating the effects of all the 
independent variables with the exception of target maneuver 
after launch and/or end-game geometry. 

The first modeling technique, developed by ASD ■ is 
an empirical technique based on the Taylor series 
expansion using partial derivatives.  This technique 
greatly improves the inaccuracy inherent in the Taylor 
series as one deviates from the baseline by interpolating 
between stored data points to obtain the single-variable 
deviation effect. 

The second technique, developed at McDonnell-Douglas 
Corporation, 5t. Louis, f'.issouri, is a closed form 
solution of the interc.pt proLle: oLtuiivu ;.y first 
assuming that the ruissilc travels a "straignt line" lead 
collision trajectory to the impact point, dividing the 

tatammm mtm^mmmm^m 



IPF 

problem into two stages - boost and glide.    The closed 
form solution is then modified to account for missile 
capability,  altitude effects,  target maneuver at launch 
and fighter/missile separation trajectory. 

The third technique, developed at the Naval Missile 
Center, Pt Mugu, California,  is a simplified simulation 
of the missile.    The simplification is obtained by 
assuming:   (1)   that the seeker and autopilot subsystem of 
the missile can be approximated by linear,  first order 
lag transfer  functions,  and   (2)   that the inputs into the 
subsystems are constant over an integration iteration. 

This paper presents background information to show 
limitations of present oprational modeling techniques, 
and how launch boundary models are obtained; discusses 
and compares three modern modeling techniques, and 
presents areas where future improvements are required. 

Additional information on the mechanization can be 
obtained from the working papers on "AIM-TF Maximum 
Launch Range Equation Development", McDonnell-Douglas 
Corporation. 

Additional information on FAS can be obtained from 
TP-72-7,   "A Simple Analytical Itodel of an Air-to-Air 
Guided Missile for Rapid Flight Simulation," 17 February 
1972, Naval Missile Center, Point Mugu, California. 

84 



nwpi^^WWIWWWWIPWWW^wwr^" —v" ^ i in n II.I].I in»» imim    t lm, „„ 

f 

AIR-70-AIR MISSILE  LAUNCH  BOUNDARY  FIRE  CONTROL TECHNIQUES 

Tactical deployment of current Air Force air-to-air 
missiles in recent air combat situations has resulted 
in a major discrepancy between the theoretical or 
predicted probability of kill and that actually realized 
in the combat arena.    Based upon recent data, it was 
evident that the missile/fire control system continued 
to be the major factor affecting unsatisfactory missile 
firings. 

Figure  1 relates the overall control  system of a 
fighter aircraft.     The diagram shows the  interaction 
between the  flight/engine controls and the aircraft 
dynamics and the  pilot.    The pilot then  interacts with 
the avionics which is also influenced by the aircraft 
dyanmics data and  target data  to expend  the armament 
to the target.     The avionics package  consists of several 
functions,  as shown in Figure  2,  to include the inertial 
navigation system,  a stores management system,  sensors 
(i.e.,  radar,  electro-optical,  infrared,   laser, etc.),  a 
lead computing gyro to calculate the  lead angle for 
steering and  launching air-to-air missiles,  and a central 
computer  to  interface with all the  functions. 

This; paper will be directed toward the computational 
algorithms for  solving the fire  control problem and 
computing the missile launch boundaries.     The probability 
of  satisfactory missile intercept  is affected by several 
parameters to include fighter and  target velocities, 
fighter and target altitudes,   target  acceleration,  lead/lag 
angle and aspect angle.    As shown  in Figure  3,  the 
definition  for  the aspect angle   { T  )   is  the angle between 
the velocity vector of the  target and  the  line-of-sight 
between the  fighter and target measured  in a counter- 
clockwise direction  from the  target velocity vector.     For 
this convention, T    is 0°  for the  tail  aspect and 180° 
for a h^ad-on attc;ck.    The lead/lag anglt.   ( X )   is the 
angle between the  line-of-sight of  the  fighter and target 
and the velocity vector ot  the fighter. 

Figures  4  through 7   illustrate how the variation of  some 
of the parameters,  mentioned above,   affect  the aerodynamic 
capability of an  air-to-air missile.     Figure 4  shows the 
capability of the  missile,   as a  function of aspect angle. 
The position of the target is  in  the center of the 
coordinate  system.     The oval-shaped   line  segnent, noted 
as Rmax,   is  the maximum range   the   fighter  aircraft  can 
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launch a missile and have a probability of killing the 
target. The Rmin line segment is the minimum range to 
launch a missile and still have a probability of 
intercepting the target. This figure clearly illustrates 
the effect aspect angle has on the capability of the 
missile with the majority of the aerodynamic capability 
existing in the forward aspect area. The higher closing 
velocity of the missile to the target is the cause of 
the increased range of launch opportunities in the forward 
aspect region. 

Figure 5 shows the maximum capability of the missile 
for three co-speed encounters with velocity V^ being 
greater than Vj and V2 greater than V.. The increase 
in velocity decreases the maximum range for the beam and 
tail aspects, but increases the maximum range for the 
forward aspects. The increased velocity increases the 
drag of the missile which causes the closing velocity of 
the missile to decrease. The reduction in the closing 
velocity then limits the range from which the missile 
can be launched and successfully intercept the target. 
However, in the forward aspect maximum range increases 
because the increase in closing velocity,due to the 
increased velocities,over compensates for the decrease 
in closing velocity due to the increased drag on the 
missile. 

The effects of changes in altitude are illustrated in 
Figure 6 for three co-altitude encounters.  An increase 
in altitude reduces the drag of the missile which causes 
the closing velocity to increase, allowing the maximum 
launch range to increase. 

As shown in Figure 7, the effect of target accelera- 
tion distorts the launch zone in the direction of the 
turn. This illustration shows the effect on the ninimum 
range. The distortion of the maximum range boundary is 
also in the direction of the turn, but does not have as 
much effect as displayed on the minimum range. 

The previous illustrations present a perspective 
of what is involved when attempting to define the 
computational algoritluns required to display the missile 
capability to the pilot with a high degree of accuracy. 
Approaches that have been taken to solve the missile 
fire control problem are an empirical solution and a 
deterministic solution.  The empirical method takes the 
known physical results and through experimental observa- 
tions, attempts to define mathematical equations that 
will produce the expected results.  In contrast to the 
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empirical method, the deterministic solution applies 
the scientific principles associated with  the physical 
system to compute the end results. One of the most 
common empirical solutions employed in the airborne 
system is the stored zones technique. One version of 
this technique has been developed by Westinghouse 
Electric Corporation, Baltimore, Maryland, and has 
been implemented in the AWG-IOA Fire Control System in 
the Navy F4J aircraft. Another version, developed by 
ASD/ENA, has not been employed in an airborne application. 
Deterministic approaches to the fire control solution 
includes the intercept triangle technique developed by 
McDonnell-Douglas, which performs-the air-to-air functions 
in the F-15 fire control system, and the fast airborne 
simulation (FAS) techniqtie developed by the Naval Missile 
Center, which has not been implemented in any production 
aircraft fire control system. Characteristics of each 
of the techniques will be brought out in the following 
paragraphs. 

The stored zones technique is based upon a first 
order Taylor series expansion using partial derivations 
shown in Equation 1. 

Pmax (T) " Rbase + gRmax AVT 
+ fr Rmax AV^, 

avT "T^T 

+  9 Rmax A GT +   ^Rmax   A X + 

?GT 9X 
(1) 

+ 9 Rmax A HT + ?Rinax A I'T 
3 HT        ^ HT 

Where Rmax ( 7* ) is the maximum aerodynamic range for a 
launch encounter at a given aspect angle ( 7^), Rbase is 
the maximum launch range for the baseline encounter and 
the remaining terms are the partial derivatives of the 
maximum range with respect to each of the parameters, 
multiplied by the deviation of that parameter from the 
baseline.  The variables include target velocity (VT), 
fighter velocity (Vp), target acceleration (dp) , lead/lag 
angle (X )# target altitude (KT) and fighter altitude 
(Hp). The accuracy of this technique is degraded with 
an increase in the non-linearity of the aerodynamic range 
as a function of the parameters. To counter this problem, 
additional data points can be stored other than the 
baseline, and by interpolating between the stored data 
points to obtain a single-variable deviation from the 
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baseline, the product term for each parameter in 
equation  (1)   can be replaced with the single-variable 
deviation as shown in the following equation: 

Rmax  { T )  = Rbase + A^ax  (V )   + ARn»ax   (VF) 

+ ARmax   (Gm)   + A^max   ( X ) 

+ ARmax   (H_)   + ARmax   (H  ) 
F i 

where, 

ARmax   (VT) 

ARmax   (VF)     = 

ARmax  (GT) 

Rmax   (V-)   - Rbase 

Rmax   (VF)   - Rbase 

Rmax   (GT)   - Rbase 

(2) 

A Rmax   ( X )     =    Rmax   ( X )   - Rbase 

(3) 

(4) 

(5) 

(6) 

w 

ARmax   (Hp)   = Rmax   (Hp)   - Rbase 

ARmax   (HT)   = Rmax   (H^,)   - Rbase 

(7) 

(8) 

Substituting equations   (3)   through   (8)   into equation   (2) 
and simplifying,   the maximum range for an aspect angle 
( T )   can be expressed as: 

Rmax  (T )   = Rmax   (VT)   + Rmax   (Vp)   + Rmax   (GT) 

+ Rmax   (  X )   + Rmax   (Hp)   +  Rmax   (HT)      (9) 

-  5 Rbase 

Inherent in this technique is the increase in inaccuracy 
as the conditions deviate from the baseline.  This 
inaccuracy can be greatly improved by establishing other 
baselines.  As an example, suppose the baneline for 
altitude is 15,000 feet and at high altitude encounters, 
the system accuracy is degraded extensively. 
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A second baseline would then be stored in the computer 
to reduce the error for the. high altitude encounters. 
This technique can be accomplished in approximately 1000 
sixteen-bit words for one missile and requires about 
180,000 equivalent add operations per second to perform 
the mathematical computations and present ques to the 
pilot.  Assuming a load of four missiles, the required 
computer memory is 850 sixteen-bit words/missile. 

The intercept triangle technique is based on a 
simplified missile mode'l which predicts the missile flight 
history (velocity, distance, time) as a function of launch 
velocity together with initial and terminal altitude. 
The model was developed on the basis of two highly 
simplified differential equations relating velocity and 
time for the powered and non-powered flight, as shown 
in equations (10) and (11), respectively. 

dv       _   -^ 
■ar-   '   A - ^ do) 

dv       7 
-ar   - Dv2 (ID 

The coefficients A and D are treated as constants for 
a particular engagement, but have different values for 
different engagements.  The parameter A is considered to 
be an average thrust-to-mass ratio and functionally 
related to altitude through atmospheric pressure.  The 
quantity DyS is interpreted to be a drag-to-mass ratio 
with D being proportional to atmospheric density which 
decreases in a roughly exponential fashion with increasing 
altitude.  It is also proportional to the zero lift drag 
coefficient which depends on missile velocity. 

The powered flight expression defined by equation 
(10) can be integrated using elementary methods.  After 
rearrangement of the terms, the solution is: 

V0 +  (A/D)1/2 tanh  IA
1/2

 D1/2(t-t0)] 

1 + (D/A)1/2 V0 tanh  rA
1/2D1/2(t-t0H 

(12) 
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Integrating equation (12), an expression for the distance 
can be obtained which is 

S  - S. ^-injcosh    [Al/2D^2it-t0] 

(D/A)1/^ sinh     ^1/2 (t . t^j 
(13) 

where tof V , and S are initial time, velocity, and 
distance, respectively, and t, V, and S are the corresponding 
quantities at some later point along the trajectory. 
Making approximations for the hyperbolic functions and the 
natural logarithm which were derived on the basis of Taylor 
expansions with the expected range of the function arguments 
taken into account, expressions for the velocity and 
distance then become 

V0 + A (t - t0) 

1 + DV0(t - t0) 
(14) 

S = U72) (t - t0)  + 
V^ (t - O 

(15) 

1 + DV0 (t-t0)/2 

The non-powered portion of the missile trajectory is 
governed by equation (11) and is integrable as follows 
to obtain the velocity. 

D2V
O 

(t " V 
(16) 

Integrating equation (16), distance can be obtained 
through the following expression. 

S = 
D 

in + s (17) 
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For the above equations, t0/ V0, and Sbrepresent the 
conditions at the end of the powered flight and t, V, 
and S are the conditions at the .end of the glide portion 
of the trajectory. 

The above equations represent a missile model which 
predicts the relationship among missile velocity, 
distance, and time. With the model, a maximum launch 
range can be obtained by representing the factors 
limiting this range as minimum missile velocity require- 
ments at intercept. These factors are the maximum 
relative range, gimbal limiting, closing velocity 
maneuver capability, and maximum time-of-flight.  The 
maximum of the velocities associated with these factors 
is the required intercept velocity. From the intercept 
velocity, the missile distance and time-of-flight can 
be determined. The time-of-flight, along with the threat 
velocity, are then used to obtain the threat distance. 
Knowing the distance the target will travel and the 
missile distance, as shown in Figure 8, the maximum 
range can be determined using the following equation: 

Dm2 - [DS sin ( T )] 2 .  .  1/2 
Rmax ■ Ds cos (T ) +  ~ 

(18) 

where Ds is the threat distance, T is the aspect angle 
and Dm is the missile distance.  If the quantity 
[Ds sin {TJJ 2 is greater than Dm2, a launch opportunity 

does not exist. This technique requires about 1000 
sixteen bit words for one missile and approximately 
180,000 equivalent add operations per second to perform 
the calculations and present the resulting missile 
capability to the pilot at the necessary update rate. 
For four missiles, the average required computer memory 
is 750 sixteen bit words per missile. 

The Fast Airborne Simulation (FAS) approach to an 
airborne computer estimation of missile capability uses 
current radar data on the target and own ship data as 
inputs to rapidly estimate launch opportunities on the 
basis of hit or miss results from the missile simulation. 
The inherent problem associated with this solution is 
one of computational time within the v.ime-sharing 
environment of the airborne fire control computer.  The 
time lag between processing data and presenting a cue 
to the pilot must be kept short or else the dynamic 
nature of the air combat environment will radically 
alter the state of the affairs and the cues will be 
unreliable. 
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Four basic assumptions are made to simplify the 
missile simulation.  First, the effect of gravity is 
neglected.  This divorces the simulation from an 
earth-referenced coordinate system.  The coordinate 
system used is the instantaneous radar coordinate 
system in which the initial target data and own ship data 
are defined.  Consequently, the simulation uses no 
axes transformations on trigonometric functions. 
Second, the angle of attack is neglected.  Thus, the 
missile body axis and the missile velocity vector are 
assumed coincident.  Third, the responses of the major 
missile subsystem and the aerodynamic response of the 
missile can be approximated by linear first order 
differential equations.  Fourth, all kinematical 
quantities can be treated as constants during an 
integration time step.  Thus, all differential equations 
are assumed to have both constant inputs and fixed time 
constants during an integration time step. 

To start the computational process, the following 
variables at the tjjne pf  missile launch (T = 0) must 
be initialized: PT, VT, PM, VM, "ü, WS, WF, AN, MM. 
All the vectors must be defined in a common right-handed 
orthogonal basis.  This basis will then be the working 
basis for the computations.  It is immaterial what basis 
is used so long as it remains fixed during the computations, 
When a vector quantity, say T7M, appears without the arrow 
as a vector designator; i.e., as VM, the magnitude of 
the vector is implied. 

At its computational cycle rate, an airborne computer 
provides a kinematic description of the supposedly 
current state of affairs of the air combat engagement; 
i.e., the position, velocity, and acceleration vectors 
of the target and the velocity and acceleration vectors 
of the launch aircraft, all in the radar coordination 
system.  The position vector of the launch aircraft in 
the ra'dar coordinate system is the zero vector; however, 
altitude of the launch aircraft is available. 

. 

To predict the position of  the  launch aircraft,   it 
is assumed  that the acceleration,  AF,   is a turning 
acceleration.     The associated  turning rate,T7P,   is given 
by: 

^JF     =      (VF  X A^/VF (19) 
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where VF is the current velocity of the launch.aircraft. The 
position vector of the launch aircraft 2 seconds 
ahead, which is the initial position of the missile 
PM, is given by a truncated Taylor series as: 

^  ^   -^   —  4 ^  -^ 
PM » PF + 2VF + 2AF + I (WF X AF) (20) 

The velocity of the launch aircraft 2 seconds ahead, 
which is the initial velocity of the missile, VM, is 
also given by a truncated Taylor series as: 

^M « VF + 2AF + 2(WF X AF) (21) 

The position and velocity vectors of the target are 
predicted ahead, assuming that the target acceleration, 
AT, is a turning acceleration. The turning rate of the 
target, TJT, is given by: 

tfr « (^T X Xft/VT2 (22) 

where VT is the current velocity of the target. 

Although assumed zero in predicting the position and 
velocity vectors of the target at missile launch,  the 
tangential component of the target acceleration, ATT, 
is used to update  the target trajectory during missile 
flight.    Both ATT,  given by: 

ATT -   (VT   '.   AT)/VT (23) 

and WT are assumed constant in the process of updating 
the target trajectory. 

The predicted position and velocity vectors of the target 
at missile launch are given by truncated Taylor series 
in the form of replacement equations; i.e., the same 
variable appears on both sides of the equal sign with 
the old value of the variable on the right and the new 
value on the left.  The predicted position of the target 
is: 
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^T = PT + 2VT + 2AT + £ ^T X AT (24) 
3 

and the predicted velocity of the target is: 

VT = VT + 27ff + 2TJT X AT (25) 

where, again, the prediction is done 2 seconds ahead. 
Clearly, in all of these prediction equations, the 
coefficients would change if the prediction time were 
varied from 2 seconds. 

With the conditions at launch predicted, a check is ! 
made to see if missile gimbal angle limitations are 
exceeded.  If the limits are exceeded, a miss is declared. 
The relative range vector at launch is: 

f = ^T - ^5 (26) 

measured from the missile to the target. The off-boresight. 
angle (X) measured from the missile velocity vector is: 

ARCCOS(VM/VM • t/R) (27) 

If X is equal to or greater than the gimbal limits, a 
miss is immediately declared. 

The computations, as detailed here, are performed 
cyclically until the criteria of either a hit or a miss 
is satisfied at which point the result is declared as 
a cue to the pilot, the simulation is terminated, and 
new kinematical data from the air combat is processed* 

The current altitude of the launch aircraft is used 
to compute the physical properties of air required in 
the simulation; i.e., the air density and the speed of 
sound. 

The relative range vector, R, from the missile to the 
target is given by: 

T « ^T - PM (28) 
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and the velocity of the target relative to the missile, 
Vm, is also given by: 

^TB = ^T - VR (29) 

From these two vectors, the range rate, RDT, a scalar, 
is computed as: 

RDT = ("R : ^TM)/R (30) 

and the line-of-sight rate, LOSR, is obtained as: 

^ 
LOSR = (R* X VTM)/R2 (31) 

A test is provided at this point to adjust the computational 
time step and reduce its size as the missile approaches 
the target. This ensures a finer computation of miss 
distance at intercept. The test criteria is: 

DTEST = 

2   |ROT| 
(32) 

; 

if  DTEST < DT,   then  DT = Max.    (DTEST,   0.005). 
smallest possible  time step is  0.005  second. 

Thus, the 

As the program goes through a computational cycle, 
a series of tests are conducted to determine whether or 
not a hit is possible. These tests involve the line-of- 
sight rate, gimbal angle limits, closing speed, range-to- 
arm, missile guidance, and miss distance.  These tests 
are conducted on the basis of criteria stored in the 
program as missile parameters. 

The missile seeker system measures the line-of-sight 
rate. However, the seeker is assumed to respond as a 
linear first order system and the output of the seeker 
is obtained from the differential equation: 

LOSR = TAUS (dWS/dT) + "WS (33) 
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where TAUS is the time constant of the seeker.  If we 
assume that the line-of-sight rate is constant over 
the computational time step, we can represent the 
solution to this differential equation by a replacement 
equation which updates the seeker rate each computational 
time step given by: 

vs  = e"DT/TAÜS WS + (1 - e -DT/TAUS) 1335    (34) 

The total commanded acceleration to the missile is 
the vector sum of an acceleration proportional to the 
seeker measurement of the line-of-sight rate and an 
acceleration proportional to the off-boresight angle. 
However, physical constraints limit the commanded 
acceleration to a certain magnitude. 

The missile responds to the total commanded 
acceleration as an input signed. The aerodynamic response 
of the missile is obtained as the solution to a linear 
first order differential equation with the normal 
acceTeration as the dependent variable shown in the 
following equation, 

AC = TAUA (dAN/dT) + AN (35) 

where AC is the commanded acceleration vector, TAUA^ is 
the aerodynamic time constant of the airframe and AN 
is the normal acceleration vector.  The time constant 
is a function of mach number, altitude, and time.  Again, 
assuming AC and TAUA are both constant over the computa- 
tional time step, the solution to the differential 
equation is given in the form of a replacement equation 
for Iß as: 

I3j = e-DT/TAUA Jfi + (1 . e-DT/TAUA) ^       (36) 

The missile has an acceleration along its velocity vector 
due to thrust and drag. This acceleration is given by 
the equation: 

F = (TH/MM) - (QS/MM) CDO - (MM-AN2)/QS-CDL     (37) 

where TH is the thrust of the motor, MM is the missile 
mass, QS is the dynamic pressure times a characteristic 
area, CDO is the zero-lift drag coefficient, and CDL is 
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the zero-induced drag coefficient. Both CDO and CDL 
are a function of the mach number» and thrust and mass 
are a function of the time-of-flight of the missile. 

The missile acceleration vector, AM, is given by 
the vector sum: 

AM « AN + F ("^M/VM) (38) 

With this acceleration and the missile velocity, the 
position vector of the missile is updated in the 
computational time step, DT, by the replacement equation; 

l»M » PM + DT • \ffi! + DT2 • m/l (39) 

The missile velocity vector is updated in the 
computational time step, DT, in a slightly different 
fashion. An intermediate velocity vector, VMI. is first 
computed as: 

VMI = VM + DT • AM (40) 

Then, the missile velocity vector is updated by the 
equation: 

VM = (VMI • VM/VM) • (VMI/VMI) (41) 

The reason for this procedure is  to reduce the effect 
of both large normal accelerations and large computational 
time steps.    A situation where the normal acceleration 
does not just turn the velocity vector,  but also causes 
a change in its magnitude. 

With the values of ATT and WT determined during the 
initialization of the simulation,  the acceleration of 
the target is computed as: 

AT =   (ATT   •   VT/VT)   +   (WT X VT) (42) 

The position vector of the target is updated by 
the equation: 
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PT  = PT  + DT   • "VT  +  DT2   •   AT/2 (43) 

and the velocity vector of the target is updated by the 
equation: 

VT = VT  +  DT   -AT (44) 

Finally, the value of time, T, is updated by the 
equation: 

T + DT (45) 

and the cycle is complete.    A new computational cycle 
begins with the newly computed values of T,   PT,   PM,  and 
VM.    The tests are made for a hit or miss and a cue given 
to the pilot if either are satisfied;  otherwise,   the 
computational cycle is completed again.     Ultimately, a 
hit or miss will be declared. 

This technique requires about 2000  sixteen-bit 
words for one missile and approximately 250,000 equivalent 
add operations per second to perform the appropriate 
calculations and present the update cues to the pilot. 
For four missiles,   the average required computer memory is 
1000 sixteen-bit words per missile. 

Based upon a recent ASD/ENAS study,   the recommended 
technique  for missile  fire control  is the intercept 
triangle because of accuracy and less computational time 
required.     The study revealed that the accuracy of the 
empirical  solution was on the order of 75 per cent, 
whereas  the deterministic was between 85-90 per cent 
probability of giving  the correct missile capability to 
the pilot. 

Other areas which need future improvement include:   (1) 
systems, engineering to provide present and  future program 
offices with assistance  in areas  such as  software develop- 
ment,   hardware  integration/interface associated with 
designing avionics  systems/subsystems;    (2)   non-target data 
zones  -  to find out  if   there  is any cost effective means 
to launch air-to-air missile effectively without radar 
lock-on;   (3)   no-escape  zones for certain profiles,   it is 
possible  for  the  target  to execute optimum maneuvers and 
escape  the missile  intercept in  the end-game geometry.     It 
may be desirable   to display to the pilot a   launch  range such 
that the  target would  be unable  to evade  the missile after 
launch;    (4)   lethality  boundaries  -  even   though maximum and 
minimum ranges are displayed to  the pilot,   he has no idea 
how lethal the range  is.     It might be desirable  to inform 
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the pilot of the probability of intercepting the target 
for a given launch encounter. 
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ABSTRACT 

A fire control technique which predicts and displays a missile's 
maximum off-boresight capability is analyzed by simulation.   The fire 
control computer considers such factors as the target's acceleration 
and range and the missile's performance.   The philosophy of this approach 
is to reduce both the hardware and on-line computational requirements 
while incorporating pilot judgment as part of the solution to the fire 
control problem. 

To test the system's performance, both the target and attacking 
aircraft have been modeled In three dimensions and programmed for an 
EAI 8400 computer.   Two flight stations are provided which contain con- 
trol sticks for pitch and roll; the attacker's station is equipped with 
a firing trigger for launching air-to-air missiles.    Both pilots observe 
their relative positions and accelerations as well as the in-flight 
missile on the face of a large cathode ray tube.   The display is similar 
to that which would be observed by the attacking pilot through his heads- 
up display during actual combat. 

In one implementation, the maximum lag angle Is estimated using a 
first-order Taylor series expansion about one of 32 selected nominal 
points within the envelope.    The range limit is predicted using time-of- 
flight estimates.   The feasibility of this concept Is tested, and it is 
concluded that the maximum off-boresight angle and the maximum range 
boundary can be satisfactorily predicted using the described technique 
and that reasonably small on-board digital storage and computational 
capabilities are required for implementation. 
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PART I 

INTRODUCTION 

I 

I 

■■■ 

The highly dynamic environment of air-to-air combat places a 
substantial workload on an attacking pilot when his primary weapon is 
an air-to-air missile.    When firing under visual contact, it has been 
found that pilot generated solutions to the fire control problem (i.e. 
rules of thumb) have not been sufficiently accurate.    However, a com- 
plete solution by a fire control computer which does not rely to some 
extent upon pilot judgment may be undesirable.    The objective of this 
paper is to develop and analyze a fire control technique which relies 
on pilot judgment and which requires a minimum amount of onboard comp- 
utation. 

In particular, this study considers the problems of pursuit and 
weapon delivery when the target aircraft can be maintained within 
visual contact.    Furthermore, two types of attacks are considered when 
the pursuer is initially located in the target's rear hemisphere.    The 
first, when both aircraft are at nearly co-speed and performing ACM. 
The second, when the pursuer has a speed advantage and is performing a 
slashing type of attack.    In the latter case the attacking pilot is 
faced with a time problem in that he must prevent overshooting the 
target before a firing opportunity occurs. 

The approach of this paper is to first develop a pursuit steering 
law which is effective from the initial conditions of the encounter, 
and which results in a missile firing opportunity.    Moreover, mechan- 
ization of the steering law provides:    (1) an opportunity for off- 
boresight seeker lock on, and (2) an indication of the bounds of the 
missile's capability so that the first missile can be fired in nearly 
minimum time.    The concept of capture regions is employed to determine 
the missile's maximum off-boresight capability.    This information can 
then be incorporated in a helmet-mounted display or HUD. 

To demonstrate the proposed technique, a computer generated, real 
time, combat simulation lias been mechanized, Ref (1). This simulation 
provides the attacking pilot with the proper controls and visual cues 
for following the proposed steering law, achieving seeker-lock-on, und 
firing the missile(s). The target pilot is provided with controls and 
visual cues by which he can perform evasive maneuvers. 

ANALYSIS OF THE FIRE CONTROL PROBLEM 

In the literature one finds a number of steering laws which will 
effect an intercept, Refs (2), (3). These include proportional, pure 
pursuit, lead or lag pursuit, and those techniques applied by fighter 
pilots when engaged in intercept missions.    The latter types are 
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comonly found in the radar aided, missile firing, intercepts as per- 
formed by modem fighter aircraft.    Here the missile's capability is 
usually displayed as a steering circle on the radar scope.    The pilot 
then attempts to satisfy the firing envelope by steering his inter- 
ceptor so as to null the indicated error.*   The approach taken in this 
paper is similar to the technique described above in that an error is 
presented to the pilot which he then attempts to null.    However, there 
are basic differences between the two approaches.    In the method 
proposed in this paper the steering error is observed on a HUD and, 
in addition, the fire control solution remains valid during hard 
maneuvering combat. 

MISSILE PERFORMANCE 

Missile capability is typically presented in the form of launch 
envelopes as shown in Figs.   1 and 2 (these plots are normally computed 
when the missile is launched from a pure pursuit course).    A typical 
characteristic of launch envelopes is that they shift toward the out- 
side of the target's turn (see Fig.2).    Hence, an attacker which is 
turning "inside" of the target as a result of boresight tracking may 
be denied launch opportunities as a result of the envelope's position. 

AN OPTIMUM ATTACK GEOMETRY 

In view of the above discussion, a preferred pursuit technique 
may be that shown in Fig. 3.    Here the steering law is that which 
drives the pursuer from some initial position in the target's rear 
hemisphere to a missile firing position within the dashed region. 
This type of pursuit may also be considered optimum in view of: 
(1) pursuit or lead pursuit which requires the attacker to track 
inside the target's turn may result in an "overshoot",  (2) tracking 
too far outside of the target's turn provides an opportunity for the 
evading pilot to "reverse" his turn - this could lead to the situ- 
ation described in item  (1) above, and (3) for the missile design 
considered in this report, multiple firings at a range of S000 to 
6000 feet from within the dashed region appears to produce good 
results. 

Obviously the attacking pilot cannot employ pure pursuit  (or 
boresight the target) steering to achieve the desired firing position. 
As will be shown in the sequel, a variable lag pursuit strategy can 
drive the attacker along a path which terminates in a firing position 

* This procedure is often limited to nonmaneuvering targets. 
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within the dashed region.    Since missile launch envelopes are normally 
based cm a pure pursuit attack, other means of defining the missile's 
capability must be fotmd. 

CAPTURE REGIONS FOR A MISSILE 

One way to determine the performance of an interceptor is via the 
concept of capture regions, Ref (4).     In the present study, the missile's 
capture region is defined by the set of initial target positions for 
which the missile can perform a successful intercept under specified 
flight conditions (see Fig.4).    For the flight condition shown, the 
target would be able to escape the attack if the off-boresight angle. 
ß, were allowed to become larger than its maximum value, ß max Here, 

0        is defined by the boundary of the capture region which is in turn 

a function of the flight condition (i.e. of the target's range, speed, 
altitude, and maneuver, the attack geometry (see Fig.6) and the attacker's 
speed and altitude). 

Often, a discussion of capture regions involves game theory which 
in turn implies that the boundaries of the capture regions result from 
optimal strategies.    For the intercept problem, the missile's strategy 
to attain optimum performance may be a maximum rate turn, a dash, or a 
combination of these maneuvers.    In general, optimal steering requires 
that the missile have complete information as to the target's state 
and maneuver.    In contrast, current missiles are limited in their know- 
ledge of the target's state (the line of sight rate is convenient to 
measure); therefore, proportional guidance has found extensive use. 

In view of the sophistication required to guide in an optimal 
fashion, the method employed in this study is based on the maximum 
off-boresight angle, 0      , for which a hit can be achieved by a missile max 
which uses proportional guidance.    A presentation of the missile's 
maximum capability to the pilot on his HUO allows him to directly esti- 
mate the amount of "turn" required to achieve a firing opportunity. 

Determination of the maximum missile capability becomes a diffi- 
cult task due to the large number of variables required to model both 
the missile and the target.    For the two dimensional encounter depicted 
in Fig.6, 0        is a function of the target's range, speed, altitude and max 
maneuver, the angles a and 6, and the attacking aircraft's speed and 
altitude.    Ref. (1) contains an outline of the procedure used to determine 
0      . max 
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THE PURSUIT UN 

With an indication of missile performance available fro« the fire 
control coHputer,that is «the angle defined by 6  , the question arises 

as to how this information may be used by the attacking pilot. The 
technique proposed in this study is depicted in Fig. 5. Here the 
pursuer's control strategy is similar to that used for a gun attack: 
roll to keep the target aligned in the pitch plane and apply normal 
acceleration (pitch up) until the off-angle to the target, B, becomes 
less than ß a_. Also, as in a gun attack, a tracking period is 

BAA 

required in order to assure that 6 ~ 0. The latter requirement is due 
to the assumptions made in computing <)  . Thus,, in effect, the mis- 

SCIA 

sile is fired as if it were an off-boresight gun.    That is, a sequence 
of steps, as shown ir Fig.Sa-d, is employed which is similar to that 
which would be used for a gun attack. 

The type of display proposed should be compatible with pilot 
training for ACM.    Furthermore, as with a gunsight, the pilot is always 
aware of the magnitude of the heading error that exists and thus can 
judge how much "turn" he must apply in order to satisfy the 
missile's requirements.    How the error is reduced obviously depends 
upon the tactical situation.    Providing the attacker has sufficient 
performance in comparison to the target, he can turn with the evader 
until a firing situation is indicated.    In other situations it may 
be preferred to yo-yo high, yo-yo low, or high speed barrel roll in 
order to achieve more favorable initial conditions from which to start 
applying a control strategy to achieve ß < B       and f tt 0. 

The type of steering used to null errors can take on a variety of 
forms.    The first technique employed in the combat simulation, Ref.(1), 
resembles a minimum time to launch strategy.    This consists of rolling 
to maintain the target in the pitch plane while executing a maximum 
rate turn until 6 < ß This strategy is similar to the optimal 

H3 A 

feedback pursuit law as described by Lynch in Ref.(S). Lynch's solution 
to a three dimensional differential game, when the payoff is time to 
reach the weapon envelope, shows that the pursuer follows the type of 
strategy described above. The second method used in the simulator 
consists of rolling to keep the target in the pitch plane and applying 
sufficient G to reduce the otf-angle ^ at an acceptable rate (the 
large ß obtained from the first strategy may be unacceptable due to 
factors such as a large energy loss). 
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DEVELOPMENT OF THE SIMULATION 

The attacker's view of a typical air-to-aii engagement is shown in 
Fig.5.    The corresponding flight paths are depicted in Fig.7.    The 
objective of the simulation is to provide the attacking pilot with a 
view similar to that shown in Fig. S,and thereby provide a means of 
testing the proposed solution to the fire control problem.    Since it 
would be unfair to deny the target pilot visual information as to the 
attackers position, the evader was given access to the attacker's view 
of the encounter (this would provide the worst case for the attacker 
since the evader is constantly aware of any missile firing opportun- 
ities). 

The simulation was mechanized on the EAI 8400 hybrid computer 
located in the Engineering Flight Simulation Branch of the Air Force 
Flight Dynamics Laboratory.    The computer is used to determine the 
positions of the attacking and target aircraft, to simulate the sight 
display, and to calculate the missile trajectory. 

Two flight stations are provided for the attacking and evading 
pilots.     Both stations contain control sticks for pitch and roll; the 
pursuer's station also provides a firing trigger for launching air-to- 
air missiles.    A block diagram of the hybrid simulation is shown in 
Fig.8.    The attacker's view of an encounter at a particular time point 
(see Fig. 7) as observed on the cathode ray tube (CRT) in the simulator 
is depicted in Fig. 9.    In this figure the CRT coordinate system trans- 
lates with the pursuer while maintaining a local level orientation 
(CRT system does not roll with the pursuer), see Fig. 10.    This type of 
mechanization gives both pilots a horizon reference. 

The target is simulated as an inverted T which represents the 
wings and vertical stabilizer.    Coordinated flight is assumed; thus, 
the attacker can anticipate the evader's turns by noting the direction 
of his vertical stabilizer. 

For the pursuer's reference, boresight is displayed as a cross 
centered in the lower half of the CRT (see Fig. 9). 

To add realism and, in addition, to provide the target pilot with 
an opportunity to carry out evasive maneuvers, the missile is also 
displayed on the CRT (the view on the CRT is similar to that experi- 
enced by the attacking pilot while tracking the rocket motor of an 
air-to-air missile).    A scope read out provides information on the 
missile's flight status, such as:    velocity, range to the target, time, 
normal acceleration, line of sight rate, the seeker gimbal angles, and 
the miss distance. 

The fire control solution, which is represented by &     «is dis- 

played on the CRT as a chevron (see Fig.9).    The location of the 
chevron is determined by the attacker's roll angle and by 6      .    Hence 
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it serves two purposes by representing the attacker's wings and by 
indicating the missile's capability (the distance from boresight is 
proportional to  £}      ). Since  ß    „ is a function of both the flight ' max max 
condition and attack geometry, the chevron can be observed to depress 
(as would a depressed reticle gunsight) and roll as the ACM progresses. 
In addition, 'the missile's seeker was assumed to be slaved to the 
vertex of the chevron. Thus, in order to achieve off-boresight seeker 
lock-on,  the vertex must be superimposed over the target for a short 
period of time. To provide flexibility in achieving seeker lock-on, 
the chevron can be "trimmed" in the attacker's pitch plane. This mode 
is used when the target off-angle, ß, is observed to be less than   ß 
at the beginning of an attack. Bax 

A detailed description of both the aircraft and missile models may 
be found in Ref.(1). 

SIMULATION RESULTS 

Simulations of air-to-air encounters have been conducted with the 
following objectives in mind: 

(1) Does the solution to the fire control problem, as given by 
a       , accurately represent the missile's performance over a wide range 

of flight conditions? 
(2) What are the characteristics of the pursuit trajectories when 

steering is carried out using those techniques described in the previous 
section  (the objective in this phase is to test the system against a 
programmed target, that is, a target flying straight and level or 
performing constant G turns}? 

(3) Does the system perform adequately in a "no holds barred" 
dogfight? 

The tests required to adequately answer the first and third objec- 
tives have not been completed as of the date of this manuscript. How- 
ever, it appears that for those flight conditions investigated, the 
system adequately predicts the missile's performance capability- 
about 95% of the firings have resulted in hits. Complete results will 
be available in Ref. (1) and from follow on studies. 

Typical behavior of the attacker when pursuing a target which is 
turning at a constant rate is depicted in Fig. 11. Here the attacker 
starts out at the target's six o'clock position at a range of 5000 feet 
and then allows him to turn until/3>ß. The pursuit, starting at 

about the  15 second point, consists of a 4 G turn until the attacking 
pilot is assured that ßiß _  • A reduction in the attacker's G allows him r   ^nax 

■ 
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to lock the seeker and track for a short time to satisfy the 6 & 0 
criterion.    The point at which the missile was fired is indicated on 
the trajectory in Fig. 11.    Note that the lag pursuit employed by the 
attacker results in a pursuit path that closely follows the target's 
trajectory.    The desirability of this type of attack was discussed 
previously. 

An attack similar to the one discussed above is depicted in Fig. 
12.    Here the target is maintaining a constant 5 G horizontal turn. 
The pursuit strategy was to apply sufficient G so as to assure that 
ß < ß ■ax However, a steady tracking situation was not achieved and 

the missile was fired when B < B max Even though a hit was achieved, 

this type of "snap shooting" is not recommended. 

A second attack against a target which is performing a constant 
S G horizontal turn is shown in Fig. 13.    Here, the attack starts at 
the six o'clock position with the pursuer reaching maximum G about 
five seconds after the target initiates the 5 G turn.    Note that in 
contrast to the trajectories in Fig. 11, the attacker turns "inside" 
of the target's track.    This characteristic is due to both the 
initial conditions for the encounter and the fact that the missile 
has limited off-boresight capability against a 5 G target  (see Ref. 
1).      Therefore, when tracking under the conditions shown in Fig. 13» 
the chevron was depressed almost to boresight; hence, compliance with 
the indicated missile capability requires nearly a pure pursuit type 
of attack.     Increasing the missile's off-boresight capability would 
allow an increase in the off-boresight tracking capability.    In this 
situation, the trajectories should resemble those in Fig.11. 

A 3-D encounter of approximately 30 seconds in duration is shown 
in Fig. 14.    Due to the nature of the aircraft models used in the simu- 
lation, and since pilot G tolerances are not a factor, both aircraft 
can maintain high turn rates for prolonged periods of time (they can 
also roll while sustaining high G flight).    Hence, as illustrated in 
the G profiles in Fig. 15, the target uses this capability to generate 
large off-angles and thereby escape the missile's capture region.    A 
reduction in the attacker's G which is evident in Fig. 15 is due to the 
encounter geometry which allowed the attacker to "let up", lock the 
seeker, then track and fire. 

Several factors pertaining to ACM became very apparent during 
the simulation runs.    The first is that it becomes increasingly diffi- 
cult to boresight a target which is turning at high rates.    For targets 
turning with a normal acceleration in the 3-4 G range, the attack can be 
made by turning at 4.5 to 5 G's,  this reduces the off-angle at an 
acceptable rate and eventually drives the target into the missile's 
capture region.    However, for targets operating abuve 5 G's, the attacker 

li: 
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■ust increase his load factor into the range where either pilot toler- 
ance becomes a limit or excessive energy is being expended to sustain 
the high turn rates.    This discussion assumes, of course, that other 
■eans such as yo-yo's, etc., are not used to improve the attack geome- 
try.    Not only is the attacker forced into the higher G range, but the 
time required to, say, boresight a target may increase because the mis- 
alignment between the attacker's and target's velocity vectors is 
likely to increase as G increases (Ref. 1). 

Relating (hese observations to the capability of the missile which 
is currently modeled in the simulation  (see Ref. 1), one finds that 
a 5 G target at a range of about SüOO feet must be nearly boresighted 
in order to achieve a firing «opportunity.     In constrast, the missile 
may be fired at 3 G targets up to 30 degrees off-boresight.    Simulation 
runs using this missile have shown that it is relatively easy for the 
attacker to convert large off-angles to a firing opportunity when G. & 3. 

Hence, increasing the missile's performance should substantially reduce 
the time required to convert a large off-angle situation to a firing 
opportunity in a high G environment. 

CONCLUSIONS 

The approach taken to solve the fire control problem for launching 
air-to-air missiles is that of displaying the boundary of the missile's 
capture region as observed in the attacker's pitch plane.    It appears 
that this information can be presented to the pilot using a helmet 
mounted display or a HUD with an extended field of view to accommodate 
the large off-boresight angles.    The pursuit strategy to be employed 
when using the display resembles that for a gun attack and, therefore, 
should be compatible with current methods for pilot training.    The 
proposed steering law is uncomplicated and consists of rolling to keep 
the target in the pitch plane and turning to reduce the off angle until 
the target is imbedded in the missile's capture region. 

Results from the simulation show that there arc a number of advan- 
tages in displaying the boundary of the capture region, these include: 

(1) Constant pilot awareness of the missile's capability allows 
him to judge how much "turn" must be achieved in order to reach a 
firing position, 

(2) missile off-boresight capability permits a firing opportunity 
in nearly minimum time, and 

(3) steering via the capture region boundary results in a vari- 
able lag type of pursuit which may alleviate the "overshoot" problem 
when attacking from short ranges. 
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The problem of determining a function, in terms of the system 
variables such as range, target acceleration, etc., which describes 
the boundary of the capture region has not been completely solved. 
The results described in this paper are for constant altitude attacks 
against targets flying at a constant speed.    A follow on study will 
extend the simulations capability by incorporating more realistic 
aircraft and missile models and by improving the solution for the 
missile's maximum off-boresight capability. 

In addition to an on-line application, the display of capture 
regions in a manned simulation may prove to be beneficial in conducting 
aircraft-missile performance trade-off studies.    Also, pilot training 
programs m?y be enhanced by displaying the boundary of the capture 
region on the HUD in a combat simulator.    One particular aspect of 
training where such an approach may be beneficial is that of reinforcing 
cockpit discipline.    For example, a sequence of steps such as:    (1) 
prepare the missile for launch,  (2) lock the seeker, and (3) determine 
when a firing opportunity exists, must be carried out without omissions 
if a hit is to be achieved.    Hence, simulators which display such infor- 
mation as the boundary of the capture region may very well enhance a 
training program for combat pilots. 

• 
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Fig. 5   Attacker's View of a Typical Encounter 
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Fig. 11 Simulated Attack: Target in a 3G Horizontal Turn 
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PART II 

INTRODUCTION 

The conclusions of Part I note that a follow-on study In this same 
area Is being conducted. It Is the purpose of this part of the paper to 
summarize the research efforts of Green and Bergeman Ref (1), as they ex- 
tended the work of Haas and Puckett, Ref (2). 

There are three main areas of Interest. First, the missile model 
and engagement model are expanded to better reflect possible launch situ- 
ations. Second, the B..,, prediction algorithm Is revised to cover a max 
larger set of launch conditions and the data base for the algorithm Is ex- 
panded. Finally, the results of Implementing the updated models and ex- 
panded prediction capabilities are presented. 

MISSILE AND ENGAGEMENT MODEL EXPANSION 

The missile trajectory analysis was expanded to the three-dimensional 
situation In order to Include target out-of-plane effects on the missile's 
performance. The proportional navigation guidance system was also modeled 
In three dimensions. The speed and atmospheric density were modeled as 
functions of altitude, and the lift, drag, and maximum G's were made 
functions of missile Mach No. as shown In Figures 1, 2, 3, and 4. The 
propulsion system was modeled as a drag free boost followed by coast at 
constant mass until the missile slows to the speed of the target. 

■ 

It was assumed that seven variables are measurable from the attacking 
aircraft: the range (R), the range rate (R), the velocity of the attacking 
aircraft (VA), the G loading of the attacking aircraft (6A), the off- 

boreslght of angle (B), the time rate-of-change of B (B), and the attacker's 
altitude (h). By assuming (1) thft the velocity of the attacker and evader 
are In parallel planes, (2) that B Is zero, and (3) that the altitudes of 
the attacker and evader are the same; the velocity of the evading aircraft 
(Vc), the G loading of the evading aircraft (G.), and the angle between the 

attacker's velocity and the evader's velocity (AY) can be calculated. These 
target parameters can then be used to compute trajectories and calculate the 
miss distances associated with missile launches. 

The method used to provide an estimate of ß  through the heads-up 

display was basically that of using a first-order Taylor series expansion 
about various points In the operational environment. The primary measurable 
variables (relative to the attacker) are range (R), range rate (R) attacker 
velocity (VA) attacker G loading (GA), and altitude (h); and Table 1 shows 

the nominal values chosen to represent the rear hemisphere engagement. 

Combining the two values of 5 variables yields 32 nominal points to 
expand about. Table 1 also shows the variable ranges and the perturbation 
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Increments.    In keeping with the Taylor series philosophy, each of the 
primary variables was varied over the given range while the others were 
held constant, resulting In 1376 data points. 

Considering the useful range of ß to be + 0.9 radians, the target 
parameters Ay, V^, and Gr were computed for each of the 1376 data points, 

Incrementing by 0.1 radians within the useful range.    This resulted In 
approximately 19,000 sets of target parameters. 

Finally, the maximum off-boreslght angle (B ) was determined by 

simulating missile trajectories for the 19,000 engagement configurations 
and searching for the maximum lag angle for which the miss distance was 
less than 10 feet.   This resulted In a value of 8m for each of the data 
points. m 

To estimate the series coefficients, each set of data of ß„ verses m 
one of the primary variables was approximated using a first order least 
square fit. Figure 5 Is an example of the form of the data and also shows 
the linear fit. The slope of the line Is the partial derivative desired 
for the series expansion. There were, of course, some points at which 
because of range limitations the missile could not hit the target, and 
there the partlals did not exist. 

The fire control solution was Implemented using 32 first order merles 
expansions each of which had the five partlals and the constant value 0 

o 
The estimate for B  was purposely made conservative to account for un- 

o 
modeled perturbations. The fire control system then utilized the stored 
expansions by taking the actual range, range rate, attacker velocity, 
attacker "G", and altitude and entering the matrix at the closest of the 
32 nominal points. The difference between the actual variable values and 
the nominal variable values were used to predict ß for the situation. 

Since It was possible to get ß values where the missile could not 

hit the target due to range limitations, an added set of calculations was 
performed by the fire control system. The estimated quantities: 

2V. + 1790 + 575 (l-r"^3000) + R 
Average Missile Velocity * V   «  *  

* 2/ 
Apparent Range » R   = 1 + GA/60 
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'h/3000, Missile G loading - ^ « {5.47 - 2.67 (1 - r     ,,uuu)} 6A 

Max T1me-of-F11ght « t^ « 
.00007V2 n r

h/m0 + 4478G' avg  m 
v2       -h/3000 

avg 

* 
D 

Time-to-Intercept • t. ■ n n « 
c  vavg " VA " K 

were calculated as shown above. The coefficients were obtained by repeated 
simulations of the missile within the allowable launch region and then 
adjusting the coefficients until a reasonable relationship was obtained. 
The fire control system evaluated the above quantities and required that 
t be less than t for the launch to be possible. Figure 5 shows the 

effect of the tlme-of-flight limits on certain nominal points. 

The utilization of this fire control technique is as follows: first, 
the computer evaluates the ratio of t to tm. If the ratio Is greater 

than one, the displayed chevron flashes to Indicate that the target Is out 
of the envelope. When the ratio Is less than one, the computer enters the 
Taylor series expansion and generates a value for &m Is displayed. The 

cycle Is repeated at high speed until the missile is fired. 

SIMULATION AND RESULTS f   

I The attacking and evading vehicles, the missile and the fire control 
system were all simulated In real time on the EAI 8400/231R hybrid com- 
puter at the Air Force Flight Dynamics Laboratory. The evading pilot and 
the attacking pilot were both given CRT displays of the situation as shown 
on Figure 7. The attacking pilot could launch a missile at any time by 
depressing a trigger device at his station. The fire control display was 
cycled every 35 milliseconds. 

A total of 206 simulated missile firings were accomplished, and they 
were evenly spread over the Initial conditions shown In Table 2. During 
the engagements, normal accelerations up to six G s for the attacker and 
up to eight G's for the evader were noted. Sixty-six missiles were 
Intentionally fired with a "NO-GO" Indication (either ß * ^ sr te > tmJ, 

none were fired In situations that the attacking pilot considered to be 
obvious miss situations. The remaining 140 firings were made with a "GO" 
Indication but near the range and angular boundaries of the capture region. 
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Of the 66 missiles fired with a "NO-GO" Indicator, 25 broke lock prior 
to blind-range and missed by more than thirty five feet. 

Figures 8 and 9 show the miss distance frequency distribution for the 
missile fired In a "GO" situation. The grouping Indicates that further 
consideration needs to be given to the minimum range restrictions since 
as the time of flight goes down, the misses seem to get larger. Table 3 
shows the cummulatlve percentages for all the launches with a categorical 
breakdown. 

In summary, the analysis and simulations have Indicated that the 
maximum permissible lab angle, ß|n, along with a usable "In-range" Indica- 

tion, can be satisfactorily predicted using parameters measurable from 
the attacking aircraft. 

Further, pilot's who have flown the simulation have Indicated that 
this type of fire control system would be an aid to the attacking pilot 
even If his weapon system were restricted to boresight acquisition or 
launch, since there Is some correlation between the magnitude of B   and 
the potential of the missile to successfully manuver against the target. 

Finally, the algorithm is relatively simple and has the capability of 
being implemented In an on board digital fire control computer since the 
computational requirements are not extensive. 
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TABLE  U 

Parameter Combinations Used 
in Simulated Missile Launches 

1  altitude 
1   <*t) 

VA 
| (ft/sec) 

VE 
(ft/sec)  | 

!   5,000 1000 1000 

1   5»000 600 600  j 

|   10,000 800 800 

10,00C 1000 1200  j 

15,000 1000 1000 

j   15,000 1200 1200 

1   25,000 1200 1200  | 

25,000  1 600 700  | 

35,000 1300  | 1300  ! 

35,000 600  j 600  1 
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Preface 

The following study was developed in order to produce a more 

effective alternative to the existing procedures of obtaining the exact 

ephemeris data of spatial bodies (missiles, satellites,  etc.) under 

observation.    The study utilized readily available pollution levels rather 

than classified data because the data represented many different types of 

random signals or waves.    This data represented non-predictable natural 

phenomena and the only bias was inherent in the collecting devices. 

It can be proven that the autoregressive-moving average models 

exhibit the ability to track and predict this data and the method should be 

appropriate when applied to classified data of less abundance. 

This paper satisfies two noeds.    First, to supply linear models to 

help in solving random data sets such as the air and water pollution 

problems described and second, to satisfy a need for a "cook-book" 

approach to modeling complex missile ephemeris data. 

If the reader has data points in sufficient quantity (50 or more, 

preferably more) that they would like to compare with a model using the 

autoregressive-moving average models, contact Capt Thomas S.  Lee, 

SAMSO/MNNI, Norton AFB, CA 92409.   Autovon 876-5977. 
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TIHE SERIES MODBLIKG OF URBAN POLLUTION WIBIS 

by 

Thomas S. Lee. Captain, USAF 
Dr. R. Bethke. Wright Stete University 

INTRODUCTION 

In the study of pollution problems one is often confronted by pollution 

date observed at equispaced times at some geographic location.    Questions arise 

as to the nature of the dynamics of a given pollutant level.   For example, does 

the dynamic behavior of a pollutant level change with time and does it depend 

on geographic location?    Do different pollutants exhibit different dynamic be- 

havior?    Is it possible to predict future pollution levels based on past dynamic 

behavior?    These questions and others can only be answered if the pollution level 

dynamics can be adequately described or modeled. 

The modeling of pollution level dynamics can be done in a variety of ways. 

Perhaps the most simple description is the mean and the variance of the data. 

While simple, this description is far from complete.   The most complete model 

of a pollutant level would be its description as a function of all the pollution 

generation and transmission variables which effect it.   While complete, this is 

an extremely formidable task.   Another method which is adequately descriptive 

and yet not impossibly difficult will be demonstrated-here, the method of 

autoregressive-moving average time series modeling. 

The use of this time series modeling technique will be demonstrated on 

several 24-hour average air pollutants from Bayonne, New Jersey and several 

hourly water quality measures from the Great Miami River in Dayton, Ohio. 

NOISL 

Autoregressive-moving average time series models view the observed levels 

of a pollutant about its mean value as the output of a linear system.    The input 

to the system is assumed to be normally distributed, uncorrelated random variables 

(normal white noise).   The system configuration to be modeled is shown in Figure 1. 

145 



WPIPPPWIBi I -11..I.WI.i.!J!'"H|i.^.|»l.»'ll ■ ■ .'■' , ■ - HQamem    ■       '^''"■-'    ■■J-»tW-W»^."t.''^MWl''.!»»l*-),»»w:W#4-, ■■<>».-'»'»  k   .JTOKKT—»-.■ - --.-    ■ 

*t 't 

1 1  , ' Pollution 
Process to be 

modeled 

t 
1 i 1 

Normal White 
Noise 

Observed pollution 
levels about their 

Figure 1. SYSTEM CONFIGURATION 

The system shown is described by a linear difference equation, the 

autoregressive-moving average model: 

5t-Vt-r—Vt-p"at - 6,a^ ,-...- 0 a. 
'1-t-l q t-q 

«here the s  's are the observed levels of a pollutant about Its mean, the a 's 

are normal white noise, and the $'• and d's are model parameters to be estimated. 

Not« that the model contains only observed values of the system output, in 

this ease the pollution levels about their mean, and no observed values of pos- 

sible system Inputs, such as weather conditions, etc.    The a^s are calcuated 

recursively from the model and the z  's.    This makes this model an especially 

useful tool when the actual system inputs are unknown or very complicated and 

only the output levels are available. 

The fitting of the model to the observed data involves three basic steps. 

The first is process identification, that is how many z and a terms to use in 

the model.    The second step is estimation of the ^ and 6 parameters to best make 

the identified model fit the data.    The last step is diagnostic checking of the 

fitted model to detect any shortcomings. 

PROCESS IDENTIFICATION 

Identification of the appropriate autoregressive-moving average model is 

accomplished by computation and inspection of the data autocorrelation 
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(noroallzed autocovarlance) and partial autocorrelation functions. Figure 2 

■hows thess functions conputsd for hourly river pH data. 

H 

5 

i  i  i  i  r^ ^_ i  i 
i» S g g» *:v'iV<*'_J 

PIGÜRE 2. pH AUTOCORBELATZON AND PARTIAL AÜTOCORREIATION FUNCTIONS 

Inspection of Flgurs 2 shows the autocorrelation function oscillates and 

decays while the partial autocorrelation truncates after two lags. A decaying 

autocorrelation indicates an autoregressive model is required to fit the data. 

An autoregressive (AR) model of order p has the form 

«t" Vt-i + Vt-2 + - + Vt-p + 't 

where the present pollution level z depends on the previous p pollution levels 
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and the present Input a . Truncation of the partial autocorrelation function 

after two lags Indicates the required AR model is of order two 

Zt " *lVl + Vc-2 + at 

Decay of the partial autocorrelation and truncation of the autocorrelation 

after q lags would indicate a moving average (MA) model of order q. 

Zt " Ät " Vt-l " 62dt-2- -  ■ Vt-q 

Here the present pollution level z is a function of the present and the q pre- 

vious system inputs. 

If both the autocorrelation and partial autocorrelation functions exhibit 

truncation and decay the required model is autoregressive-moving average (ARMA) 

«^ " ^i*^ i "♦• ••• + ♦ 2^  + a^ - 6,a t   1 t-1        p t-p   t 
•« .. ■" • • • *• 0 a 
1 t-1        q t-q 

Autocorrelation functions not only help identify the required model but 

give insight into the amount of "memory" in the data. Figure 3 shows the autocorre- 

lation functions of daily NO and NO- air pollution levels. 

Figure 3 shows the NO autocorrelation decays far more slowly than that of 

NO». This shows that while the present level of NO. is not well correlated to 

levels more than 2 lags (days) previous, NO is. One might say NO "remembers" 

what it was in the past far better than NO.. 

Autocorrelation functions are also useful in detecting and displaying 

periodic components in the data. Data which is strictly periodic will yield 

a periodic autocorrelation function having the same period. The pH autocorre- 

lation in Figure 2 shows periodic behavior having a 24-hour lag period. This 

shows the pH data has a strong daily cycle and that pH levels 24 hours apart 

are very similar. 
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FIGURE 3.  NO AND N02 AUTOCORRELATION 

Figure 4 shows the autocorrelation of river water temperature. Note the 

24-hour lag cycle which is now superimposed on a much lower frequency oscillation. 

This low frequency temperature oscillation is the yearly cycle and it is much 

more evident in temperature than in pH. 
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FIGURE 4.     WATER TEMPERATURE AUTOCORRELATION 

The data to be modeled Is .assumed to be stationary, that is It doesn't 

change Its dynamic character with time. Data containing very low frequencies 

and hence having autocorrelation functions which decay very slowly, may over 

a short time appear to be drifting and nonstatlonary. These very low frequency 

trends are usually removed prior to modeling with a first difference, high pass 

filtering operation on the data. That Is adjacent data points are subtracted 

from each other to form a new data set. 

Figure 5 shows the autocorrelation of the temperature data after It was 

high pass filtered with a firtt difference operation. Note the low frequency 

yearly cycle has been filtered out and now the dally frequency predominates. 
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FIGURE 5.  DIFFERENCED VATER TEMPERATURE AUTOCORREIATION 

PABAMETER ESTIMATIOH 

ParaiMttra for th« identlfUd oodcla are aatimatad using linear or non- 

linear regression, aa called for by the model. Regression Is accomplished by 

minimizing the sum of the aquared errors. Errors (residuals) era the differ- 

ences between actual obaervftd a data and the model estimates £ . For the 

general ARHA case 

t  Tl t-1     Tp t-p 1 t-1      q t-q 
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and the arror at time t Is 

zt * zt • at 

For the air pollution data, stationary and normality considerations were 

«ccomodated by doing a log and a first difference operation on the data. Param- 

eters were then estimated for the Identified models. Examples of the fitted 

models are: 

Nitrogen Dioxide (NC^) 

zt - at-.510at.1..363at.r.124at.3+.016a1:^ 

Nitric Oxide (NO) 

«t ■ v-482vr-285V2--024V3--129v<> 

Examples of fitted water quality models are: 

Dissolved Oxygen 

pH 

st - 1.746«^-.818st_2+at 

it - 1.701«^-.765st-2+at 

DIAGNOSTIC CHECKING 

Diagnostic checking of the fitted model Involves several aspects. Because 

Identification of the model to be used Is not always clear cut, models similar 

to the most likely one may be fit as a check. Residual variance Is compared 

among the models and the minimum variance Indicates the best fit and hence the 

preferred model. 
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Another diagnostic check Is to examine the errors for serial correlation! 

If the model fits well It should extract all the serial Information from the 

data and leave the errors uncorrelated. This can be checked by computing an 

autocorrelation function of the errors and seeing If the values are near zero. 

For example the error autocorrelation values for the Nitric Oxide model 

above are -.0023, .0007, -.0094, -.0048, -.0009,... Note the values are very 

■close to zero and hence Indicate virtually all the Information In the data was 

put Into the model. This good fit was generally found to be the case with the 

models fit to other pollution data. 

I 
PREDICTION 

Once a model has been fit to the data It can be used to predict future 

data values. In this case pollution levels. Figure 6 shows the one day ahead 

predictions for NO using the model above and the actual observed values. 

I 

mmmmmm   PTCcliCtiOn 

— — — Actual 

DAY 

FIGURE 6. ONE DAY AHEAD NITRIC OXIDE (NO) PREDICTIONS 

AND ACTUAL VALUES 
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Note that the predictions track the actual values but do not predict 

perfectly.    The ability to predict future values is determined by two factors; 

how well the model extracts the serial information from-the data (fits), and 

how much serial information is in the data to begin with.    Time series data 

has two components, deterministic information and random noise.   If the data 

is highly random then no matter how well the model fits, it will not predict 

well.   That is, one can predict deterministic trends but not random variations. 

CONCLUSION 

. 

Autoregressive-moving average time series models can be used to sucess- 

fully describe dynamic level behavior of a wide variety of pollutants.    This 

is a fundamental step in the study of pollutant behavior and the causes of it. 

These models offer a compact descriptive format in which to store vast amounts 

of observed data.   In addition the fitted models give insight into the nature 

of the pollutants, the problems they cause, and possible solutions. 

AIR FORCE APPLICATIONS 

Further applications of the technique may be in the areas of:   drone 

guidance and control, terrain following control, navigation system integration 

(doppler and celestial plus pilotage), orbit prediction and detection satellite vs 

missile (determine mass of vehicle in orbit), anti-hunt controls on automatic 

systems with automatic limit adjustments, backtracking foreign missile tra- 

jectory data to obtain exact launch point. 

This procedure was developed in order to arrive at a simpler and more 

time sensitive adaptive technique for expressing random phenomenona exiguously 

in predictive computer programs. 
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DETERMINATION OF  IN-FLIGHT PILOT PARAMETERS USING 
A NEWTON-RAPHSON MINIMIZATION TECHNIQUE 

Daniel  I..   Kugel 
AF Flight  Dynamics   laboratory,   Wright-Patterson AFB,   Ohio 
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Abstract  — This paper describes  the application 
of a modified Newton-Raphson parameter  identification 
program to a post-simulation analysis of a large 
delta-wing aircraft similar to a Concorde super- 
sonic  transport.     Pilot parameters are determined 
by minimizing  the weighted mean square difference 
between the computed model  responses and  the measur- 
ed responses of the total pilot-vehicle system. 
Pilot remnant  Is calculated using a power spectral 
density approach.    These results are compared to 
preslmulatlon analysis results obtained using an 
automated digital  scheme and  to  those which were 
measured by an on-board analog computer.     This study 
Illustrates   the  utility of modern parameter   identi- 
fication techniques  to post-simulation analysis. 

I.     Introduction 

The mathematical modeling of pilot  response  in a 
particular  task is of continuing interest  in  the 
fields of aircraft development  and handling quali- 
ties  evaluation.     A model which can accurately rep- 
resent  a pilot's response Is of great benefit and 
can be used  to  predict pilot  rating and aircraft 
performance.    A modeling effort such as this was 
applied  to a recent study using the Total  In-Fllght 
Simulator   (TIPS)   to  Investigate the  landing approach 
handling qualities of a large delta-wing aircraft. 
[1). 

The  TIPS  is a variable stability  research air- 
craft which permits  the duplication of motion 
effects  in  the cockpit, as well as  visual  and 
instrument cues.     Crosswinds and turbulence can be 
introduced electronically into  the evaluation  task. 
These  signals  are  recorded to provide deterministic 
environmental  disturbances which can be used  later 
in the analysis program.    All aircraft states and 
pilot  response data are also  recorded on a digital 
tape. 

Describing Function Analyzer and  Pitch  Paper Pilot. 

II.     System and Disturb, nee  Models 

The total  pilot-vehicle  system  for  the approach 
and  landing  task of a large  delta-wing aircraft can 
be represented by  Figure 1. 

Aircraft Dynamics 

The longitudinal dynamics of the supersonic trans- 
port were programmed on  the  TIES simulator using 
linearized,   three-degree-of-freedom,   small  perturba- 
tion equations of motion.     For parameter identifica- 
tion purposes  the  longitudinal  responses were simpli- 
fied by using a short  period approximation  to help 
limit  the size of  the overall  model.     This was a 
fairly good approximation since only a  small  section 
of data was being analyzed  at  any one  time  (AC 
seconds) and since approach speed was held relatively 
constant. 

The aircraft short  period  linear equations used in 
this analysis were of  the   form 

x    -    Ax + Bd 

For the short period approximation 

19. a. q] 

where 

fl pitch angle   (rad) 

a angle of  attack   (rad) 

q pitch  rate   (rad/sec) 

The aircraft can be represented by  the   following 
first order   linear differential  equations: 

Prior  to conducting  this  experiment a preslmula- 
tlon analysis  of handling qualities was performed 
using Pitch Paper Pilot   [2].     This analysis  provided 
the  predicted parameters of a pilot  model   for pitch 
control   13].     During the  flight,  an analog computer 
known as  a  Describing Function Analyzer  (DFA) was 
used  to measure  the  Bode response,   (amplitude  and 
phase)  of   the human operator at  each  frequency  com- 
ponent  of  the  input  forcing function.     The predic- 
ted and measured pilot  parameters were  then 
computed.     The  recorded data  for  the  in-flight 
simulation provided a data  base  from which a tech- 
nique could be  developed to extract  pilot model 
parameters   from  flight  test  data records by applica- 
tion of parameter  identification techniques. 

This  paper will  describe  the models of   the air- 
craft,   the   flight   control system,  and  the pilot  used 
in  the post-simulation analysis.     A description of 
the modified  Newton-Raphson parameter  identification 
routine    used  to extract  the pilot  parameters will 
also  be  discussed.     The results will   then be  pre- 
sented and compared with the  results using  the 

(M    + M.)q  +   (M.7.    +   M  )i 

+   <MlZ,s     + MS   ),Sc 
a e 

+   (M.Z     + M  ) gust 

q  +   Z   .   + Z,    .*>     +  Z a a Ae e a gust 

From the above equation   It   can be  seen  that 

B    -     |0,   (M.Z     + M  ),   7.   ]T 

ri a a ,i 

and 

disturbance   vector  - 
gust 

The disturbance used was ;i sum uf five sinusoids 
whose frequency content was equally spaced when 
plotted on a logarithmic axis |41.  The power 
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distribution resembled that of a Dryden spectra for 
an angle of attack gust, ngUSt. of 1.272 degrees, 
whose associated vertical gust, Ug, was 6.0 ft/sec. 
The disturbance had the form 

gust M I    A    sin u t ^     n n n"0 

Figure 2 shows the power distribution of this dis- 
turbance [5], 

and 

-(s  - 2h) 
(s + 2/i) 

K K 
P " 

then  the human operator can be represented by  four 
first order  linear differential equations 

Control   -  Feel   System 

The control system for this analysis duplicated 
that programed on the TIFS [1].    Coupled with  the 
control system was a second order feel system which 
provided control  feel   to  the wheel  and rudder pedals. 
The total contiol-feel system can be modeled by a 
fourth order linear differential equation.     This 
system Is shown in Figure 3.    Combining these  two 
second order systems produces the following transfer 
function: 

a. 

s    + a,s     +  a,s    + a,s + a, 
1 2 3 4 

Using three dunmy states,  this equation can be 
transferred  into  four first order linear differen- 
tial  equPv-lons of the  form 

Ax 

These equations are 

9 + f:q - T: yi 

2 2   ' 
Kui v,   -21, u)  y„  -u 6 

n' 1        n  n 2      n 

(-2/T)y3 + (A/T)«' 

Total  Pitch Tracking Model 

The  total pitch  tracking model  can be  represented 
in the state vector form by 

where 

Ax + Bd 

^   V  Ae2-   *e3'   V  V  V  yy *  > 

and A  is a partitioned matrix of  the  form given In 
Figure  5.    The vectors  B and d are  the same as berore. 

s, tS    -a-f)      -a.rt      -a, ä      + a, •> 
4 e      3 e,      2 e,       1  e, 4 p 2 3 4 

Human Operator 

The model  chosen for  the human operator  is  a 
quasi-linear pilot describing function of the  form 

Yfs)  -  K e 
P P 

[y,   [7] and  [8J. 

(TI.S + X) 

(TLs + 1) 
2fnS 

+   —^ + 1 

where  the  remnant  term  is defined  to be  that  portion 
of the actual pilot's response not accounted   for by 
the linear model. 

The linear describing function, Y_(9), can be 
written in form 

x    •    Ax 

by representing the pure time delay by a first order 
Pad<    approximation.    The block diagram of Figure 4 
represents  the human operator model.    Using the Pad£ 
approximation 

HI.     Newton-Raphson Minimization 

A  linear system can be  represented  by 

x    -    Ax    +    Bd 

and a  set of output expressions 

y    -     Fx + Gu + b 

and 

z    ■    y    +    n 

In the above equations 

x state vector 

y calculated response sector 

7. measured response vector 

d disturbance vector 

b constant bias vector 

n noise vector 

A alrframe/gust correlation vector 

F state transition matrix 

C gust transition vector 

A cost function which Is proportional to the mean 
square error ran be represented by 
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c    i=l       1   '     1   1 

where NM Is the number of samples and Di Is a weight- 
ing matrix for the difference In response [9]. This 
weighing matrix should equal the Inverse of the 
appropriate error covariance matrix [10]. where 

+ (c  - c   )TM:1(C - c  ) o      z o 

Because the aircraft,   feel system,  and control 
system dynamics are known quantities  (programmed on 
the TIPS simulator   [1],  only the parameters of the 
human operator are  identified.    These pilot para- 
meters make up an unknown parameter vector, c, which 
relates to the system states and system responses as 

n noise vector 

c nominal parameter vector 

M,        E (nnT} 

E{(c  - c  )   (c  - c   ) o o 

x(t) 

y(t) 

For this  experiment 

c    -     [1/T  .  T 

f[x(t). c, U(t)l 

g[x(t), c] + n 

7 7 1 
L/  '  n ' p n '  sn n' 'T

J 

I 

The estimate for these parameters can be found by 

c - ARG MIN (J) 

where ARG MIN means the vector c which minimizes the 
cost function J. 

The calculated response vector y can be linear- 
ized with respect to the unknown parameter vector c 
such that 

h       +     7cyi   (c - Co) 
o 

where E is  the expectation operator. This occurs 
provided  the weighting matrices used are equal  to  the 
appropriate  Inverse error covariance matrices.     (The 
above information taken  from [9]). 

IV. Program Operation 

where 

The analysis using  the  Newton-Raphson method   [9] 
was conducted on a Control  Data Cyber-74 computer. 
The  program takes  56,000 words of  central memory  to 
compile  and execute.     Por a data  record length con- 
taining 400 data points of 11 state  variables,   the 
program  takes approximately  350 seconds of  central 
processor time and 25 seconds of peripheral processor 
time.     The program has the capability of printing out 
the values of the gradient and RMS error of each state 
and  the value of the cost  function at each iteration. 
After convergence,   the program prints out  the  final 
A,   B,  F,  and G matrices,  and  the bias  vector b.     Also 
printed out are  the pilot  parameters,   an error covar- 
iance matrix of the estimated results and  their 
approximate standard deviation.    After convergence  Is 
reached,  new time histories,  using  the  estimated 
matrices,   are calculated. 

Vi 

nominal  response calculated by 
using c 

gradient of y with respect to c 

nominal c vector 

The optimal estimate  for the unknown parameter 
vector  is  the vector c which minimizes J,  and hence 
the mean square  response  error.    This estimate can 
be  found  by applying  the  following equation    itera- 
tively  to  update   the calculated nominal  response and 
its gradient with  respect   to  the vector of unknown 
parameters. 

*    - 
[NM 

+    I (V,) c'i' Wi •HI (V, )   D, 

(z. y, ) 

A priori estimates of 
be incorporated into the 
billty theory [9], [10]. 
the unconditional probability of z. 
parameter vector, c, will result if 

the unknown parameters can 
cost function using proba- 
This is done by maximizing 

The optimum 
cost function 

containing the sum of the mean square response error 
and the mean square difference of c and its a priori 
value is minimized. 

V.  Results 

Predictions (Paper Pilot) 

The results of the presimulation analysis using 
Paper Pilot [11], with a pure time delay of t « 0.2 
seconds and a first order neuromuscular lag of 
Tj • 0.1 second, predicted a pilot lead of T, - 3.89 
seconds and a pilot gain of Kp ■ 0.691.  These para- 
meters were obtained by optimizing the pilot para- 
meters to minimize a cost functional based on the 
root mean square tracking error and the pilot lead 
[2] 13). 

Frequency Techniques (DKA) 

During the flight test of the TIPS simulator, the 
DPA calculated, on-line, the finite Fourier transform 
of the various system signals.  The real and imaginary 
parts of the Fourier transform were then used in 
simple off-line calculations to yield system response 
and performance data.  The resulting dnsrribing func- 
tion measurements can be seen in Table 1  13). 

Newton-Raphson Method 

Using the aircraft and pilot response data, which 
were recorded during the experiment, the Newton- 
Raphson minimization "outine was used to extract 
pilot parameters based on the theory previously dis- 
cussed. 
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During  the  digitization of  thla  Jala,  a  3-seravnd 
section of data was Improperly digitized midway 
through  the run.     As a  result,   the 100 seconds of 
data was divided into a two A0 second data records 
and each processed separately.     During  the  identifi- 
cation analyses,   the natural frequency and damping 
of  the second order neuronuscular dynamics were set 
at UL ■  16.5  radians/ser and 0.12   (6], 

The  Identified pilot  parameters   In  Table  2 were 
obtained  using   the  Newton-Raphson   technique. 

It  should  be  noted   tli.it  this method can  yield 
biased estimates   if  the mean of  the  distribution  of 
9  Is non-zero.     This bias can be reduced by using 
the longest data records possible.     The Newton- 
Raphson program also has  the capability of estima- 
ting the bias  terms of each of the states. 

The above describing  functions have been plotted 
in Bode  form for comparison purposes.     These plots 
appear in  Figure 6. 

Remnant 

A determination of remnant was made by calcula- 
ting the power spectral density   [12]  of  the 
difference signal  formed by subtracting  the pilot 
output of  the model  from the actual recorded pilot 
command  to  the elevator.     Figure  7 shows  the power 
spectral density plots of  the recorded elevator 
command of   the pilot,   the modeled elevator command, 
and  the calculated remnant. 

As can be seen  from a close examination of  the 
power spectral density  functions of the pilot model, 
the model produces an output which has power at each 
of the five  Input  frequencies.     The spectral density 
functions of  the actual   recorded pilot output,  how- 
ever, has power at  frequencies other  than those of 
the  Input.     These extraneous powers are defined as 

renn.Uit   poweis.     The  small  spikes   in   the  power  spec- 
tral   density  plors  could  result   from nonlinear or 
nonstationarv  operation of  the  pilot  or   from the   fact 
that   the approach and   landing  tasks   required   the  con- 
trol  of  some  side   tasks and  as  a  result  was not  truly 
a single loop compensatory task.     The large spike in 
each of  the  remnant     plots  Is attributed   to "pilot 
pumping".     Pumping Is performed by  the pilot  to obtain 
dynamic       Information  about  the  aircraft  as  it  enters 
ground efforts,     nie  pumping  frequency observed  from 
In-flight  records was  always greater  than  1.0 radians/ 
sec.     Tills oscillatory  Input   to  the elevator would 
show up  as  a  pilot  generated  input   and  could   therefore 
not  be  accounted  for  by  the  linear  describing  function. 
Making a  sinusoidal   approximati m   to   the  pilot pump- 
ing  the remnant  term will appea-   relatively  flat and 
look more  like  a  typical  remnan'.  spectra. 

VI.     Development  Status 

To date,   the Newton-Raphson method as  applied to 
pilot modeling has only been used with  the  longitu- 
dinal dynamics of a  large  transport aircraft simula- 
tion.    By Including  the lateral  directional  dynamics 
and  a  roll  pilot  model,   a  two  axis   tracking situation 
could  be modeled.     Also,   an analytical  expression  for 
pilot rating,  such as  is used  in  Paper Pilot   [3],  or 
in   the  Neal-Smlth method   (14),   could  be   Incorporated 
to give not only  identified pilot   parameters,  but also 
to relate  these parameters  to  a  useful  handling 
qualities criterion. 

Finally,   the  Newton-Raphson method  could  be  used 
In manual   control   situations   I\ii   other   than  aircraft 
situations,   such  as  automobile  control   in   response 
to highway gusts   [15],  or the behavior of a helnsraan 
steering a  ship   (16). 

Further use  and   refinement  of   this   technique could 
provide  a valuable   tool   in  the  area of  handling 
qualities and  htman  operator modeling. 
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The  Stochastic Response of an Idealized Airplane to Atmospheric Turbulence 

Jon Lee 

Aerosnace Research Laboratories 
WriRht-Patterson AFB.Ohio U3U33 

Abstract 

& 

The purpose of this paper is two-fold:    The first is to present a new 

forrnulation of the stochastic input-response relation of linear dynamic systems 

to non-stationary random excitation.      This formulation makes use of the 

Fourier-Stieltjes representation of a general random process first suggested 

by Priestley.      The second purpose is to show how the new technique can be 

applied to the response of an idealized airplane encounterinp; turbulent gusts. 

Since the nain objective here is the illustration of the neu technique, we 

shall not elaborate on the dynamic aspects of the aircraft resnonse problem 

which are renorted elsewhere. 

I 

»)    This work was done in supnort of the ^search Heed (n:i-AFrDL-0'*-72-2), 
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i.   T"" iriJALinnn AIIPWT-: ^.LVTr:- 

Lot vis  idealize  the nlun-T;in.'>r,ode ".otion of an  idealized airplane vith 

pitch neglected by the followin,'! eouation [l] 

v'it) + a v(t) » - n v(t). (1) 

Here v(t)  denotes the vertical velocity of the airplane whose enuivalent 

weight  is supposedly naased around the center o^ gravity, w(t) is the turbulent 

gust, and a is a collection of the airplane/aerodynamic parameters 

a = 
p V 3 (dCL/da ) 

2!n 
(2) 

where    p    is the air density, V is the airplane speed, S is the win«; area, 

m is the airplane weicht, and (dC /da )  is the lift curve slope (see ^if?.  l). 

"i',  1     r''i.:t eaccunter. 
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The starting noint is the Fourier-Stieltjeo representation of a general 

random process first introduced by Priestley [2,3] 

iut 
v(t) = /^      A(t,(i») e dZ (u). (3a) 

w(t)  ■ / *      B(t,u)) eiu,t    dZ  U). (3b) 

Here A(ttw) and B(t,u) are the yet unspecified deterministic functions, and 

Z (u) and Z (u) are random processes with orthogonal increments 

< dZv(u1)dZv»(w2) > = 0.    <dZw(ü.1)dZw»(u)2)> = 0, if    Ul 1   Wg, (Ua) 

<|dZv(u))r> = dFvU),      <|dZw(u)r> = dFw(a)), (hb) 

where <    >    denotes expectation.      Now, introduce (3)  into (l) to obtain 

/ ' [A'(t,(u) + A(t,u.)(iu. +a)] eiü,t dZ U) » - a/ " B(t,o)) eiü,t dZ (u).  (5) 

This is a stochastic relation, hence the equality must be understood in a 

statistical sense.        Consider 

[A1  + A (iu    + a)]  dZv(u) = - a B(t,w)  dZw(u). (6) 

By a direct substitution ['i], one can arnue that (6)  is a unique choice 

satisfying (3).      Then considering (6) as the equation that A(t,u) must satisfy, 

the particular solution can be obtained in the  form 
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ACt.u) = A-(t,u)) (dZ (u,)/ dZ (u)), (7) 
u        v      w 

where 

. /i \       c t  -(lu + a)(t - T) _/   \   . /ox A0(t,u)) = - a  '0  e B(Ttu) dt  . (8) 

Upon inserting (7) into (3a), we obtain 

v(t) = /_I*A0(t.u) e
iut dZw(ü.). (9) 

This is the general representation for v(t) subject to arbitrary turbulent 

gusts. 

2.    STATIONARY TURBULENT OUST 

The situation is the simplest when the turbulent gust may be assumed 

stationary.      We can then evaluate the A0(t,a)) explicitly since B(t,ü))  is 

constant ( » l).        Whence, 

AJt.u.) =    —     [  1 .e-(ia, + a)t]. (10) 
0 (I« + a) 

For the exceedance statistics, it is necessary to evaluate the 2x2 covariance 

matrix formed by v(t) and v*(t).  After inserting (10) into (9), the 

differentiation with respect to t yields 

rHt)  » /_; A^t.u) eiut dZw((ü'). (ll) 

where 
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/^(t.u) 
- a 

(iu   + a) 
liu»   ♦ a e J, (12) 

In view of (Ha), we can at once write down the covariance matrix (i,J a0tl) 

^/♦O <v1(t)vJ»(t)>    = / Ajt.w) A •(t.u)  dF (w). —«•        x j w (13) 

Here, the superscript for v(t) actually refers to the number of primes; namely, 

i = J = 0 corresponds to. the variance of v(t), and so on.        If F (u) is 

differentiable, i.e., dF (u)  s    4 (u) du , equation (13)  takes a more familiar 

form 

<vi(t)vJ»(t)>    » /_"   Ai(t,u)A «(t^)    ^(u) dw    , (1»») 

'.-here     * (u) is the power spectral density (psd) of turbulent pusts. 

Let us now explicitly compute the covariances.      First, for i a J, A.A.* 

2 
is the squared magnitude of A.j hence, the variances      o  (t) • <v(t)vt(t)> 

and     o2
t(t) = <v,(t)v,»(t)>    are real 

<<*) - L 
(a   + u ) 

[1-2 cosut e'     + e"  * ]  ♦ (u) dw , (15) 

o^(t) - /_ 

(a2 + w2) 

[ w   - 2a<i)8inut e"a   + a    e        ] * (u) du .    (l6) 

Second, A A * has the real and imapinaiy parts 

An(t,u)A1
,*(t,u) =   -^ 2" ^a c03wt e'     + usinwt e"      - a e"'s   ) + 

(a    + u ) 
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i ef 

(a2 + u)2) 

» . -at —at\ 
( - u    ♦a slnut e        + u cosut e       ). (17) 

The theory of stationary random processes states that the psd is even  function 

for the real process.        Since the  ina^inary part of (IT)   is  odd, it integrates 

out to zero when introduced into (lM.      Hence, only the real nart of (17) 

contributes to the covar ance 

<v(t)v,(t)> = / 

(a2+ u2) 

[a cosut e~     + u sinut e~      - a e"      ] «J (uJcUi) . w 

(18) 

•Bils shows that the response covariance matrix is real and Symmetrie. 

To complete the computation of    <v (t)vJ(t)>  , we shall adopt the so-called 

Dryden's turbulent Rust speotrum 

.(«) 

2 2    2 
o    K      1 + 3K    ü) w 

(19) 
211    (l + K2.2)2 

where    o      is the ßust variance.      The speotrun parameter V iV.notes I./U, where 

L being the integral length scale and U the rc-m  flow velocit.'.      V.'ith the 

use of (19), the inteprals of (15),  (l6), and (10)  can bo evaluated by the 

standard contouv intepration technique 

o2 a2 K 
0
2(t) - -JL!  [(1 ♦ e-2at)  I.  - 2 e-at I-(t)]. 
V 2 n 

2    2 
2 /*>        0w *   K    ,    2    -2at T     , T      0      -at T   ,.n oul(t)  = ——.^— [  a   e Ii      ^ •      Il4^t^» 

2 IT 

a2    2r w a K -at. 
<v(t)V(t)> = JLiü. [- a e""1-!    + a e-^! (t)  + o" uI,(OL 

2« 

(20) 

(21) 

(22) 
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Here I's are the definite inteRrals (  r(u)) = (l + 3K2u)2)/(a2+u2)(l + V?u2)2 ) 

1, - / "RU)  du » wd - SaV + 2a3K3)/ a(l - a2K2)2. 

- ,  x  2 ..2 . , 3„3v I    . /JjgCwj^dw =    n(2 - aK - hiflf + 3aJKJ)/K(l - a K2)2. 

I3(t) »/^«(u) cosut du 

»    iT[e-at(l - Sa2«2) + e-t/K{2a3K3 ♦ at(l - a2K2))]/a(l - aV)2 

T 

V f 

Ij^Ct) » /JjgCu) usinut du ■ 

= w[e-at(l - SaV)  ♦ e-t/K{3a2K2 - 1 + tCl-aV)^) ]/{l - aV)2. 

In Fiß. 2, we have displayed the tine developnents of    ov(t)/owt avt(t)/owt 

and    w(t) »    <v(t)v»(t)> / o  (t) ov,(t)    under a = 1.07 and K « 0.9. 

TIME (SEC) 

Fig. 2    Transient    response covariances (a ■ 1.07 & K « C  9). 

(1): ov(t)/ow; (2):  av,(t)/owi (3):    u(t). 
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3.     STATIONARY INPUT-RESPONSE RELATIOU 

After the transition T>eriod, the response variances attain the stationary 

values 

/Ka(l - 3a?l? + 2a3K3)/2 
%-(• 

2 2 1 - a ir 
•' "„• 

/rr a /(2 - aK - lia2K2 + 3a3K3)/2 
oy. ■ (• 

1    --«' v w 

(23) 

(2U) 

The  Important dynamic conclusions are these; 

(i)     As a natural generalization of the Rust-variance modulation  [5,6], the 

non-stationary turbulent pvät should be modeled by incornorating both the 

time-varying    o      and K, 

(ii)    Under the Gaussianity assumption, the rosnonse exceedance of the plunging- 

mode motion is given by 

N      » N   .exTj(- a2/2 a2), a o      • v ' 

-1/2 
where N    » ( o ,/ o )/2it .        Since Fig.  3 shows ( o ,/ O  ~    K        , the 

non-stationary turbulent Rust model of (i) can brinR about response exceedance 

curves displaying a wide range of convexity (see r*ef.   [?]  for the detailed 

discussion). 

(iii)    For a fixed a, the    a ,  and    o    are related in {?-U) throuph the curly 

bracket which is a sole function of K.    Note that we can estimate the    o 

and    o  ,    respectively from the gust record and the accelcrometer data at the 

center of wavity [8],      It is therefore possible [7l to compute K indirectly 
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6-1 

5 

Fig. 3   Statlcxiary input-response relation (a » 1.07). 

(1): ov/owl    (2):  ov,/owi (3): ov,/ov. 

from the variance data under the assumption that the airplane dynamics may 

be idealized by (l) and the variance measurements are truly stationary. 
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A METHOD OF CONSTRUCTING MINIMAL LINEAR STATE-VARIABLE MODELS 
BASED ON A GENERAL CLASS OF SYSTEM REPRESENTATIONS* 

David R. Audley, ILt. USAF 
Applied Natheaatics Research Laboratory 

Aerospace Research Laboratories 
Nright-Patterson AFB, Ohio 45433 

(513)255-2481 

Abstract        The problems of partial and ccmplete linear system 

realization are solved using a general class of system repre- 

sentations.    Direct identification schemes based on different 

types of input/output experiments are known for many represen- 

tations in the class. 

■ 

X      Introduction 

We consider constant parameter linear systems which can 

be described by the state vector equation. 

x(t)  - Ax(t)+Bu(t),   t>   0 

y{t)  - Cx(t). 
(1) 

The vectors x,u, and y are n,p, and r dimensional, respec- 

tively. We refer to (1) by the triple  (AfB,C) and we say 

that  (A, B,C) has dimension n. For our purposes the input/ 

output description of (1) will be in terms of the rxp matrix 

transfer function 

R(s) - C(sl-A)"1B. (2) 

Most of the recent results concerning realisation theory 

are based on the Markov parameter representation of H(s) . 

[l]» [23, [31. Writing H(s)  as a power series 

H(s) ■I 
i-1 
V -i (3) 

«Reissue of: David R. Audley 6 Nilson J. Rugh, "Linear Syste« Realisa- 
tion Based on Data Sat Representations", JHU-EE Report No. 74-6, The 
Johns Hopkins University, Baltimore, ND, 1974, for presentation at 

the Symposium on Air Force Applications of Modern Control Theory, 
9-11 July 1974, Wright-Patterson AFB, Ohio. 
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yields  the   infinite sequence     lY,,y_,...}     of Markov parameters. 

From  this  data a minimal complete  realization of    H(s)     can be 

obtained.     This is a least dimension  triple     (A,B,C)      such that 

(2)   holds.     [2],   [4]     If we  take only  the  first    M    terms, 

{Y,, ..., YM},   then a minimal partial  realization of order    M 

of    H(s)     can be  obtained.     This  is  a  least dimension  triple 

(A,B,C)     such that    C(sl-A)~  B    has  the  specified  first    M 

Markov parameters. [ 2],   [3] 

Two disadvantages  of  this  approach are  the  following. 

First,   direct  identification of the Markov parameters   involves 

measuring  the  impulse response and  its derivatives at    t = 0. 

Aside  from  tljo well known difficulties   in obtaining  these 

values  accurately,  many systems cannot tolerate such severe 

test signals   (particularly biological  systems).     Second,   a 

partial realization obtained  from the Markov parameters may 

not be useful.     Such a  realization tends to model the high 

frequency behavior of    H(s)     and  this behavior may not be of 

interest.     Also,   a partial realization of    H(s)     can be unstable 

even though    H(s)     is stable. 

These difficulties can often be circumvented by using 

the data set representation discussed below.    A wide choice 

of  input/output experiments  is available  for data set  identification 

and a partial realization reflects  the nature of the   information 

in the data  set.     If instabilities arise  in a partial  realization, 

a different data  set representation can be chosen. 
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II       System Realization from Data Sets 

Corresponding  to    H{s)     we define  a  data  set of order  M 

as  follows.     According to the finite complex numbers     >,,....A , 
1     m 

determine the set of rxp matrice. 

.- 

Yii ' is- 

m 

H(s) = H(j)(>.), i=1"--'m 

3=\ 1   j=0, ...,ki-l 
(4) 

13 
is finite and where >  k.= M.  We assume that each Y 

i=l 

that if Y..= H^^(A.)  is in the set, then Y. .- H^^ (yi) 

is in the set, where overbar denotes complex conjugate. This 

latter assmuption is not necessary but it removes the necessity 

for complex arithmetic in the following development. 

There are several examples of data set representations 

which are well known and which can be identified directly 

from input/output experiments.  The following examples are 

stated for bounded input, bounded output stable systems with 

a single input and a single output; the extension to the multi- 

variable case being straightforward.  The time moments of the 

impulse response yield the values of  H(s) and its derivatives 

at s=0,  [5], [6]  It is well known that the steady-fttate 

response to sin((üt)  yields H(jco), j= V-l .  If X,  and >2 

are positive numbers, then with input e  1  and correspond- 

ing response y(t). 

H(>.2) = (VVlo y(t)e"*
2tdt. (5) 

Similar computations   involving the  response  to     t'e     1*"    yield 

the values     H^ (X2) .  [ ?] 
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In keeping with previous   terminology a  triple     (A,B,C) 

of  least dimension such that    C(sl-A)     B    satisfies  a given 

data set of order    M    will be called a minimal  partial reali- 

zation of order M of    H{s) .     The  following  is a method  for 

obtaining  such realizations. 

Suppose a  data set of order    M    is given as  in   (4) .    We 

shall show how  to obtain the  transfer  function    G{s)     of a 

minimal partial  realization of order    M.     The corresponding 

triple can be obtained  from    G(s)     by the  usual methods. 

We can write 

G(s)   = P(s)/Q(s) (6) 

where P(s)  is an rxp matrix polynomial,  Q;s)  is a scalar 

polynomial, and deg P{s) < deg Q(s) .  Multiplying both sides 

of (6) by Q(s)  and using the known data set we obtain the 

set of equations 

j 

p{j)(Xi)= [G(Xi)Q(^i)]
(j)=^ (ii)YikQ

(J~k)(V. j= ^»•••'V1 

i53 1, ...jin . 

(7) 

In [ 7]   it  is   shown  that solving the  set of equations 

(7)     for     P(s)     and    Q(s)     is  equivalent to solving the matrix 

polynomial  equation 

P(s)   = B(s)Q(s)   - A{s)R(s) (8) 

where    B(s)     is  an    rxp    matrix polynomial with  real coef- 

icients such that degree    B(s)  <  M    and 

(j) B (Aj)   = Yij,   j=0,...,ki-l     i=l,..., 
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(e.g.  B(s)  is an interpolating polynomial of the Full Hermite 

type [8]), A(s)  is the scalar polynomial with real coefficients 

(10) 
m       k. 

A(s) = TT  (s->.) x, 
i=l    1 

and R(s)  is an rxp matrix polynomial remainder terra. 

We now proceed to determine P(s)  and Q(s)  from  (8) . 

Multiplying both sidet by l/(A(s)Q(s))  gives 

Q(s)   A(s)   Q(s)    {S } K11} 
A(s)Qi 

-M-l where the symbol o(s   )  indicates that the right side of 

(11) is a power series in s   with lowest power M+l.  Thus 

B(s)/A(s)  and R(s)/Q(s)  written as power series in s 

-M 
have identical terms through s That is, if 

B(s)/A(s) = V18~
1

+V2F~
2
  +...+ VMs 

M + o1(s~
M"1) 

then 

R(s)/Q(s)   = VJS^+VJS-2 +...+ VMs~M + o2(s~M~1). 

(12) 

(13) 

The partial sequence of Markov parameters  {v ,...,V }  from i.       M 

(12) and (for instance) Ho's algorithm provides a minimal  (A ,B ,C ), 
■3 L VVV 

such that  R{s)/Q(s) = C (sI-A )  B  satisfies (13) if and only if 

there exist positive integers  N  and  N' = M-N  such that 

rank H^ = rank H^^ = rank 1%',*+! (14) 

where H^.  is the ri x pj upper left corner submatrix of 

the Hanke'. matrix. [2]  We know that for the partial sequence 

[Vy .. .,17^      there is a minimal extension for which (14) holds. 

Since this extension is not unique,  R(s)/Q(s)  is in general 

not unique.  However,  Q(s) will have minimal degree since A 
v 

is of minimal dimension. 
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Having determined R(s)/Q(s),  we obtain a (possibly non- 

unique) transfer function G(s)  by writing (11) as 

G(s) = P(s)/Q(s) =A(s) [|i|I-|i|l].        (15) 

This transfer function will satisfy the given data set unless 

so-called unattainable points arise.  That is, unless for some 

^., P(X.) = Q(^.) = 0.  For a discussion of this phenomenon as 

well as a survey of the Cauchy Interpolation Problem from which 

our results are derived, see f9] .  Suffice it to note that if 

the data set consists only of evaluations at points with non- 

negative real parts (as do all the data set examples mentioned 

above), and if Q(s)  as computed from (13) has all roots with 

negative real parts (the partial realization is stable),  then 

unattainable points cannot occur. 

Remark   If H(s) admits a minimal complete realization of 

dimension at most n,  then this realization can be uniquely 

determined (up to a change of variables) from any data set of 

order ?n obtained from H(s) .  This result follows from the 

fact that the rank condition (14) will be satisfied with 

N' = N = n, [2], and the fact that unattainable points cannot arise. 

It should be noted that from a theoretical point of view the 
« 

particular partial  realization algorithm used  to compute    R(s)/Q(s) 

is unimportant.     There  are a number  of  such algorithms available  and 

computational considerations  should govern  the choice.  [4],[10],[11] 

Example       Based  on  the data  set    {H(1/2)   =  14/3, H(2)   = 4/3) 
2 

obtained  from    H(s)   =   (s+10)/(s+l)   ,     we will compute the  trans- 

fer function of a minimal  partial  realization  of order 2.     We  take 
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so that 

B(s)   = ^   (s-fi ).   A(s)   =  s2-|s+l 

B(s)/A(s)   = =^ s~h | s-2 + o(s-3) . 

Thus ve find 

and from  (15) 

G(S, " s+1/10  ' 

Note that based on the Markov parameters (1,8}  of H(s) we obtain 

1 G(s) = s-8 

which is unstable. 

Ill      Conclusions 

Methods  of  obtaining realizations   of   a   lir.ear   input,' 

output map typically  involve representing  the  input/output map in 

a particular  fashion,   discarding a portion of  this representation, 

and using the remaining portion to determine a realization.     In 

this paper we hcive used a  "data set"  representation of  linear 

input/output maps. 

For a complete  realization the particular data set used  is 

unimportant since all data sets of sufficient order will provide 

the unique   (up to variable change)   realization.     However  in the 

partial realization rase the particular data  set used determines 

the nature of  the  realization obtained.     Thus  a central question   is: 

In what sense  is  the  input/output map of a given partial realization 

an approximation  to  the prescribed  input/output map?     in some cases 

we have  intuitive answers.     For example,  Markov parameters yield a 

"high  frequency"  approximation and  the moment coefficient data  set 

yields  a  "low  frequency"  approximation.     For  other data sets  the 

results  in [7]   provide an   interpretation   in  terms  of a  Hubert 

space mapping. 
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However,   these  answers  are not completely satisfactory.     The 

results described here  show  that the  structure  of  the problem   is 

that of rational  function  interpolation.     Within  this  structure, 

approximation  theoretic  results  are  needed. 

Acknowledgement       The authors  acknowledge   the contribution of Stephen 

L.   Baumgartner concerning  the  occurrence of unattainable points. 
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APPLIC/TION OF AN OPTIMAL CONTROL PILOT KOI.'l.L TO .M|;-T0-.\1K CUMbAT 

Thomas R. Harvey* and Janes D. Dxllow 

Abstract 
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Introduction 

Linear! 
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to-air comba 
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action time 
Analytic val 
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The task of accurately tracking a 
Maneuvering target for the purpose of ob- 
taining a kill with airborne cannon fire 
is one of the most difficult required uf a 
fighter pilot.  As is the case when firing 
any projectile at a moving target, lead 
for target notion must be computed and the 
aiming direction adjusted to compensate 
accordingly.  Further complicating the 
•ir-to-air problem, trajectory adjustments 
must be made to account for projectile 
drag, velocity jump, and gravity drop, as 
well as other more minor effects.  In most 
modern fighter aircraft, the required lead 
compensation is continuously computed 
using air data information and displayed 
on a heads up display.  The lead informa- 
tion is normally presented to the pilot of 
the attacking aircraft in the form of a 
pipper that is two mils in diameter and is 
surrounded by a larger circle called the 
reticle.  The pipper is depressed from the 
weapon lin«* hy the amount of the computed 
lead angle as shown in Fig. 1.  When the 
pilot maneuvers his aircraft in such a 
manner as to place the pipper on the tar- 
get, he has achieved the proper aiming 
direction to insure a kill provided the 
target maneuver remains constant.  A sight 
of this type is called a lead computing 
opticil sight (LCOS). 
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Fig.   1.     Air-to-Air   Tracking   as  Seen 
by   Pursuirg   Pi'ot   at  CKsc 
Range   (Approximately  7S0  Feet) 

can  be   a  reduction   in   the   aiming  accuracy 
despite   the   fact   that   the   lead   computation 
is   reasonably   accurate. 

It   would   be   extremely  desirable   to 
have   a  reliable  method   for   analytically 
predicting  piloted  performance   in  an   air- 
to-air   combat   situation.      In   this  way,   tue 
trade   offs   involved   in   computini;   lead   could 
be  evaluated  using   the   closed   ioop dynamics 
of  the   pi lot-vehicle   system.     The  sight 
parameters   could   be   optimized   and  the   suit- 
ability   of  the   sight   dynamics   in  the   closed 
loop   tracking   task   could   be   evaluated. 
Furthermore,   this   could   be   done  without 
resorting   to   extensive   simulation   or   flight 
tests . 

A   simplified   model   for   the   closed   loop 
air-to-air  combat   task   lias   been developed 
and   validated   by   experimental   data.     This 
work   is  described   in   this   paper.     First, 
the   piloted   simulation   study  that  was  used 
to  collect   data   for   an   air-to-air  combat 
task   is  described.     The   equations   are   given 
and   the   assumptions   delineated.     A  control 
theoretic   optimal   pilot   model   is   used   to 
develop   an   analytic  model   for   the   task. 
This   model   is   briefly  described   and   the 
representation   of  human   limitations  used 
in   the   model   are   given.      A   comparison   of 
the  experimental   and   ana   ytic   results   are 
given  as  a demonstration   of  the  model's 
validity. 

'Currently  assigned   to   the   Air   Force   Systems  Command,   Satellite  Control   Facility 
Sunnyvale,   California. 
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,' . \ RETICLE a PIPPER 

INERTIAL REFERENCE 

NOTE: ARROWS INDICATE POSITIVE SENSE. 

Fig, 2.  Air-to-Air Tracking Geometry. 

Siau\at ion where 

The two dimeisiona1, longitudinal 
dynamics of an air-to-air combr-.t tracking 
task with a lead computing optical sight 
were simulated.  The in plane geometry for 
the air-to-air tracking situation is shown 
in Fig. 2.  The following notation is used 
in Fig. i: 

V. - velocity of attacker (ft/sec) 

V_ - velocity of target (ft/sec) 

Y. - attacker flight path angle (radians) 

YT - target- flight path angle (radians) 

a - .ttacker angle of attack (radians) 

8 - attacker pitch angle (radians) 

L       - relative line of sight angle 
TA   (radians) 

X - lead angle (radians) 

t - error (radians) 

t  - inertial line of sig'it angle 
(radians) 

Attacking Aircraft tquat i oi :■ 

The equations of motion of the 
attacking aircraft arc approximated by the 
linearized longitudinal short period equa- 
tions of motion.  These arc 

O   •  Q   ♦   Z   a  ♦   2,4 
a o 

qM a a 4 

M   -  pitch  rate   (radians/sec) 
4   -   elevator  deflection   (radians) 

The  constants   Z   .  Zr,   H   .   etc.   arc   sla- 
a       4        q' 

bility  derivatives   associated   with  a given 
aircraft   and   flight   condition. 

Illevator   actuator   dynamics   arc mod- 
eled  by  a   first   order   lag, 

4 ■2(14   ♦    20K.4 
L   c 

where   4      is   commanded   elevator   position   and 
k.   is   the   control   linkage   gain.      A   force 
stick   was   used   in   the   simulation   and   -6      • 
krF     where   F     is   force   applied   by   the  pilot 
and   Kjr   is   the   force   stick   sensitivity.      k , 
was   adjusted   to   insure   the   pilot   had   as 
much   control   authority   as   he   wanted. 

Target   Iquations 

The   target   was   assumed   to   bo   a   fighter 
aircraft   and   the   target's   normal   accelera- 
tion   A  1,   «as  modeled   by   dr   ving   a   second 

order   filter   with   tcro   moan,   gaussian  white 
noise.     The   equations   are 

y   -   -   i-   y   ♦   C 

nT 
'T 

nir 

nT 

VT      nT 

The dummy variable y is used to put the 
equations  n first order form and C is the 
white noise input.  The -.01YT term in the 
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target flight path differential equation 
is an artificial feedback used to keep the 
steady state variance of y-   finite.  A 
value of lT » 3 sec was used because it 

resulted in a target notion that looked 
good. 

The inertial line of sight fron the 
attacker to the target is given by (Ref 1) 

rT . i [lxvT - txvAi 

where s is a unit vector along the line of 
sight and Ü is the distance between the 
attacker and the target.  Assuming notion 
only in the plane, 

V V 
tT  - ^1 sin (YT-J:T) - y-  sin (e-jyo) 

Assuning that the velocity vectors of the 
nttacker and the target are closely 
aligned with the line of sight, small 
angle approxiaations can be used to arrive 
at 

lT-   IT* 
v.-v,, 
A T 

VT 
8 

In the sinulation, the closing velocity, 
V.-V-, was taken to b-   zero and I) was 

assumed to be constant. This restriction 
was made so that the simulation equations 
would not be time varying. 

Sight Equations 

The sight equation is taken from Ref 
1 and a more detailed derivation is con- 
tained in Ref 2.  The differential equa- 
tion for lead that was used is 

where 

T-   -   time  of  flight  of  projectile   (sec) 

V,   -   muzzle  velocity  of  projectile 
(ft/sec) 

J     -   velocity  jump  co-rection   angle 
(radians) 

The   velocity  jump  correction   angle   is  used 
to  compensate  for   the  misalignment   of   the 
velocity  vector  of  the   attacker   and   the 
projectile  muzzle  velocity  vector.     The 
lead   correction   for   gravity  drop     s   a 
function   of  roll   aiip,lc.     Based   on   the 
assumption   that   the   plane   of   flight   is  not 
rotating,   the  gravity  drop   term   will   only 
introduce  a  fixed   hias   in  the  cqu.tions 
and   not   affect   the  rms  values   of   the 
states.     For  this  reason   it   was   not   con- 
sidered   in   the   sinulation. 

Pi splay 

A dual beaa oscilloscope was used to 
display the target and the sight.  The 

uisplay is. slioi>n in Up..    3.  The center of 
the oscilloscope was taken to be the exten- 
sion of the aircrafts weapon line.  The 
target was an inverted T positioned rela- 
tive to the weajion line by Z  .  The sight 

is positioned relative to the weapon line 
by X. Only the reticle portion of sight 
was displayed due to the limitations of the 
oscilloscope. In order to accomodate the 
large lead angles, the display was scaled 
for 13' per cm. The scope was positioned 
20 inches in front of the pilot. 

SIGHT 
RETICLE 

Fig. 3.  Simulation Display. 

Cases Simulated 

Twelve cases were considered by con- 
sidering all combinations of three aircraft 
dynamics, two ranges, and two rms normal 
accelerations for the target. 

The three aircraft considered were 
F-4t, F-5, and A-7.  The aircraft and cor- 
responding flight conditions were picked 
to give a range of aircraft dynamics from 
good to bad for the air-to-air combat 
tracking task. 

The two ranges simulated were 1000 ft 
and 3000 ft.  In retrospect, the 3000 ft 
range was not very realistic as a firi: 
range.  However, the choice was fortunate 
in that the sight dynamics for that range 
were highly oscillatory and the results 
were useful in developing the analytic 
model. 

The two rms acceleration levels for 
the target were J.Sg's and 5.Og's . 

Test Conduct 

Three military pilots were used in the 
sinulation.  All three pilots had air-to- 
air combat experience.  Lach pilot was 
thoroughly trained on each of the twelve 
cases prior to taking data.  Each pilot 
made three data runs for each case. 
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Different tarect tine histories were used 
to keep the pilot from Icaminn the target 
■otion.  The simulation was conducted so 
that data was taken only during steady 
state tracking over a 1U0 second interval . 
The «can and the variance of the following 
variables were determined:  elevator de- 
flection, pitch rate, lead angle, normal 
acceleration of the attacker and tracking 
error. 

Pilot Model 

An analytic model was devclopej for 
the closed loop air-to-air combat tracking 
task that was simulated.  The pilot was 
■odeled by an optimal pilot model, the 
form of which was developed by Kelinman, 
Barorf, and Levison (Ref 3).  This model 
has been successfully applied to a number 
of other tasks including VTOL hover, land- 
approach, and anti-aircraft gun tracking 
(Refs 3 through 7).  A block diagram of 
the optimal pilot model is shown in Fig. 
4.  The displayed variables, y, are ob- 
served by the pilot.  Visual errors arc 
accounted for by additive gaussian white 
noise, v .  The noisy observation is 

delayed oy time t, which represents a 
perceptual time delay.  The best estimate 

of the current state, x, is reconstructed 
using an optimal estimator and predictor. 
The control is generated by multiplying 
the optimal estimate of the state by a set 
of optimal feedback gains.  The feedback 
gains are optimal for the cost function 

J{6 ) . lim E{[H e(T)l2 ♦ 1M^C(T))' 

[M^m]2 ♦ iM^c4emi2) 

Gaussian white noise, v , is added to the 
n ' 

control output, 6'.  This noise accounts 
for neuromuscular noise and control 
errors.  The pilot output, i , is obtained 

by passing fi*v  through a first order lag 

with time constant TV.  Mathcmntical ly , tho 

lag is a part of the optimal solution for 
the cost function J(<S ) since it includes a 

weighting on control rate, 6 .  Physically, 

can be considered as a model of the lag in 
the neuromuscular system.  The parameters 
that arc used to define the specific model 
arc described next. 

Cost Funct ional height ings 

The weightings in the cost function 
are defined by the pilot's objective and 
subjective measures of goodness for the 
task.  The primary objective in the air-to- 
air combat task is to minimize the error 
The pilot will also avoid excessive error, 
rate since it induces undesirable oscilla- 
tions in the error.  The first guess was 

« 0.  This worked well for the M, Mc' Mi 
1000 ft cases, but the analytic values of 
rms error for the 3000 ft cases were way 
too low.  The pilots were asked what they 
did different at 3000 ft than at 1000 ft. 
It turned out that the sight was extremely 
oscillatory at the 3000 ft range and the 
pilots had to be very careful not to cause 
the sight to oscillate.  This subjective 
consideration is treated by weighting lead 
rate.  The values used are related by 

Mi 

M- « i Mr 

The value of ME is arbitrary. 

The weighting on control rate, Mi., is 

set to a value that yields T„ « .1 sec. 

This value of t  is consistent with prior 

applications of the optimal pilot model 
(Refs 3 through 7) . 

Ohservat ion Noise 

lirror and lead an- observed by the 
pilot.  In accordance with the model ground 

yp<t) 

TIME 

DELAY 

■   W     i 

X  8'(t) i CONTROLLER S(t) PREDICTOR 
X(t-T) 

ESTIMATOR 
yp(t-c) 

y* 
vu(t) DII r\T tantsci 

Fig. 4.  Functional Schematic of the Optimal Pilot Model in the fontrol Loop. 
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rules, it is assumed that the first deriva- 
tive of the displayed variable arc per- 
ceived by the pilot (Ref 3).  Thus the 
output vector is 

result in as good airreement between the 
simulated and analytic values' of rms error. 
The value of .18" visual arc/sec results in 
rate thresholds of 

Denoting 

"i ■ E 

^2 « c 

y3.x 

a * a ai e   X 2.4,/sec 

Tige Delay 

The pilot tine delay was taken to be 
T > .2 sec.  This value is consistent with 
Refs 3 through 7. 

Neuronuscular Noise 

E{vyi(t)vy.(s)') - Vy^Ct-s). i-1.....4 

the observation noise is scaled to the rms 
magnitude of the observation by 

V . - «p„o2. yi    v yx 

A value  of  p     ■   .01   was  used   and   is   con- 
sistent  with   the  value used   in   Refs  3 
through   7.      (This   corresponds  to  a  -20dB 
white  noise  power   spectral  density  level.) 

Threshold   Effects 

Threshold   effects  associated  with 
visual   acuity  and   the  ability  to  perceive 
motion  were   considered   in   the  model.     These 
effects   turn   out   to  be  significant   for  this 
simulation   because  of the  way  the display 
was   scaled.     To  account  for  the  visual 
thresholds,   the  perceived   output,   ylT; ,   is 
expressed   as 'pi' 

where 
'pi^ 

^(y) 

^hiit)] v    . (t) yi     ' 

y-»i y > » 

• a 

y*a i' 

i 

s y i  a, 

and   a.    is   the   threshold   level.     Describing 
function   theory   (Ref   8)   is  used   to  deter- 
mine  a   scale   factor  k.   as   a   function  of  a- 
so  that   the   effect   of  the  nonlinearity  can 
be   approximated   by   an   increase   in  the  ob- 
servation   noise   as   follows: 

ypi(t)   -  y^t)  ♦  k.vyi(t) 

A  typical   value   for   the  hunan   threshold 
for  position   is   .05*  of visual   arc   (Refs 5 
and   7).      For   the   position   of  the  pilot   and 
the  display   scale   factor   in   the   simulation, 
this   gives   threshold   levels   of 

•c  ■   «X ■ "* 

A threshold for human rate perception 
of .0S-.1* visual arc/sec is suggested in 
Ref S; however, no specific value was 
used.  In Ref 7, a value of .18* visual 
arc/sec was used.  A value of .18* visual 
arc/sec for the rate threshold was used. 
It was found that lower values did not 

Denoting 

E{vu(t)vu(s)} « vu6(t-s) 

The neuromuscular noise is scaled to the 
rms magnitude of the pilot output by 

c 

Values for Pu of from .003 to .01 are sug- 

gested in Refs 3 through 7.  It was found 
that better agreement between the simula- 
tion and analytic rms values of error was 
obtained with p  ■ .0013.  This corresponds 

to a white noise power density level of 
-28dB.  There are two possible reasons that 
the neuromuscular noise had to be rela- 
tively small in the pilot model.  First, a 
force stick was used in the simulation. 
The force stick is a very linear transducer 
and any errors due to stick non1inearities 
are virtually eliminated.  Secondly, the 
pilots selected stick sensitivities that 
were optimal and control errors should 
therefore be minimi led. 

Results 

The rms values of the attacker's ele- 
vator deflection, pitch rate, lead angle. 
normal acceleration of the attacker, and 
tracking error for the model are compared 
to the simulation data in Figs. 5 through 
9.  The comparisons are made via scatter 
diagrams.  It can be seen from Fig. 6 that 
the analytic values of rms pitch rate are 
slightly higher than the simulation values. 
The trend is excellent, however.  The 
agreement between analytic values and 
simulotion values of rms elevator deflec- 
tion, lead angle, attacker normal accelera- 
tion, and tracking error is excellent. 

Cone lusions 

The major conclusions is that the 
model worked!  The model provided a faith- 
ful reproduction of those results that 
were measured in the simulation.  The 
model was reasonably simMr to develop. 
The analytic values of rms error and pitch 
rate arc sensitive to the cuoice of weight- 
ings on state l.i the cost function, i.e.. 
Mc, M^, and Hj^. The values used were es- 

tablished after throe trials and were 
picked so the data matched.  It may have 
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F-4n 
F-5 
A-7 

Range (feet x 1000) 
Target Acceleration 
(J « 3.SG; 5 • 5.0G) 

2       4       6 
Actual rms Elevator 
Deflection (degrees) 

8 

Fig. S,  Comparison of Actual and Ana- 
lytic Values of rms Attacker's 
Elevator Deflection, 6. 

Actual rms Pitch Kate 
(degrees/sec) 

Fig. 6.  Comparison of Actual and 
Analytic Values of rms Pitch 
Rate, q. 

2   4   6   8  10  12  14  16 
Actual rms Lead Angle (degrees) 

Fig. 7.  Comparison of Actual and 
Analytic Values of rms Lead 
Angle , X. 

0=   l-.n 

A =    A-7 
lian-c    (l"cot    x    11X10) 
I arc ct    Aito U-rr. i »on 
(3  '   3..vr.;   s   =  ;. .oc) 

12        3        4       5       6 

Actual   rms   Acceleration    (ft/sec   J 

Fig.   8.     Comparison   of   Actual    and 
Analytic   Values   of   rms   Attacker 
Accc Icrat i on ,   A..    . 
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12       3       4 
Actual rms trror (desrees) 

Fig. 9.  Comparison of Acual and Ana- 
lytic Values of rms trror, c. 

used to predict performance in the actual 
«ir-to-air combat tracking task.  If not, 
the model can be extended to include 
lateral dynamics and three dimensional 
kinematics   'f it is necessary the time 
varying dynamics can be included in the 
model as in Kef 7 and even nonlincarities 
can be accounted for in the model as in 
Ref 6. 
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HUMAN OPERATOR IDENTIFICATION 
USING LEAST SQUARES, MAXIMUM LIKELIHOOD 
AND POWER SPECTRAL DENSITY TECHNIQUES 

Major John C. Durrett 
and 

2nd Lt Donald R. McMonagle* 

Department of Astronautics and Computer Science 
United States Air Force Academy, Colorado 80840 

ABSTRACT 

This paper describes the results of applying three sepa- 
rate system identification techniques to the identification 
of a math model of a human operator in a compensatory track- 
ing task. 

A least squares technique was attempted, but the results 
were negative because of excessive state measurement require- 
ments.  A maximum likelihood estimation program was used to 
process the data from the tracking experiments. However, the 
sensitivity of the gradient search routine was so great that 
another identification technique had to be used to obtain 
initial parameter values for the maximum likelihood method. 
The method used to determine starting values was to compute 
the power spectral density of the time histories using a fast 
fourier transform, compute system transfer function values at 
discrete frequencies, and plot the results in Bode plot form. 
Estimates of transfer functions from the Bode plots were then 
used to determine starting parameters for state variable 
models in the maximum likelihood identification program. 

The results of the experiment indicate the advantages 
of concurrent usage of both time and frequency domain tech- 
niques in system identification. 

I.  INTRODUCTION 

The human operator can be a critical part of a control 
task. A pilot's capability to maneuver his fighter during 
air-to-air combat can determine the success or failure of 

•Former Academy Cadet, now in pilot training in Air Training 
Command. 
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the mission.  The Department of Astronautics and Computer 
Science at the United States Air Force Academy has been con- 
ducting research in the development of fire control systems 
for air-to-ground and air-to-air weapon delivery over the 
past several years. During this research, analytic tools 
have been developed to evaluate the effectiveness of proposed 
fire control systems. These analytic models have been used 
to evaluate systems in either an open loop mode or a closed 
loop, fully automatic mode.  However, no analytic capability 
exists at the Academy to aid in assessing fire control systems 
where a human operator is in the closed loop control mode. 

In order to develop this ca 
project was initiated in the Fal 
of the project was to apply vari 
to the identification of a math 
in compensatory tracking tasks, 
of the identification schemes as 
techniques and the data acquisit 
would then be used in future pro 
models of a pilot in an air-to-a 
major results of this study, whi 
spring semesters of school year 
this paper. 

pability, an independent study 
1 Semester ]973.  The intent 
ous identification techniques 
model of the human operator 
This would reveal the nuances 
well as the experimental 
ion process.  This knowledge 
jects to develop analytic 
ir fire control task.  The 
ch encompassed the fall and 
1973-1974 are documented in 

II.  TEST SET UP 

The task presented to the operator in these experiments 
was a single-degree-of-freedom, compensatory tracking task. 
The operator's control stick output was the input to a simu- 
lated controlled element.  The output of the controlled ele- 
ment was summed with a random disturbance to form the system 
error.  This system error was presented to the cperator on 
an oscilloscope as the difference between a moving horizontal 
line and a fixed reference mark.  The operator's task was to 
keep the moving line aligned with the reference mark as 
closely as possible at all times.  The operator exercised 
control with a pencil-type, spring-loaded controller.  A 
symbolic diagram of the compensatory tracking task is shown 
in Figure 1. 

The controlled element was simulated on an Applied 
Dynamics-4 (AD-4) Analog Computer.  The signals i(t), e(t) 
and c(t) were sampled every 0.1 seconds and, using analog-to- 
digital converters, stored on a Sigma V Digital Computer in 
an array format. These three signals were selected in order 
to follow the analysis procedure of Hess, Reference 1, for 

192 

kMM ■'•■"'—Mi 11«- " 



•pi^mr^iiW'WWM wi».^^.^.^..'.»^'^^^^^^ " """ vt^mmi^mrf-^wwwr^^.^rmwKwvw^^xfrw^m '-'"• -TT^S«^*"" " '  ^^TrT-T-ii?r^-.'f.^i-5t>!---r 

;■' 

i 

spectral analysis of the compensatory tracking task.  Each 
test run was 120 seconds in duration.  The controlled ele- 
ments for the experiment were a gain (1), an integrator 
(1/S), and a double integrator (l/S^).  The noii'e source 
was a Hewlett-Packard 3722A noise generator. Cutoff frequen- 
cies used were 0.5 and 1.5 cycles per second (Hz). 

All of the system identiiication computer programs were 
operational on a Burroughs (B6700) Digital Computer.  To 
accomplish the system identification, the data were dumped 
onto a digital tape which was handcarried to the B6700.  A 
translator program then manipulated the data into the B6700 
digital format and stored the data in a data file on disk. 
At a later time, then, the identification programs could 
call the data off the disk file for the system analysis. 

III.  IDENTIFICATION PROGRAMS 

Least Squares Identification:  The least squares identi- 
fication computer program of Reference 2 was obtained and 
converted to run on the B6700 computer. The program was 
checked out by identifying simple systems that were simu- 
lated and recorded on the AD-4/Sigma V Hybrid Computer. 
Essentially, the least squares program works as follows. 
Given a linear time-invariant system that is described by 

x = Fx + Gu (1) 

where x is an n-vector, u is an m-vector, x is the time 
derivative of the vector x, and F and G are appropriately 
dimensioned.matrices.  The least squares program accepts 
discrete time histories of x, x and u, and then computes 
the elements of F and G using a least squares fit technique. 

Unfortunately the least squares program was too restric- 
tive to be used in identifying human operator dynamics.  In 
compensatory tracking, the human operator views a single 
input (the error displayed on the scope) and produces a 
single output (control stick deflection), which means only 
two signals can be recorded.  If the operator is to be 
modeled as a second order dynamic system, then the least 
squares program would require five signals:  one for each 
of the two states and their time derivatives, and one for 
the observed input.  Since these signals would not be avail- 
able from a compensatory tracking task, the least squares 
program could not be used to identify the human operator. 
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Maximum Likelihood Identification: 

A FORTRAN computer program that uses maximum likelihood 
techniques for system identification was obtained from the 
Air Force Flight Test Center, Reference 3.  The program, 
written by Dr Eugene Cliff of Virginia Polytechnic Institute 
and State University, will identify a linear time-invariant 
system of the following form: 

x = Fx + Gu 

y * Cx + Du + n 
(2) 

For this system, x is an n-vector, u is an m-vector, y is an 
A-vector with ni<n, Ä<n, and F, G, C and D are appropriately 
dimensioned matrices. The measurement noise, rit is assumed 
Gaussian with zero mean and covariance of R.  The program 
will accept discrete time histories of the control, u, and 
the outputs, y, and identify selected parameters, a, of the 
matrices F, G, C and D, and the initial values of the state 
vector, x.  The critical element of the identification pro- 
cedure is to maximize the probability density function of 
the observed measurement noise.  This function is dependent 
on the value of the noise, R, and a at any given time. 

f(n) 

exp 

(ZTT) 

[w^\ 
ft/2 to I I/* 

When at a maximum, the actual noise is at its highest prob- 
ability of equaling the observed noise.  The values of R 
and a which maximize the probability density function of 
observed noise are found using a modified Newton-Raphson 
iteration technique. 

Compensatory tracking data was obtained and an analysis 
was attempted using the maximum likelihood program.  However, 
two factors were immediately apparent.  The convergence of 
the'identification "routine was very sensitive to initial 
parameter estimates. And the order of the math model of the 
human operator could not be easily established prior to the 
identification.  These two factors combined to make it very 
difficult to identify the human operator using only the 
maximum likelihood time domain identification technique. 
This problem was solved, however, by using spectral analysis 
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techniques to estimate system order and starting values for 
the unknown parameters in the human operator model. 

Power Spectral Density Analysis; 

A FORTRAN computer program was obtained which used dis- 
crete fast fourier transform techniques to calculate power 
spectral densities and cross power spectral densities of 
the discrete time histories, Reference 4. These power spec- 
tral densities were obtained for discrete frequencies over 
a frequency interval which was determined by the sampling 
interval and the length of the data run.  For the compensa- 
tory tracking experiments, the frequency range was 0.05 to 
25 radians per second.  By recording the error signal, u, 
presented to the human operator and the operator's control 
stick output, denoted by y, it was possible to compute the 
power spectral density (PSD) of the operator's input arid 
output, ♦  and *vv» respectively. Under the assumption 

that the operator behaved as a linear, time-invariant dynamic 
system, the PSD of the operator's input was related to his 
output PSD in the following manner: 

*yy(w) lYpCoOl2 
*uu^ (3) 

where Y (w)| is the absolute value of the operator's 

transfer function representation, Y , evaluated at the 

frequency u.  Equation 3 can be rearranged to give the 
operator's transfer function. 

(4) |Yp(aO| -v/tyyCoO/V^uO 

Equation 4 was programmed and used to obtain values of |Y | 
over the frequency range of interest.  These values of  p 

|Y | were plotted versus frequency in a log-log manner to 

obtain a Bode plot. The plotting was accomplished auto- 
matically using a Hewlett-Packard Digital Plotter. 

The Bode plots of the human operator dynamics were used 
to estimate transfer function representations of the operator 
These transfer functions were converted into a state space 
format to use as starting conditions for the maximum likeli- 
hood identification program. 
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IV.  OPERATOR IDENTIFICATION 

Since the intent of this paper is to show how the identi- 
fication programs were applied to the identification of a math 
model of a human operator, only the analysis of the data from 
one compensatory tracking run will be presented. During this 
run the "controlled element" of Figure 1 was an integrator, 
1/S.  Figure 2 shows the results of the power spectral density 
and subsequent transfer function calculations. Curve (a) of 
the figure shows the calculated Bode plot of the integrator 
which is in excellent agreement with the theoretical slope of 
-20 db per decade (-1 on this curve).  Curve (b) is a plot of 
the calculated magnitude of the product of the operator's 
transfer function and the controlled element transfer function, 
|Y Yr|, versus frequency.  This curve shows a crossover fre- 

quency of 5 radians per second.  According to the classical 
human operator theory of Reference 5, the slope of |Y Y I 

should go to -1 at the crossover frequency; which it does, 
sort of.  Curve (c) is a plot of the magnitude of the opera- 
tor's transfer function, |Y |, versus frequency. The unusual 

characteristic of this curve is the high frequency lead gener- 
ated by the operator at 5 radians per second.  The data has 
been thoroughly checked and the lead is present for all runs 

controlling 1/S and 1/S2 systems.  A possible explanation for 
this is that the extremely light stick forces of the control 
stick allowed the injection of high frequency inputs by the 
operator. 

A larger scale plot of the operator's transfer function 
is shown in Figure 3.  Using the "eyeball" technique, four 
transfer functions were selected which most closely approxi- 
mated the Bode plot of Figure 3.  These transfer functions 
are given in Table 1. Using canonical forms of Reference 6, 
state space equations were obtained for the transfer functions 
of Table 1.  These state space equations were used as initial 
conditions for the parameters in the maximum likelihood identi- 
fication program.  To account fqr  the effect of the time delay, 
the discrete time histories were shifted by an appropriate 
amount prior to the maximum likelihood identification. 

The selection of the "best fit" math model for the human 
operator was accomplished using the covariance of the obser- 
vation noise, R, as a criterion for acceptance.  Those 
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identification runs with the lowest covariance were considered 
the best fit for the recorded time histories.  After the max- 
imum likelihood identification, the state space equations were 
transformed into transfer function format for comparison with 
the initial estimates.  Table 2 shows the identified transfer 
functions with their time delays. The two transfer functions 
with the lowest noise covariance have been plotted on Figure 
3 to compare with the test data. The comparison appears favor- 
able. 

V.  CONCLUSIONS 

The least squares identification program was not appli- 
cable to human operator identification.  The maximum likeli- 
hood identification program was very effective, but extremely 
sensitive to initial conditions. The power spectral density 
analysis was found to be necessary to establish starting condi- 
tions for the maximum likelihood program. 

Future experiments at the Air Force Academy will concen- 
trate on human operator identification and definition in air- 
to-air and air-to-ground fire control tasks.  This first 
effort has been very successful in debugging the identifica- 
tion programs and in defining the necessary experimental 
techniques for data acquisition and processing. 
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Table 1 

Initial Estimated Operator Transfer Functions 
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(^T  +   1) ^77 

4(i7ir+ 1)e"TS 5 s(| + 1)  e"15 

Range of time delay, T, was .0 to .4 seconds. 

Table 2 

Identified Operator Transfer Functions 
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The Human Operator in a Compensatory Tracking Control Task 
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Abstract 

This  paj»er presents a new approach for the efficient generation 
and description of parameter sensitivity operators in linear, 
time-Invariant systems. Rather than attempting to find minimal 
realizations of the "sensitivity system", this paper develops the 
sensitivity operators directly from their defining relations as 
the partial derivatives of the state with respect to the unknown 
parameters. This approach provides a completely algebraic descrip- 
tion of the sensitivity operators, thus enabling the entire sensitivity 
system to be obtained through matrix manipulations and quadrature 
Integrations. 

Perhaps more important than the computational advantages which 
are emphasized in this paper are the structural insights which 
are provided by the algebraic description of the sensitivity 
operators. This physical insight is further enhanced by separately 
treating the zero input and zero state response sensitivities. 
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1.0 Introduction 

System parameter sensitivity plays a fundamental role in the analysis and 

design of engineering systems, (eg [2], [3], [M) However, one of the primary 

drawbacks in using sensitivity analysis and sensitivity design techniques is 

often the enormous amount of computation which is required to generate the sen- 

sitivity operators. This is particularly true if the system has a large number 

of states and parameters. The present paper addresses an important subset of 

this general computational problem - namely, this paper is concerned with the 

efficient generation and description of sensitivity operators for the linear 

constant coefficient system S^ 

kit) « A(e)x(t) + B(e)u(t) x(o) = ♦(e) (1) 

x(t)c R11 

ee RP 

A(e)c R^" 

u(t)E  R11 

♦C8)c R11 tc[o,tf] 

B(e)€ Rnxr 

The unknown constant parameter vector, eeRp, may appear in any of the systera 

matrices A, B, or»in the initial condition vector $. The components of 6 are 

designated 9., 1=1, 2, ..p. The nominal parameter vector is designated eo. The 

only restriction that is placed upon SLC is that the unknown matrices A(e), B(e), 

and ♦(8) be defined, bounded, and differentiate at 6 . For 6. and for a pre- 

scribed control u (•) cL2{Rn,[o,tf]}, the system S.« has the unique solution [5]. 

x„(t;e ) = *AtH{9) * C  ♦ (t-S)B(0 ) u0(8)ds -©"''o'   ■0,"T,'o'   A "O^" -'--»-Q'  ©' (2) 

The state transition matrix, t (t), for the time invariant system may be deter- 

mined either from the linear matrix equation 

•0(t) - A(0o)*o(t) 

or from the matrix exponential 

♦o(o) = I (3) 
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♦ (t) » eA(e0)t (»») 

This nominal trajectory is designated 

<V uo' eo» *) E R0 X Rr X Rp X [o,tf J 

How the state sensitivity operators for the system S^. are defined as follows: 

(5) c(i)(t;e0.o) H i^J | (x0.u0.e0.t) 
864 

lim  x(t;e0 + AOi)- x(t;e0) 

A6.-K) ASa 

i » 1, 2,  ...p 

Notice that the sensitivity operators are, in general, functions of botn the current, 

time, t, and the Initial time, t .    However, for time invariant systems, they are 

only dependent upon the time difference t-t0.    Since t    is selected as zero, this 

initial time dependency vill henceforth be deleted.    Also for notations! convenience, 

the dependencies of the matrices and vectors upon 6 and the subscripting of the 

nominal values will be dropped.    It will be understood, unless otherwise noted, 

that all matrices, vectors, and partial derivatives are evaluated along (x0, u., 

e0,t). 

Under the assumptions which have been made it is well known [2] that the 

sensitivity operators for Srp may be determined from the "sensitivity system": 

C(   . - A CU'(t) + A(l) x (t) + B(i)u(t) 

C(i)(o) - ♦^j i - 1, 2.  ..p 

Here and elsewhere the notation is that 

(6) 

A/  . = J- A^ A(i) " Wi e « e 

etc. 

The solution of the sensitivity system together with the solution of the 

system Sj« requires solving (p+l)n coupled linear differential equations.    For large 
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p and n this complete solution represents quite a formidable task.    Therefore, a 

number of researchers have investigated the use of low order sensitivity models 

In the generation of the complete sensitivity system.    [7l - [12]    These approaches 

have the potential of reducing the number of required differential equations from 

(p+l)n to n(r+3).     [12] 

However, the disadvantages in the use of the low order sensitivity models 

are severed.     [12]    First, one must be able to transform the nominal system to a 

suitable canonical form.    This generally pieces the restriction on the nominal 

system that it be normal [7] or cyclic [9].    Second, once obtaining the transformed 

sensitivity operators using the companion relationships, one usually wishes to 

obtain the oritinal system sensitivity operators.    The reverse algebraic operations 

necessary in doing this can require computational and storage burdens which rival 

the original sensitivity system computations.    Additionally, numerical errors in 

this procedure can be quite severe, particularly if the nominal system has eic^n- 

values which are near to instability [12]   [l3l.    Lastly, physical interpretation 

of the sensitivity operators is lost when they are dealt with in the transformed 

coordinate system. 

Although related to these previous efforts, the present paper takes a funda- 

mentally different approach in the analysis of sensitivity operators for the system 

S^Q.    Namely,  rather than concentrating on the  "sensitivity system" and attempting 

to find minimal realizations for this system, the present paper takes an operator 

approach by working directly with the defining relations, equation (5).    This is 

a tractable approach,  in general,  for linear systems because of the ability to 

write the solution of a linear system explicitly in terms of fundamental matrix 

solutions.     [5]   [l]    However, for the linear constant coefficient system, Sy^, this 

approach leads to exceedingly simple relizations involving merely algebraic mani- 

pulations and quadrature integrations. 

208 

MMMHMM ..  .  ■     ^..  | .-..,    ,■-  |,  r-     ,,  -   | ■■■ 



I    ■   S^IWPIlWlpHWlPW;«IIJ^^JWiiW-»jJBI!PIPjip.ll!.M.W,i!L 

But perhaps more important than the computational advantages (which are the 

emphasis of this paper) are the structural insights provided by the algebraic 

description of the sensitivity operators.    This physical insight is further en- 

hanced by defining and analyzing separate zero input and zero state sensitivity 

operators.    Although not analyzed in this paper, these results should provide 

powerful design tools for sensitivity consideration in linear constant coefficient 

systems.    Indeed, in [l] these results and this methodology form the basis for 

algebraic analysis of system parameter identifiability, sensitivity operator 

controllability,  insensitivity, and generalized open loop control design for im- 

proved parameter identification. 

2.0 Definition of Sensitivity Operators 

In this section the description of the sensitivity operators for the system 

STO is initiated.    Their complete description will depend upon the central theorem 

of this paper which is given in the next section.    Although the definitions and 

discussion of this section are directed towards the constant coefficient system 

STC, it is noted that they are completely general and are valid for linear time 

varying systems as well,    [l] 

The zero input and zero state responses for the systeir S-- are defined as 

xz<i#(t)  = «(tU 

x« « (*) = C ♦(t-s)Bu(s)ds 
\ 

(7) 

C8) 

Than 

x(t) » x,  .   (t) ♦ xw m (t) (9) 

low rather than dealing directly with the complete sensitivity operators as de- 

fined by equation (3) first two new quantities are defined. These are the zero 

input and zero state sensitivity operators 

.(1) 
C \ (t) " sr xz i (eit) 
z.l.   aei z.i.    e_e 

1-1.2,..p 
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Then it is obvious that the complete sensitivities are given by 

C(i'(t) - C^J (t) + ^(t)  i«l,..p (12) 
Z.l, Z.St 

Physically the zero input and zero state sensitivity operators are the parameter 

sensitivities of the system transient response and the system forced response when 

initial conditions are zero, respectively. If the system transient response is 

asymptotically stable then one would expect the zero input sensitivity operators 

to likewise decay exponentially to zero. The zero state sensitivity operators 

would then become the parameter sensitivities of the system steady state response. 

This fact is indeed true and is easily proved as- a result of Theorems 1 and 2 of 

this paper,  [l] Also, it is noted that the zero state sensitivities are in the 

form of a linear operator operating on the control input, u. This particular fact 

enables one to apply extremely effective sensitivity operator design techniques. 

[11 [IH] 

Now the system zero input and zero state responses, equation (7) - (8), nay 

be substituted into the definitions of the zero input and zero state sensitivity 

operators to yield 

«(i)  ^ a ^ ^  [♦(t-s)B]u(s)ds (lU) 
«•■• 5 3ei 

- f  [♦,i)(t-s)B + ♦(t-s)B.i)lu(s)ds 

All of the quantities in expression (13) and (lb) are easy to obtain with the 

exception of the partial derivative of the state transition matrix with respect to 

v. 
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♦(i)(t) 86. 
♦(t) - JL leA(e)t]e-e 

SO« c 
(15) 

3.0 Computation of ♦/1\(t) 

This section considers the partial aerivative of the state transition matrix 

with respect to the parameter component 6.. 

To begin, consider the linear homogeneous system &.: 

i(t) - A(e)x(t)    x(o) - »(e) (16) 

x(t)cRn     eepP 

vlth unique nominal solution Tor 6-CR^ 

x0(t) - ^(t)'^^ 

The notation and assumptions are the same as for the system ST*. Then the 

vlty operators for Sj. (i=l,2,..p) are given uniquely by* 

C(i,(t) - »(t)^) +»(1)(t)* 

How consider the equivalent augmented sensitivity system 

x(t) 

.(1), , 
A     (*). LA(i) 

x(t) 

,(i) (t) 

with initial conditions 

x(o) 

L^OJ  L»(l)J 
Ibis augmented system has the unique solution 

x(t) 

C(1)(t) 
LA(1)AJ       ♦    1 

(17) 

sensiti- 

(18) 

(19) 

(20) 

(21) 

•For simplicity the existence of *    .(t) is here merely assumed.    In [l] a rir>oruus 
proof of existence is civen.    This'also provides both an integral equation and diff- 
erential' equation representation of t...(t).    Although such representation may be 
generalized to other linear systems, they arc not of particular value computation in 

'.Ke time invariant case and are so not included here. 
211 
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Hcwevcr, from (17) and (18) and the uniqueness of the representations it must be 

true that 

(22) 

(23) 

For convenience, define the augmented matrix by 

A*1) = FA        ol 

Ui)    AJ 
Then the characteristic polynomial of A*^' is 

f(i)U) = f (A) • f(X) (2»») 

vhere f(X) is the characteristic polynomial for A.  Now suppose that {X, ;k=l,2, 

..o} are the set of distinct roots of f(X)=0 and that n, , k=l,2,..a, are the 

multiplicity of each distinct eigenvalue X. in f(X). Then 

and 

f(X) » . «.   (X - X)nk 
k«l k 

f(i)(X) -. ?    (X - X)2^ 

(25) 

(26) 
'k-l k 

Futhermore, this relationship is true for each parameter component 6., i=lt2,..p. 

But now it is well known (eg,[15]) that 

:(i). 

J-o J 
(27) 

where the a.(t) are the unique solution of the set of 2n linear equations 

,1 x ♦  dU) 
t e k * _—„ [i x      xf. 

d, (l) k  k 
.X 2n-l 

k « 1,2,..o 

I ■ 0,1,..211.-1 

But then it is easily shown that 

a (t) 
o 

a^t) 

i.a2n-l(t,-J 

(28) 

a(i))J. r 
(AJ) 

3TT7 ] 212 
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And so using equation (22) ve have established 

Tteorem 1 

Let A (6) be an nxn real matrix which is dependent upon the constant para- 

meter vector BCBP.    Suppose that for a nominal 6 cR** the matrix A (6) is differen- 

tiable with respect to each parameter component 6., islt2>..p> at 9 , and that 

(30) 

the characteristic polynomial of A(6 ) is given by 

f(A) - ^ (A - Ak)nk 

Then 

eA(eo)t .   f (A(e )]i a (t) 
J=o o J 

and 
J 

i»l,2,..p 

(31) 

(32) 

where the scalar functions {a.(t); J=0,1,. .2n-l} are uniquely determined from the 

2n linear equations (28) 

Comments 

1. Equations (31) and (32) may be put in a minimal "basis function" representation 

involving the minimal polynomials of A(e )  and A^Mö  ), respectively.    By 

considering the adjoint matrix of A      (9 ) it is relatively easy to show that 

the order of the minimal polynomial of A      (9  )  is between the bounds n   ^ 

nio       i ^"m» where r^ and n are the order of the minimal polynomials of 

A(eo) and A^(90) respectively,     [l] [16] 

2. For computer applications it is conveient to compute the partial derivatives 

J=0,l,..2n-1 
1 o 

from the recursive relation 

r |AJ(6"e.e   ■ ST tA^O)),.»  A(,0) ♦ &) -|- [A(e)l0. "I '9-9^       36. o 1 '0=9, (33) 
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k,0 Algebraic Representation of the Sensitivity Operators 

In this section Theorem 1 is used to provide an algebraic description of 

the tero input and zero state sensitivity operators.    In fact, based upon equa- 

tions (13) and (ih) of Section 2.0 and Theorem 1, one immediately obtains 

Theorem 2 

For the system S 
LC 

xx.i.(t)asj1ölAJ ♦V^ 
X«.8.(t) "So1 AJ B I aJ(t-8)u(8)dS 

^    (t) - ^    »    [AJ ♦] a^t) 
Z.B. J^O      «Oj J 

C(        (t) - fS'1 X    [AJ B] J a,(t-8)u(s)ds 
2.8. J«0      "i 0     J 

(31») 

(35 > 

(36) 

(37) 

i « 1,2,..p 

The scalar functions {a.(t):    J=o,l,.,..2a-l) are determined from equation (28), 

Theorem 1. 

Comments 

1. Similar relations for the system sensitivities are easily obtained by inclu- 

sion of a measurement matrix, say H(6). 

2. Again for computation one would use 

» UJ ♦] - JL [AJ]* + AJ -L [♦] 
dO 36 

(38) 

and comment 3 of Theorem 1, etc. 

3. Equations (3M - (37) give a great deal of structural and physical insight 

into the system sensitivity operators [l]. On the other hand, the convolution 

integrals which are indicated in equations (35), (37) can be quite troublesome 

for digital computer computations. However, through a Judicious examination 

of the scalar functions, a.(t), these convolution integrals may be transformed 
J     214 
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to ordinary quadrature Integrals.    Using our established notation it is relatively 

strAightforward to obtain the following Lemma,    [l] 

Lemaa 1 

Let TV be the 2nx2n non-singular generalized Vandermonde matrix 

^=-\rri[1  \  ^ • • * ^] k » 1,2,..a 
t ■ 0,1,..211.-1 (39) 

Let a(j) = [a(J,] , t    k - 1.2N..o; 1 » 0,1,. .211.-1; 
kl     1 x 2n / x 

be the J  the row vector of/^ . Then 

.,(t). „I ^ .(J) t1 .V J' k«l   1S:0 kl K (i»o) 

and for each component u (•), q>"l,2,..r, of the control vector uC«) 

Is » J a (t-s)u(i(s)ds 

?     ^    E      (-1)V  f1)  aS^ t^-^eV 
k=l   ih     A    l    '     W ^A 

J sv    e-V    U(8)d8 

(J»l) 

where  ( ) tl 
U-v)!vl 

Comments 

1.    nirough the use of Theorem 1 and Lemma 1, one may obtain the complete system 

and sensitivity system, both state and output, zero input and zero state, 

through merely matrix manipulations and the solution of the 2nr quadrature 

integrals 

| s1 eXk8    u (s)ds 

k = 0,1,..o; I » 0,lt..2a^-li and q s 1,2,..r. 

This replaces the Jp+l)n linear differential equations for the "sensitivity system" 

approach. 
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2. Although the generalized Vandermonde matrix. A, may be of rather large dimen- 

sion (2n x 2n), specialized techniques exist for obtaining its inverse. 

(see eg, [17]) 

5.0 Extension to Cecond Order Sensitivity Operators 

In this section the approach of sections 3.0 and h.O  are outlined to give an 

algebraic representation of the second order sensitivity operators. The second 

order sensitivity operators for the system S  are defined as 
LC 

(55) 

vlth corresponding definitions for the zero input and zero state sensitivities. 

Again consider the homegeneous system Su: n 

i(t) « A(e) x (t)  x(o) » ♦(e) (56) 

The matrix A(9) is now assumed to be twice differentiate at 0 . The first and o 

second order sensitivity operators for this system at the nominal parameter 9    are 

then given uniquely by 

x(t) = *{t)4 
« 

C(i)(t) = ♦(i)(t)^ + ♦(t)*(.) 

C(j)(t) » ♦(j)(t)« + ♦<t)*(j) 

c(i.J)(t) » *(iJ)(t)* ♦ t^itU^ + ♦(t)*(iJ) ♦ ♦(i)(tH(j) 

(57) 

(58) 

(59) 

(60) 

As before, all matrices and partial derivatives are evaluated at 0 and the double 

subscript (i,j) denotes the second partial derivative. 

Next consider the equivalent augmented "sensitivity system" 
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d 
dt 

X (t) 

C(i)(t) 

c(i.j)(t) 

X(o) 

( 

C(j)(o) 

C(iJ)(o) 

A(i)        A 0 0 

A(J)        0 A 0 

LA(i.j)    A(J)    A(i)    A 

X (t) 

e
(i)(t) 

t(j)(t) 

U(i'J)(t) 

9(i) 

L*(i.j)- 

(61) 

e=e 

As in section 3.0, by considering the ■■.«nique solution of this augmented system and 

comparing it with equations (57 - 60),  it is evident that 

'♦(t) 0 0 0 

:(i.J)t 

♦(i)(t)      *{t)     o 

♦(J)(t)      o ♦ (t)        0 

L*(i.j)(t) ♦(j)(t) *(i)(t) *M 

(62) 

How suppose that m(X) ij the minimal polynomial of A of order n  , and that the m 

characteristic polynomial of A is given by f(X) = m(X)g(X). Then using the adjoint 

relation [16, p83] 

adj (XI - Ä(i,J)) (XI - A (i4))- det (XI - A(ij))l 

- (f(X))4 (63) 

one can show that f{X)g"i(X) is a conanon factor of each component of adj(XI - A^1"") 

for all i,J. Thus the order of the minimal polynomial of A"   must be less tlian 

or "equaLL- to 31^ <_ 3n.. Then by methods similar to those of Section 3.0 we obtain: 
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Theorem 3 

Let A{fl) be a real nxn matrix which is twice differentiable at 6    and has o 

characteristic polynomial 

Then 

eAt - ^ AJ b (t) 
i*o i 

3n-l 

'1 Ji0  3ei «T le^ B .L air[AJ] bJ(t) 

(6U) 

(65) 

(66) 

and 

sÄ-[eAt] = ^ ^4- [AJI bi(t) 3e
i3ei      J»o **i*Qi J 

(67) 

All aatrices and partial derivatives are evaluated at 0=6    and the 3n scalar 

function b.(t) are uniquely determined from the 3n linear equations: 

■ rill xk xk • • • xk   J 

k » 1, 2,  .   .  . o 

1 B 0, 1,  .   . Sn^-l 

'b0(t) 

^(t) 

L^3n-l(t) 

(68) 

Comments 

1. Theorem 3 may now readily be applied to the definition of the second order sen- 

sitivity operators, equation (55) and etc., to provide an algebraic description 

of the second order sensitivity operators similar to that of Theorem 2. Thus 

the entire system, first, and second order sensitivity operators may be obtained 

through mere matrix manipulations and, now, 3nr quadrature integrals. These 

computations would replace the solution of n(p + 1 + pj) coupled linear differ- 
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ential, equations which would be required for an equivalent "sensitivity system" 

approach. 

2. These second order results should be of great significance in the use of second 

order numerical optimization techniques such as Newton-Raphson algorithm (^g, 

Ik]). 

This paper has provided an algebraic description of the sensitivity operators 

for linear constant coefficient systems.' Computational advantages have been 

emphasized in this paper, but the methodology and the algebraic results which have 

been presented offer powerful design tools for many system considerations,  [l] 
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TUNEABLE INTEGRATION FOR AIR FORCE APPLICATIONS 

Marc L. Sab in, Captain, USAF 
Research Associate 

Frank J. Seiler Research Laboratory 
USAF Academy, Colorado 80840 

Introduction 

The purpose of this paper is to introduce you to and give you a 
feel for a new way of looking at numerical integration of dynamic 
systems.  In the course of this introductiot\ I will give you the 
mathematical formulation of a specific integrator which may be able 
to solve some of your accuracy and coirputation-time problems 
associated with numerical integration. 

The sii)ject of this paper is "Tuneable Integration," (TI), a 
technique originally proposed by Jon M. Smith of Software Research 
Corporation. (1)   The precepts for the approach arise in sampled-data 
control theory; specifically, they are based on digital filters employ- 
ing variable phase and gain to control distortion in the integrated 
"signal."   In most classical integrators this distortion arises from 
the polynomial approximations used in their development, and integra- 
tion step size is the only available control on the amount of distor- 
tion (classically called truncation error).   The TI, on the other 
hand, encounters distortion due to reconstruction of the sanfüed 
signal, and it employs variable phase and gain conpensation to 
minimize the effects of that distortion. 

Though the results reported herein are from ny own work, I do 
not extend the theory of Smith.   My purpose, as indicated earlier, 
is to introduce you to Tuneable Integration, for I believe that this 
is a technique of significant potential value to the Air Force. 
The particular items I will discuss in this paper are as follows: 

1. The Zero-Order-Hold Tuneable Integrator (ZOii :... . 

2. Application of the ZQH-TI to a damped, second-order 
oscillator; 

3. Application of the ZOH-TT to the Air Force Academy 
algorithm for a digital lead-computing optical 
sight system. 
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Zero-Order Hold Tuneable Integrator 

Before proceeding with the development, let me explain a basic 
guideline which governs a nunber of decisions to follow.   The guide- 
line is simplicity, and its purpose is twofold.    By keeping the re- 
sult as simple as possible, progranndng complexity and computation 
time are minimized.   Secondly, simplicity minimizes the nimber of 
poles in the numerical integrator.    Ideally we would like to have 
a result with only one pole, the number possessed by a real, con- 
tinuous integrator.   Recall that each extraneous pole induces more 
phase lag, and hence a greater tendency toward instability. 

Now let us proceed with the development.   Our objectives are to 
model a discrete approximation   J the continuous integrator, to de- 
fine the input-output transfer function, and to finally write the 
difference equation which represents the mmerical integrator. 

The basic form of the discrete approximation is presented in 
Figure 1. 

.* 

NXl 
Reconstructor Compensator 1 1 

s T- 

Figure 1.    Basic Discrete Integrator 

Referring to the figure, we have a continuous signal   x,   .to be 
to give the data 

A continuous signal is reconstructed, compensated for 
x,. 

integrated. Samples are taken at intervals 
sequence Xj 
phase and gain distortion, and integrated yielding the signal 
which is approximately the integral of Xj. The second sampler, 
again with interval T, provides the discrete, output data train x 

2* 

The reconstructor may be chosen in many ways.   Smith has looked 
at zero-jfirst-and second-order and trapezoidal holds.    The higher 
the order of the hold the more conplex the integrator becomes.   This 
additional complexity yields one or two extra poles and zeros in 
the z-plane,t and the integrators yield more high frequency dis- 
tortion.    Thus I will restrict the discussion to the zero-order-hoId 
reconstructor. 

* The purpose of the compensator is to counter the distortion of 
the reconstructor with gain (X) and phase (y) adjustments.    The basic 

t The poles are at z = 0, so that z « e     results in the real part of 
the s-plane pole being at minus infinity. 
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YST form of the compensator is   Xe'    , and there are two primary con- 
siderations with regard to its application.   The first involves con- 
tinuous vs discrete compensation.    Smith proposed a form of discrete 
compensation using a triangular hold and a first order expansion of 
eY   .    For the higher order reconstruction processes the discretely 
compensated integrator is simpler than the continuously conpensated 
integrator with the same reconstructor and the sane expansion of 
vsT 

eT    , while for the zero-order hold the result is the same as for 
continuous condensation.   I will discuss only the case of the first- 
order expansion of the exponential for reasons to be mentioned shortly; 
and thus, since both forms of conpensation give the same result for 
the zero order hold, I will not go into further detail regarding 
discrete conpensation. 

vsT Ihe second consideration pertains to the expansion of   e'    . 
From the definition of the z-trans form, e^   ■ zY,   and for continuous 
variation in   y   we would have non-integer powers of   z   in our 
transfer function.   To prevent this, a series expansion of the 
exponential is desirable.   The simplest expansion is the first order 
expans ion 

(D aYsT   „ 
ä   1 + ysT 

TVo other expansions looked at by Smith were    l/Cl-ysT)    and 
(2+'ysT)/C2-YsT).    Each of these results in a more conplex integrator 
with extraneous poles and is thus excluded from further discussion 
here. 

We have now narrowed our field of consideration down to the zero- 
order-hold tuneable integrator with "single-zero" compensation (this 
being the name given to the expansion of Equation 1 by Smith), and 
we designate it ZOH-TI.    Figure 2t depicts the ZOH-TI. 

x (s)       x (z) 
-1 v 

x2(s)       x2(z) 

Figure 2.    ZOH-TI 

The z-plane transfer function for the discrete integrator is 
evaluated as follows: 

t This figure is essentially the same as Figure 5 in Reference 1, 
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x2(z) 

XjCz) 

ll -sT 
X(1+YST) .il 

■sT X(lnsT) 

(2) 
X_l¥L   .    ^T [Y2 ^  (1-Y)] 
XjCz) z - 1 

We see that there is a single pole at   z • 1,   so that the integrator 
is neutrally stable.   The difference equation, which is our desired 
numerical integrator, is found fron Equation 2 by solving for   x(z) 
in terms of   x(z) and noting that   z   is a unit advance in the time 
domain; i.e., 

Z1! jZxCz)}    -   x(tn+T) n 

The result is 

(3) xn   -   Vl + X T K + V^n-l] 
yihere x   - x(t )    and   n   replaces the   1,2   subscripts used earlier. 
Equation 3 is inherently a closed type integrator, for it involves 
the derivative   x_;   but the weighting of this derivative, call it a 
leading derivative, may be varied inversely to the weighting of   JL.I» 

which we can call a lagging derivative.    It is the ability to vary 
this weighting of lead and lag that allows us control of the 
integrator accuracy. 

A very significant observation is made by Smith regarding 
classical numerical integration and various forms of the tuneable 
integrator.   He states that "from the frequency-domain viewpoint, 
many of these [classical] integrators are actually the same integrator, 
differing only in the amount of phase shift of the integrand.'^™   For 
instance, as   y   takes on the values   0, 1/2, 1, and 3/2,   Equation 3 
takes the forms of the Euler, trapezoidal, rectangular and implicit 
Adams second order integrators. 

Test Performance 

Having developed the form of the ZOH-TI, we shall now apply it to 
the integration of a second-order oscillator's response to various 
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inputs.   The test vehicle was, as indicated, a second-order oscillator, 
represented by the differential equation 

(4) x + s n 
2 

0) X n % F(t) 

where c is the damping ratio, w  is the undamped natural fre- 

quency, and F(t) is the forcing function. The standard specifica- 
tions used were c ■ 0.3 and u » 1 Hz. The tests examined the n 
step response, the impulse response, and the response to sinusoidal 
forcing at resonance.    The step response was also examined with 
critical danping    (c ■ 1.0) and a high natural frequency    (u   = 5 Hz). 
In all cases the results were similar, indicating an "optimal"   choicet 
of   Y   in the neighborhood of 0.5. For example, Figures 3-5 demonstrate 
the resonance test results for three values of   y(0.0, 0.5, and 1.0), 
each used with a range of integration time steps    (T = 0.001, 0.010, 
0.050, 0.100).   Clearly the case of   Y = 0.5    (i.e., a trapezoidal 
integrator) is the best of the three shown; we will see shortly that 
Y = 0.5   is not necessarily precisely the best choice.    In Figure 5 
a factor of SO increase in the integration time step has resulted in 
virtually no change in the integrator output. 

Before making a detailed examination of the results of the step 
response test, a comment is necessary concerning Smith's reported 
results for the same type of test.   While my results indicate that 
Y « 0.52   gives the best performance. Smith obtained his best results 
with   Y ■ 1.0.   The two results are consistent and serve to demonstrate 
an inportant point.    That point is that when modeling a system (such 
as in the development of an aircraft simulator) the manner in which 
the continuous elements of the system are discretely modeled will have 
a strong inpact on resultant performance. 

Let me explain why mine and Smith's results are consistent, and 
at the same time I will demonstrate the inport of the manner of 
modeling.    Figure 6 is a block diagram of the second-order system 
after it has been discretized. 

F.Czi, 
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%\ 

N^     _• 
i 

2    . 

^n 

r 
1 z' 1 
L 

i 
i 

Figure.6.    Discretized Second-Order System 

t I will say more about choosing Y and X later. 
X « 1 was the value used. 

For these tests 
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In the figure,   G(z)   represents the ZOH-TI transfer function given 
by Equation 2.   There are two delays    (z-1 and z-2) indicated in the 
dotted blocks of the feedback loops.    In my model I do not include 
these delays, for in the sinple integration situation   I have the 
values of   x   and   x   when I require them.    Smith, however, proceeds 
from a different viewpoint and includes the del ays t which are 
"characteristic of the explicit formulation of discrete systems 
where the forward loop must be conputed before the feedback can be 
computed and the loop closed."^)   If the delays are included, the 
characteristic equation is fourth order, while if they are not it 
is second order.    If   y ■ 1   in the first case, however, two of the 
poles move to the origin where they are cancelled by two zeros.   The 
resultant second-order system is then very nearly the same as the 
one for the case of no delays.   Using   CD   ■ 1 Hz,    c ■ 0.3   and 
T « 0.01   seconds, we find the poles of the no-delay model with 
Y ■ 1/2   to be at    z «1.00 and .96 and for the delay model with 
Y ■ li   at   z « .98 ± j.06.    It is therefore very reasonable that 
my results using   Y « 0.5   should be similar to Smith's results 
using   Y " 1«0.    It should also be clear that the manner in which 
the overall system is modeled will have a strong influence on the 
results obtained. 

Let us now look in some detail at the results of the step 
response test.    Figures 7-11 each show.the system output for a given 
value of   Y   with four values of time step   T.   As   y   increases from 
0.40 to 0.60 in the sequence of figures, the ZOH-TI progresses from 
a condition of too much lag to one of too much lead.   The "true" 
output in each case is generated by using a small enough step size 
so that changes in   y   have little effect on the output.   That time 
step was chosen to be 0.001 seconds. 

In Figure 7,   y   " 0.40   and we have a case of too much lag. 
As   T   increases from 0.001 to 0.100, each respective curve over- 
shoots the previous curves, for the lag in the integrator increases 
with   T   and a greater tendency toward instability exists. 

Figures 8, 9 and 10 depict the response near   y ■ 0.52.    In all 
three cases, a factor of 50 increase in step size results in no 
discernible change in the plotted curve.    A two order of magnitude 
increase in   T   results in relatively small errors.    The thing to 
observe from these three figures is the shift from overshoot to 
undershoot with increasing   T.    This results in a gradual shift of 
the crossover points from left to right, as can be easily seen for 
the minimum near   t • 1 sec.    It is this change in the effect of 
increasing   T   from one of increasing overshoot to one of increasing 
undershoot that indicates the "optimal"   y   for this situation is in 
the neighborhood of   y « 0.52. 

t Still another formulation is possible:    it results in the same set 
of z-plane poles, but has one less zero. 
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Note that we are picking the proper   y   in an enpirical manner 
by analyzing these figures.    The question of what is truly optimal 
is not an easy one, for the change in the effect of   T   is gradual. 
One possible criterion would be the minimum RMS deviation over all 
integration points between the output at a given   T   and the so- 
called true output.    I will say a little more concerning the choice 
of   Y   near the end of this paper. 

The last figure of this sequence, Figure 11, evinces the exces- 
sive lead induced by values of  y   greater than about 0.52.   The 
undershoot is obvious, as is the shift of crossover points to the 
right. 

To enphasize the effect of   y   rather than   T,   Figure 12 shows 
the step response for a range of   y   values with   T ■ 0.100 seconds. 
The curve for   y » 0.50 was corrputed with   T » 0.001   to give a 
"true" output history.   Though the individual curves are hard to 
distinguish, the values shown for   t « 0.5 sec and the general 
envelope of the five curves clearly demonstrate the lead/lag effect 
of   Y. 

As indicated earlier, the results of all tests were similar to 
those shown here.   Therefore, I will not go into a detailed discussion 
of those results, but rather I will now discuss the application of a 
ZOH-TI to the integration algorithm for a lead-computing, optical 
gunsight. 

Lead Conputing Optical Sight System (LOOSS) 

The LO0SS is a fire control system which conputes the lead angle 
necessary to fire tpon a target being tracked at a specified range. 
Background for this type of sight   is discussed in the paper on 
"Non-Director Gunsight Response" contained elsewhere in these pro- 
ceedings.    Researchers at the Air Force Academy have developed some 
inprovements to previous solutions of the LOOSS problem, and in 
their testing desired to evaluate various nunerical integrator for 
usage in their version of the gunsight:   the tuneable integrator was 
included among these. ^   McClendon's conputer program was modified 
and further testing was conducted to obtain the results shown below. 

The differential equation being integrated is that of a simple, 
first-order system with an external forcing function, and the quantity 
being integrated is the lead-angle derivative.    Since the details of 
the equation are not important for our present purposes, let me 
sinply say that for given flight and weapon specifications (e.g., 
acceleration, speed, altitude, muzzle velocity, angle of attack, etc.) 
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the equation is one of constant coefficients and is simply integrated 
for a period of time necessary for the bullet to reach the target's 
range.    In the case of straight-and-level flight the lead angle need 
only compensate for gravity, and the solution may readily be deter- 
mined analytically.   This condition was used for the tests from 
which data .will be shown. 

The bases for integrator conparison were the accuracy of the 
output and the computation time required to obtain it.    Since the 
program was tested on a B6700 computer with virtual memory, run 
times were not repeatable, and only a'rough conparison should be 
made of the relative amputation times.    Further, none of the pro- 
gramming was optimized for minimum computation time; and though all 
of the integrators were penalized in this respect, some could be 
affected more than others.   Again, only rough conparisons can be 
made from the relative computation time figures. 

The equations for the five integrators used in the test are 
shown in Table 1.    Note that Euler and rectangular integration are 
also included in this list by letting   y » 0   and   y * 1,   respec- 
tively, for the tuneable integrator.   The Simpson integrator is 
shown because it was included in the Academy's program,but it is 
unstable in a dynamic situation, the integration error growing 
without bound.(2) 

Table 1.    Numerical Integrators for x ■ f(x,t) 

Integrator 

4th Order Runge-Kutta 

Trapezoidal 

Sinpson 

3/8 Newton-Cotes 

ZOH-TI 

Formula 

Vi" ^ + F(v2V2Vk^ 

^ - T f K > 'n) 

k..-Tf(xn + Vtn + T) 

Vl " ^ + 7 (Vl + V 

V2 ' ^n + T (V2 + 4Vl + 0 

V3" ^+ T (w3(w>iK) 
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"IVo points should be noted at this time.    The first is that no 
predictor-corrector formulations have been used.   TTie second is that 
the derivative at the time being integrated to (pur so-called "leading 
derivative") is required for all but the Runge-Kutta integrator; i.e., 
they are closed type integrators.   The two points relate strongly to 
each other, for the corrector is typically a closed type integrator 
which uses the output of the predictor to evaluate the  leading 
derivative.    I have employed a sinple iteration scheme to converge 
on simultaneous values of the  leading  derivative and output by 
using as an initial guess for the derivative the derivative at the 
last conputed time step.    In the ZOH-TI, for example,    i+-.    is 

initially set to   x ,    x +,    is calculated and a new   x   ,    computed 
and so on.   Agreement between two consecutive values of   x+1    to a 
set convergence criterion results in moving to the next time interval. 
For the LCOSS, testing was done to see the effect of the convergence 
criterion:    there was little effect over a wide range.    Letting the 
criterion vary between lO"" and 10'2, I found that the ZOH-TI with 
Y = 0.60   showed a change only after the fifth decimal digit.    The 
reason for the low sensitivity to the convergence criterion is the 
smooth nature of the exponential rise in the computed lead angle. 
(Ihe true solution in the case tested was given by the expression 

a(l-e'bt).) 

. Even with a loose convergence criterion, at least one iteration 
must be done at every time step and this is costly in terms of com- 
putation time, as the results below will show. Thus it is desirable 
to consider formulating the tuneable integrator into predictor- 
corrector schemes. Smith has formulated a few of these; but I have 
not yet examined them, nor formulated others. Another possibility, 
which worked well for the smooth exponential involved in these tests 
of LCOSS, is to use an old value of the derivative and employ more 
lead conpensation through a larger value of y.     Both of these 
possibilities require further examination. 

The integration tests involved a five-second time of flight with 
time steps varied between .02 and .20 sec at increments of .02 sec. 
The data of Table 2 were obtained using the largest time step and 
loosest convergence criterion. The units of time are in sixtieths 
of seconds and the lead angle is given in mils. The  numbers in 
parentheses indicate values of y- 

Immediately obvious are the large errors in the Simpson and 
Newton-Cotes integrator outputs. A trapezoidal integrator was used 
to start the Simpson technique and the large initial error grew to 
the value shown; an extremely accurate start-up value, artificially 
inserted into the algorithm, reduced the error but did not eliminate 
it. 
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Table 2.    LGüSS Test Results 

T = 0.20       Convergence Criterion =0.01 

Integrator Lead Angle Process Time 

Runge-Kutta 6.455610566336 9.3 
Trapezoidal 6.455610534656 11.9 
Simpson 1154.3256  24.3 
Newton-Cotes 3.770586  21.0 
ZOH-TI(O.O) 6.455610566336 10.6 
ZOH-TI(0.2) 6.455610566336 11.2 
ZOH-TI(0.4) 6.455610566336 11.8 
Z0H-TI(0.6) 6.455605657856 13.6 
Z0H-TI(0.8) 6.452087800576 

True Value = 6.455610566451 

25.7 

As more lead is inserted into the ZOH-TI, the derivative become? 
too small too fast and the steady state value is reached at a later 
time.   Hence we see the decrease in the outputs for the last two 
entries in the table.    Too much lag results in attaining the steady 
state at an earlier time and there is no apparent impact on the com- 
puted output.   This has mich significance for the choice of an LCOSS 
integrator.    If the lead angle can typically be expected to grow as 
a smooth exponential, and if the target range will be such that the 
final value of the exponential rise will be attained, then a simple 
Euler integrator (the same output as the ZOH-TI with   y = 0)   will 
suffice.   No  leading   derivative will then be required, thereby 
eliminating the neea for any iteration and significantly reducing 
the conputation time from the values shewn in Table 2. 

As noted previously, the time figures, in Table 2 should only be 
used for rough conparisons.    With that in mind, we see that the 
tuneable integrator gives equivalent accuracy to the Runge-Kutta 
for nearly the same confutation time.    The nunber of iterations re- 
quired for convergence during the early time steps penalizes the 
ZOH-TI severely.    Since   y » 0   is equivalent to an Euler integrator, 
such an integrator could be progranined explicitly and would avoid 
the single iteration that is made by the tuneable integrator at every 
step.+   This would essentially half the time required without affect- 
ing accuracy.   A word of caution, however, is in order:    at time 
steps larger than those investigated these results would most likely 
be changed somewhat. 

The conclusion to be drawn from this LCOSS study is that while 
flexible, accurate and relatively sinple, tuneable integration is 

t Current programning of the ZOH-TI does not recognize that for y 
x   .    is not required, and hence a single iteration is made at 

every step when   y s 0. 
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not necessarily appropriate to problems where still simpler techniques 
will suffice. 

Choosing X and y 

In the exanple of the second-order oscillator which we discussed 
earlier, an "optimal" choice of phase conpensation,   y,   was found 
enpirically by trial and error.    This is typically what presently 
must be done when a complex system is involved.    A fruitful area for 
investigation lies in examining potential means for determining 
a priori what the proper choice should be.    The selection of   X 
is subject to the same concern, though apparently less freedom is 
available in its choice.    This is because   X   scales the steady 
state output and values other than unity can cause difficulties. 
(From the LCOSS results we can note that a value slightly greater 
than unity would be appropriate.)   Smith has also found that   X   has 
less influence on the ZOH-TI performance than   y,    and he recommends 
selection initially of the latter and then the former.   Also noted 
by Smith is the primary influence of   y   on the transient response 
as opposed to the influence of   X   on the steady state output. 

For some systems it is possible to apply analytic techniques 
to the determination of   X   and   y.   TVro possible methods discussed 
by Smith are root matching of the discrete system poles to those of 
the continuous system and, secondly, minimizing the RMS deviation of 
the output from the analytically determined response to a known 
forcing function.    It is easy to see how system conplexity can 
preclude the application of techniques such as these. 

Conclusions 

From the discussion presented in this paper, one should be able 
to see that there exists in tuneable integration the potential for 
significant reductions in programming conplexity and computation time 
(through the ability to use larger integration time steps) by pro- 
viding the user with external control of integrator phase and gain 
characteristics.   Though it does provide a simple yet flexible and 
accurate technique, tuneable integration is not a panacea and may 
be superfluous in cases such as the LCOSS, where a simpler integrator 
is sufficient. 

The real potential for this technique lies in applications to 
complex systems where numerical integration time must be minimized. 
TVo possible areas of application are in missile range-safety cracking 
and in SUM tracking and impact prediction. 
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A significant area for further research concerns finding 
a priori methods of determining the proper integrator phase and 
gain for conplex systems. 
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Figure 3.   Response to Sinusoidal Forcing 
at Resonance:   Excessive Lag 
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Figia-e 4.   Response to Sinusoidal Forcing 
at Resonance:   Excessive Lead 

Figure 5.   Re'.ponse to Sinusoidal Forcing 

at Resonance:    Nearly Optimal Compensation 
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Figure 7. Step Response: Excessive Lag 
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Figure 8. Step Response: Compensation 

Slightly Less Than Optimal 
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Figure 9. Step Response: Condensation 

Approximately Optimal 

Figure 10. Step Response: Condensation 

Slightly More Than Optimal 
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Figure 11.    Step Response:   Excessive Lead 

Figure 12.    Step Response:   Effect of 

Variable Lead/Lag Condensation 
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A OOHTROL SYSTEM DESIGN METHOD FOR A SYSTEM 

HAVING A PLANT WITH VARIABLE PARAMETERS [10] 

by 

*C. H. HOUPIS 

ABSTRACT 

A design aechod is presented which permits a feedback control system with 

▼arisble plant parameters to satisfy the desired performance specifications. 

UM method utilizes state-variable feedback with constant feedback gains and 

satisfies the quadratic performance index (P.I.)*    The design application is 

sa aircraft pitch attitude control system.    The control system must be insen- 

sitive to parameter variations which occur over a range of flight conditions. 

The design example allowed large variations in the plant parameters while 

still maintaininf the desired response.    The gain in this design is high, but 

not in the sense of Horowitz's high-gain system designs [1].    Because of this 

relatively high gain, the disturbance response of this system is within accept- 

able limits.    In comparison with previous control  system designs  [1],  the 

design presented in this paper resulted in a simpler system configuration, 

i.e., reduced system complexity. 

I.    INTRODUCTION 

A design approach [2,3,9] utilizing the quadratic P.I.  is presented 

for designing a pitch attitude control system for an airplane that is insen- 

sitive to parameter variations over a given range of flight conditions.    The 

* Professor of Electrical Engineering, Department of Electrical Engineering, 
School of Engineering, Air Force Institute of Technology, Urichc-Pattersoii 
Air Force Base, Ohio, U.S.A. 
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values of these parameters for six flight conditions (F.C.)   (M^control-surface 
effectiveness, and Mach number) SmS listed In Taole 1.    In order to design a feedback 

control system for such a plant, see Fig. 1,  It is necessary to determine 

the parameter which has the most influence on the time response of the pitch 

rate, Ö.    When this parameter is identified and the desired response selected, 

the control system may be designed to satisfy the desired performance specltl- 

cations.    The system performance specifications are:    the response to s step 

command must have less than 2SZ overshoot and must damp to at least 1/8 

amplitude within one cycle; the response must rise to within 90Z of the 

commanded value In three seconds or less; and the system must damp the 

response to a step disturbance input, w(t),  to less than 1/4 amplitude in 

one cycle or If first order effects dominate,  then 90Z or more or the response 

to the disturbance should be eliminated within three seconds.    Although not 

shown in Fig.  2,  in which the state-variables are identlfleu, w(t) is sunned 

with x-Ct)  to yield the actual input Into the block representing the airplane 

dynamics.    Numerous nonoptimal designs have been made that achieve these 

specifications   [1,4, and 5]. 

II.    SYSTEM CONFIGURATION 

The plant transfer function is given by  (1), the plant state equation 

by (2), and the P.I. by  (3). 

G(s) 

-6.67 M^KjCs +f- ) 

s(s + 6.67)(s2 •♦• 2cu s + w2) 
(1) 

x • A x + B u 

P.I. - j    (äT h hT x + pu2) dt 

(2) 

(3) 
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For this P.I., the optimal control is given by u ■ -k x 16]. The 

configuration of the closed-loop system designed by minimizing the P.I. 

of (3) is shown in Fig. 2. The parsaeters a, b, c, and d sre related to 

the aircrsft parameters ss follows: 

a - Cm , b - J- , c - («* - •b)/(a - b). and d - (uj - a2)/M.(a - b). 
a    *        a a      o 

Note that the state x- is inaccessible. 

III. DESIGN APPROACH [6,9] 

Using the phase-variable approach, the design method Is based upon 

selecting a defined dynamic equaion (DDE) for the desired optimal performance. 

If it were permissible to set p ■ 0 in (3), the P.I. would attain an absolute 
T 

minimum of zero for h x(t) - 0. This minimum may be expressed as 

hj^Cs) + hjX^s) + ... + h.X (s) + ... + hnXn(8) - (^ + hjS + 

v-^v* (4) 

sXj.l(a> because, 

related to the standard matrix 2. ** follows: 

X (s) for J • l,2,...,n. Note that the vector h Is 

For a solution to the optimal control problem, then 

(h, + h-s + ... + h s 
i  *        n 

n-1 
) - 0 (5) 

may be taken as the DDE of the system. The limiting form of the closed-loop 

system as p -» 0 is the model described by (S). Tor other values' of p there 

is a mismatch. For the system design presented in this paper p * 1. For 

the aircraft under consideration, where n ■ 4, it is desirable to place a root, 

a, of the DDE, coincident with the plant zero to reduce dependence of the 

system time response on the zero. If the remaining two roots of the DDE are 

a complex-conjugate pair, then the DDE is 

or 

o + ^•frH-'-fe)-'- (6) 

The necessary constraint on h., for zero steady-state error with a step input, 

[7] is h. - a.    Thus, comparing (5) and (6), the weighting vector for a fourth- 

]   - 
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order plant with one zero, becomes [3] 

k1 -^ + ?-(t + ^t] (7) 

Since e fixed-gain feedback solution is specified, then the values of 

the feedback coefficients must be determined on the basis of a nominal F.C. 

For the airplane dynamics of Fig. 2, the variable parameter, M., has the most 

influence on the system's response. The nominal F.C. chosen is F.C. #1 for 

which M. has its minimum value [2,3]. The control ratio for the system of 
o 

rig. 2 is 

2isl 
6.67 M?K,(8 + 1/T*) 
 6 i  S— 

»(•) - s
4 + (6.972 + KjkJ)*

3 + (4.29 + K^Jb^s2 + «.5.21 + l^kjb^s + Kjkjbj 

«here 

[k* M*        ~| 

M*A - k* 
b3 - 6.67 (1 + -~j 2- ) + (2^)* 

(8) 

(9) 

(10) 

(11) 

and where the asterisks denote the nominal values for F.C. #1. The terms A 

and S are given by 

(12) A - HCJ/MJ) 

6 - kj - (a*/Mj) kj (13) 

An analysis of (8) reveals that zero steady-state error with a step input [2,9] 

for all flight conditions, occurs when the following conditions are satisfied: 

1 (14) 

the k's of (14) are the values determined by use of the physical variable 

representation of Fig. 2. Based upon ehe criterion established by JUrnak 

[3] the minimum value of K. required for an optimal solution is 
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«here <■>   represents the naxlmum comer frequency of r(Ju) • h «,(Ju) B, for 

all F.C.'frf*(s) 4 (s^ ~ A)    * an^ u
c represents the O-db cross-over point 

of the Bode plot of r(jii!).    C   represents the value that yields the desired 

separation between u    and u (^,Cu ).    If k    (the designation of the faedback 

coefficients for phase-variable representation) is to be determined by the 

Bode diagram, the solution of the algebraic Rlccatl equation, utilizing the 

Kaiman equation 

U ♦ ^   K«)!!2 " 1 + llJ ♦(•) B|2/p 

then the values of ( and u must be selected. c 

(16) 

k   Is determined by the root-square-locus solution of the Rlccatl 

equation utilizing (16)  [6,9].    Equation (16), utilizing the spectral factori- 

sation technique, can be rewritten as follows: 
■v 

(i + c(a)Heq(8)i + [1 + G(-8)Heq(-8)r - n + r(8)r(-s)l + U + r(8)r(-8)r 

(17) 

where G(s)U (s) - kT «(s) B, r(s) - hT«(s)B. The (+) superscript Indicates 
««I '  -p ""  ~ 

factors with roots in the left-half plane, and the (-) superscript denotes 

factors with roots In the rlght-haxf pla e. For a given value of static 
T 

loop sensitivity and h the factors on the right hand side of (17) are 

known. Thus, the following equation Is used to solve for k 

[i + G(8)H   (s)r - U + r(8)ri-8): eq (18) 

A number of defined dynamic equations are synthesized that It is felt will 

yield the desired system performance for all f.C.'s.    From numerical experi- 

venta, utilizing a digital computer program that solves for k* from (18) and 

yields y(t)l for r(t) - 1, and y(t)| for w(t) • 1, for each 
'w(t)»0 'rU^O 

synthesized DDE a DDE^(6), is determined that does yield the desired performance 

specifications for all F.C.'s.    Since (16)  is expressed in phase-variables, 

a linear transformation is used to determine k    for the system of Fig.  2. 

values for the final design are K   - 800,  i 

The 

2.8, WN - 7.5, 

u   - 7.5. a* - 0.0356. and H* - 0.22 which yield. 

hT -  10.0350,  1.00665, 0.18730, 0.01778] 

(j^*)1 -  [0.90526, -0.04868, 0.03102, 0.3123] 

^-0.7. 

(19) 

(20) 
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Ihla k resulted In satisfactory systen transient performance for all F.C.'s. 

Zero steady-state error was only achieved for F.C. #1. 

The nuaerator polynomial of 1 -f C(s)U (s) is 
eq 

•* ♦ (6.972 + K^s3 + (4.29 + I^kjb^s2 + (15.21 + K^Jbj)« + K^Jh 

«here b^, b2, and b^ are functions of the kj'a. Inserting the values from 

(20) into (13) yields 0 - 0.93867. Thus, in order to obtain the normalized 

value of 6* - 1, in order to achieve zero steady-state error for all F.C.'s, 

the kj's of (20) ere divided by this value of 8. The values for b^b-, and 

b~ remain unchanged by this normalization of 8. In order to achieve the 

condition of k* V their normalized values of 0.0330466 and 0.0332704, 
respectively, are approximated by k. ■ 0.033. Thus the normalized k^ Is 

kj, - [0.9644, -0.05186, 0.033, 0.033] (22) 

(21) 

Since (k.    - k.)/k* represents approximately a 6.JZ change in k?, the utill- 
N ♦ 

sation of k, is not detrimental to achieving the desired performance apedfl- 

cations, i.e., the coefficients of (21) are not appreciably affected. The 

computer program Incorporated the normalization of 8 to obtain all time 

responses, for r(t) and w(t), for all F.C.'s. 

Table 2 lists the poles and zeros of (8) for all six F.C.'s. In all 

cases there are two real poles and a complex-conjugate pair. In every case 

one of the real poles essentially coincides with the plant zero. This was 

a desired result of the design: to minimize the effect of the pleat zero on 

y(t). For all cases, except for F.C..,, the remaining real pole is the dominant 

pole whereas for F.C. the complex-conjugate pair are the dominant poles. Note 

that the values of all real dominant poles and th: real part of the dominant 

poles for F.C. #1 do not vary significantly (-4.2) to -5.125). This is a 

desired result of the design, i.e., the system mcits the desired perfontanc« 

specifications under fixed-gain feedback for all flight conditions. 

IV. SUMMARY 

The implementation of the final design valuei is shown In Fig. 3 where 

(a) states x. and x. are fed back through a CODOOI feedback unit to ensure 

the condition of k* " k7 , 
JN    N 

from the output state, x.. 

and (b) the feclbacK jlgnal (x-k" ) Is obtained 
N 

*hls requires a proportional plus rate feedback 
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unit.    The system of Fig.  3 yields a sub-optimal performance for all F.C.'s. 

In comparison to the system designed by Ray [2] a significant gain reduction 

Is achieved, a large decrease In response time, and a zero steady-state 

error is achieved for all F.C.'s.    The settling time, t8 [+ 2Z of the steady- 

state value af y(t)] for F.C.  tl Is In excess of :.5 seconds; for all other 

F.C.'s t    < 15 sec.    The design technique presentad in this paper illustrates 

a method cf obtilning a fixed-gain feedback system that satisfies the desired 

performance specifications over the entire range «f plant parameter variations, 

V.    REFERENCES 

1. LaBounty, R. H. and C. H. Houpls, "Root Locus Analysis of a High-gain 

Linear System with Variable Coefficients; Application of Horowitz's Method. 

IEEE Transactions on Autonntic Control,  AC-11.  255-263  (April  1966), 

2. Ray, R, A.    A Statn-variaMe Tter.-trn Annroacb  for a nigh-ncrfornnnco 

Aerospace Vehtelo Mtch Orientation SystPn vlth Variable Coefficients, 

Thesis, Vrißlit-Patterson AFB, Ohio:    Air Force Institute of TechnoloRy, 

Kerch 1973. 

3. Hlrmak, E.  V.     Some Techniques  for Ontinnl linear Romlator Design to 

Satisfy Convonttonal Figures of Merit, Thesis, V'rißht-PaCterson AFD, Ohio: 

Air Force Institute of Technology, December 1973, 

4. Beale, R.  E, and F.  J. Hellings, Compartsonr; of Hl<rh-Caln-Llp.oar and 

Self-adaptive Flipht Control Systcns for a Tyniral ?.o-cntr'/ Vehicle, 

Thesis, Wright-Patterson AFB, Ohio:    Air Force   [nstitute of Teclinolofv, 

?Iay 1963. 

5. Parry, I, S, and C. H. Houpls, "A Paranetor Identification Self-. Kiptive 

Control Systen," IFHr Transactions on Automatic Control .  AC-I5.  ftr>2~t,0n 

(August  J970). 

243 

r     j-—  



PR »■•"■ ' pwppMWiSPiPBiPwwiHw i m ippwi 11 - --■-' i ^'"'g'""-'"j "-.''«'>" ^ ; w«w» 

6. Schultz, D. G, and J. L. Melsa, State Functions and Linear Control 

Systems, Hew York: McGraw-Hill TJook Co., 1967. 

7. Houpls, C, H, Tlte kelationship Between ConvRntlonal Control Theory 

Figures of ?!erit and Pcrfornance Indices in  Optimal Control Theory, 

Doctoral Dissertation, University of Wyoming, 1971. 

8. D'Azzo, J, J, and C. H. Houpls, Feedback Control Svsten Analysis and 

Synthesis (Second Edition), New York: McGraw-Hill Rook Co., 1966. 

9. D'Azzo, J, J. : nd C. H. Houpls, Linear Control Svstow Analysis; 

Conventional and Modern, Mew York: ?tcGraw-Hill Book Co., Tentative 

Publishinß Date, April 1975. 

TABLE I 

System Parameters 

F.C. M6 1/T 
£1 

2?ua 
2 

u 
a 

Mach 
No 

0.22 0.0356 0.302 2.23 0.2 

16.29 1.163 2.226 6.51 0.6 

52.95 2.070 A. 980 56.10 1.2 

20.36 0.325 0.652 18.71 6.0 

2.24 0.0366 0.0792 3.68 4.0 

0.70 0.0070A 0.0165 0.65 .6.0 
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TABLE II 

Poles and Zeros of (8) for the Ff.nal Design 

1   F.C. Dominant T»cle(s) Kon-Dominant Pules Zero,,s --1/Ta 

1 (Nominal) -5.125 4 J5.022n -23.0865,     -0.03515 -0.0356 

2 -A.2550 —14.939 t JIA.'.U, -1.16306 -lrl63                | 

3 -A.2386 -15.871 ± J257.76, -2.069 -2.070                | 

A -A.257A -14.57 ♦ J161.127, -0.32464 •-0.325 

5 -4.A382 -14.337 ♦ J49.93. -0.03652 -0.0366 

6 
1                           * 

-5.0A68 -14.016 ♦ J23.335, -0.007931 -0.00794             1 

DCs), Disturbance Input 

i 
K>^ -5 5" 

s   ♦ 2;was ♦ «' a   -      '* 

6(S)V 

Fig. 1. Block Diagram of Basic Plant 

245 

gute MMMMM^i MMMMMMMM 



^^^^PP^^gyu.iiii n m   mmmmiM      .* wwm wjpnfQg&mmgfimia&issism ■•w^ WB^V^T^V 

AIRPLANE DYNAMICS 

ELEVATOR 
CONTROLLER SERVO 

FIGURE 2 

CONTROLLER 
ELEVATOR 

SERVO 
AIRPLANE 

DYNAMICS 

"^ K1 

s   1 X4, -6.67 X- -M5(s*b) 

2                     T 
sc + 2;u»as ♦ w, 

a           a 

X, -Y 

s s + 6.67 

> 

*• 

^\^ -r- f 

|k3 « k4 « 0.33 Ast 1 • 0.236s+l| 

♦ i ♦ 

FIGURE 3 
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MULTI-SURFACE FLIGHT CONTROL SYSTEMS DESIGNED USING QUADRATIC OPTIMAL CONTROL 

Robert D. Poyneer 
AF Flight Dynamics Laboratory 
Wright-Patterson Air Force Base, Ohio 

ABSTRACT 
■ 

Multiple-Input, multiple-output flight control systems were designed 
using quadratic optimal control programs. The flight control systems 
Incorporated Control Configured Vehicle (CCV) concepts of: (1) Ride Control, 
(2) Maneuver Load Control, and (3) Load Alleviation. The flight control 
systems also Impacted: (1) Empennage acceleration, (2) Short-period damping, 
(3) Dutch Roll damping, (4) flexible mode damping, and (5) flying qualities. 
The first of four programs converts equations from generalized coordinate 
format Into state equation format and deletes selected bending modes. The 
second program optimally designs the control laws for a constant linear 
system using states as Inputs. The third program optimally designs the control 
laws using measurements as Inputs. The fourth program generates root loci 
information to determine stability margins. The quadratic optimal control 
programs provided adequate designs for both the longitudinal and lateral- 
directional axes flight control system for the CCV B-S2. 

irTRODUCTION 

In February 1972, it was decided that the CCV concepts previously 
developed for implementation as separate subsystems should he combined 
to provide optimum performance through a single system controlling multiple 
surfaces. The goal of the program was to develop the more advanced 
computational techniques' required to perform quantitative analyses of 
multi-function CCV systems. Work started on 1 July 1972 and the contractor 
finished 1 October 1973. 

The techniques leading up to this program were reported on in 
References 1 and 2. Reference 1 described a practical controller design 
procedure for aircraft over their entire flight envelope using quadratic 
optimal control technology. The resulting design was an optimal gain 
schedule with some gains variable. Reference 2 showed how the techniques 
described in Reference 1 were applied to the C-5A aircraft. The 
applicability of the CCV concepts of Relaxed Static Stability and Maneuver 
Load Control were determined. 

The B-52 CCV Program validated that five advanced flight control 
concepts were operationally possible, and that they significantly 
improved the airplanes characteristics. The CCV Program for the B-52 
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Is described in Reference 3. The new control concepts that were flight 
validated were augmented stability, flutter mode control, maneuver 
load control, ride control, and fatigue reduction. All of these concepts 
were designed separately, and then tested for compatibility. 

The augmented stability system allows the center of gravity of the 
airplane to be moved aft (to the neutral point and beyond) while 
pitch stability is maintained by the use of active controls. The size 
of the horizontal tall can be reduced because this surface no longer needs 
to supply a large down load pitching moment for static stability. On the 
CCV B-52, (the test bed) the e.g. was moved aft using the fuel distribution 
system to get to the neutral stability point. Adequate handling qualities 
were maintained, even though the center of gravity was shifted from 29.Z 
Mean Aerodynamic Chord (MAC) to 42Z MAC. 

Flutter Mode Control uses control surfaces on the wing to add damping 
or stiffness to selected wing structural bending modes. On a new airplane 
the structure of the wing could be made less rigid (resulting in less 
weight) and still maintain the same flutter placard speed. On the CCV 
B-52, the flutter placard speed was increased using control surfaces to 
add damping to-the existing wing. The B-52 was successfully flight tested 
to 10 knots above the projected bare airframe flutter speed. 

Maneuver Load Control uses control surfaces outboard on the wing 
to reduce lift and control surfaces Inboard on the wing to gamer more 
lift, so as to move the wing center of lift inboard. With the center of 
lift more Inboard, the moment arm for stress on the wing root is decreased. 
With a decreased wing root stress, the size and weight of the wing root 
structure could be reduced. On the CCV B-52, it was shown that the wing 
root bending moment was reduced more than 30Z compared to bare airframe 
value. 

Ride Control System reduces the acceleration at the pilot station 
due to turbulence through the use of active canards. The canards help to 
Increase the stiffness of the forward fuselage. On a new airplane the 
structural stiffness of the forward fuselage could be reduced (saving 
weight) with adequate crew comfort maintained by the active canards. On 
the CCV B-52, the canards reduced the acceleration at the pilot station 
by 30Z in both the vertical and lateral axes. 

Fatigue Reduction uses active control surfaces to reduce the stress 
levels along the fuselage and wing to Increase the working structural 
life of the airplane. On the CCV B-52, the damage rates along the 
fuselage and wing in the longitudinal axis were reduced. 

The MSS (Multi-Surface System) was designed to perform as well as 
the separately designed CCV concepts, at a single design condition. The 
concepts of Flutter Mode Control and Augmented Stability were not Included 
in the design study because they require multiple design points to verify 
performance. 
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Results of the analysis of the lateral-directional axis MSS was 
reported on in Reference 4. This paper will give the results of the 
lateral-directional and longitudinal axes of the MSS, as well as more 
detail of the optimal control programs. 

DIGITAL COMPUTER PROGRAMS 

In designing the Multi-Surface Systems four digital computer programs 
were used (See Figure 1). Three programs (MODEL, DIAK, and FFOC) helped 
generate the quadratic optimal control solutions. The fourth program 
(VALUE) provided root locus information for gain and phase stability 
margins. 

The B-S2 airplane equations of motion are normally in second-order 
differential equation format (see Reference 5). 

where 

[As    +Bs + Clq-0 

A * second order coefficients 
B - first        " " 

■ zero 
s • LaPlace operator 
q ■ generalized coordinate vector 

MODEL 

In the longitudinal axis, MODEL program reduced the number of flexible 
mode from 27 to 6. Even though 21 modes were dropped, their steady-state 
effects are Included as residuals.. In the lateral-directional axis,the MODEL 
program reduced flexible mode displacements from 27 to 5. 

The MODEL Program converts the second order differential equations 
into state equation format. The program generates the F, G., G , M, H, and 
D matrices which are the matrices of the state equations (see Figure 2) 
which is the format required by DIAK and FFOC. 

x - Fx + G. u + G2 n 

y ■ Mx 

r - Hx + Du 

where: x - generalized state vector 
u - control Input vector 
n■ disturbance input vector 
y - measurement vector 
r ■ response vector 

A description of the MODEL, DIAK and FFOC programs Is presented in 
Reference 6. 
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DIAK 

The DIAK program generates optimal Solutions for the state equations 
and the quadratic cost function. The feedback gains, which are defined by 
the program, relate the Inputs (surface deflections) to the outputs 
(states), the optimal feedback gains are generated using the Rlcattl 
equation. 

The quadratic cost function Is 

r» T 
J - ^ r Q r dt 

where Q Is the quadratic weighting matrix. The optimal control laws are 

u - Kx 

where K Is a matrix of gains determined by solving an algebraic Rlcattl 
equation, on an iterative basis. The algebraic Rlcattl equation is of the 
form 

O-^P+PA+Q-PEP 

where A - P - G. (DT QD)"1 DT QH 

Q - HT QH - HT QP (DT QD)'1 DTQH 

—      T    —1 T 
E - G D1 QD)    Gj 

and K - -(DT QD)"1 (DT QH + GJ P) 

Other putputs from the DIAK program are: (1) covarlance matrices, 
(2) cross-correlation matrices, (3) row-correlation matrices, (4) row- 
sum correlation matrices, (5) rms controls, (6) rms measurements, (7)rms 
responses, and (8) eigenvalues. DIAK also computes and plots time responses 
for states or measurements for Initial conditions or step Inputs. 

EPOC 

The PFOC Program generates quadratic optimal control solutions where 
the Inputs to the feedback gains are measurements. The control law is 

u - K   Mx 

where  K* - KM  - fixed form gains matrix 

M  - inverse of Measurement Matrix 

The weighting on the states determined in the DIAK program are used as the 
starting weights in PFOC. The measurements are generally accelerometers 
and rate gyros. Any filtering thought necessary has to be Included as 
part of the sensor,since all the program can do is generate optimal gains. 
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1 

The program can start any of three ways: (1) full state gains (2) zero 
gains or (3) a set of stable measurement gains. If a set of measurement 
gains are used as the starting position, these gains were usually the 
results of a previous FFOC computer run. 

A general procedure Is to generate a set of measurement gains using 
all sensors (measurements) and surfaces. For this analysis the full 
measurement solution had 50 gains (10 sensors and 5 surfaces). Since 50 
feedback gains Is not very manageable, the number of gains was reduced, 
using engineering Judgment, until significant degradation In performance 
occurred. The restricted feedback gain solutions were much more useful. 

VALUE 

A frequency-domain computer program, VALUE, was used to generate root 
locus printouts which could be used to determine phase and gain margins. 
A description of the VALUE program may be found In Reference 7. 

IMPLaiENTATION 

The equations of motion of the B-52 were obtained from The Boeing 
Company. The equations were In second order differential equation format. 
Added to the airplane equations were the Dryden wind model, the 
response equations and the sensor equations. The MODEL program will do 
two basic things; first, it will present the above equations in the state 
equation format; and second, it will reduce the number of flexible modes 
in the simulation. The "residual" effects of the bending modes that are 
eliminated are Included in the flexible modes that are retained. 

The outputs of the MODEL program are the following matrices: F 
(system), G. (control input), G. (noise input), H (state response), 
D ( control response), and M (measurement). 

The output matrices of the MODEL program form the input matrices 
of the DIAK program. 

Added to these matrices is the Q (weighting) matrix. To suppress 
a response, the weight Q.. Is Increased. The original selection of 
weights is based on the experience of the engineer. If the state is a 
response it can be undamped by weighting the state rate or model- 
following responses. Weights on the controls restrict the amount of 
displacement or rates generated by the surface actuators. To emphasize 
certain frequencies that a sensor picks up, the sensor may be modified 
by adding a bandpass filter to it. The use of off-diagonal elements 
to the Q matrix can help eliminate crosstalk between surfaces. 

Model-following is used to place airplane roots to a desirable 
location. The model may be placed in the control law or nhe performance 
index (rate model-following). The optimal control prograu DIAK picks 
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gains which will minimize ehe difference between the controlled system 
(F + G, K) and the model (F ). 

1 m 

The output of the DIAK program are 185 gains (37 states and 5 
surfaces). The weights determined here can be used for the Initial 
measurement solution using the FFOC program. Normally all the .states 
are not observable, and for practical systems only observables can 
be used as Inputs. The FFOC program generates an optimal solution using . 
observables,(measurements) as Inputs to the flight control system. The 
function of the DIAK program In this study Is to provide a matrix 
of weights (Q) for the FFOC program. 

To achieve a solution from the FFOC program, alternate paths may be 
chosen. The Initial gains (between measurements and surfaces) may be 
zero or the full state gains from the DIAK program may be used, where 
the measurement gains are calculated'according to 

K* (X) - K1 (1) + X K2 

as X varies from 1 to 0. The weights and filters (on sensors) can be 
varied to obtain the best full measurement solution. The full measurement 
solution has 50 gains (10 measurements and 5 surfaces.) 

The next step Is to simplify the full-measurement solution to a 
restricted feedback solution. In this process, the number of gains, 
weights, and filtering may be varied to obtain the best solution for 
the fewest number of gains. It Is a trlal-and-error process to reduce 
the number of gains and still maintain adequate performance. 

The FFOC program will provide the rms responses for wind'turbulence 
and surface rms disturbances. To determine the performance of the MSS 
for step Inputs of the surfaces, or wind, the DIAK program Is used to 
plot up time responses. To ascertain gain and phase stability margins, 
VALUE program was used to give root locus printouts. The best solution 
Is a combination of outputs from: (1) FFOC program restricted feedback 
rms responses, (2) DIAK time responses, and (3) VALUE gain and phase 
stability margins. 

MULTI-SURFACE SYSTPf 

The optimal control design study was for a B-52 modified as shown In 
Figure 3. The airplane flight condition Is: (1) altitude of 2000 feet, 
(2) Mach of 0.517, (3) and a gross weight of 270,000 lbs. 

The study Is divided Into two parts, a longltudlnal-axls MSS and 
a lateral-dlrectlonal-axls MSS. The longitudinal axis MSS will use five 
sets of surfaces: (1) elevator, (2) Inboard aileron, (3) outboard aileron, 
(4) flaperon, and (5) horizontal canards. The lateral-directional axis 
MSS will also use five sets of surfaces: (1) rudder, (2) flaperon, 
(3) Inboard aileron, (4) outboard aileron, and (5) vertical canard. 

252 

mm 



mummmmm 

LATERAL-DIRECTIONAL AXIS 

The MSS for the lateral-directional axis has the following goals: 
reduce pilot station lateral acceleration by 30Z, not degrade the 
lateral acceleration at the e.g.  (BS860) by more than 5%, reduce the tail 
acceleration, In the lateral axis, by 30%, provide adequate Dutch Roll 
damping and frequency, reduce fuselage stresses by 10% for wind turbulence 
input, keep the flexible mode (1st,  2nd,  6th,  9th, and 10th) frequencies 
within 10% of their open loop values, not reduce the flexible mode 
damping by more than 10% and maintain the surface deflections and rates 
less than saturation. The goals of stress reduction and flexible mode 
damping and frequency, were added the goals from the CCV Program. 

The responses that are weighted In the cost functional (J) are: 
(1) nine lateral stresses at fuselage, wing, and vertical tall,  (2)  three 
side accelerations along the fuselage,   (3) five washed-out sensors,   (A) 
two wing vertical accelerations (5) five surface deflection rates,   (6) 
eight model-following errors, and (7) five surface deflections. 

The full-state solution generated by the DIAK program had 185 gains 
(37 states and 5 surfaces). The performance of the full-state solution 
is shown in Table I. Of the 31 goals set forth, only one was not met,  the 
frequency of the sixth flexible mode was 23.1% higher than the open loop 
value (goal was not more than 10% change). 

The full-measurement solution generated by the FFOC program had 50 gains 
(10 measurements and 5 surfaces). The performance of the full-measurement 
solution is shown in Table I. Of the 31 goals, only four were not met; 
2nd, 6th and 10th mode damping were less than 90% of the open loop 
values, and 2nd mode frequency was more than 10% different than open loop. 

The restricted feedback (MSS) solution generated by the FFOC program 
had 10 gains (5 measurements and 4 surfaces). The performance of the restrict- 
ed feedback solution is shown in Table I. Of the 37 goals, only two 
were not met. The damping of the 6th flexible mode was 16.1 % less 
than the open loop value (goal was not more than 10% loss in damping). The 
phase margin of the vertical canard loop was +45 deg.  Instead of +60 deg. 
Neither of these discrepancies is critical, so it can be said that the 
lateral-directional axis MSS Is adequate. • 

A functional block diagram of the lateral-directional axis MSS is 
shown in Figure 4. 

LONGITUDINAL AXIS 

i 

The MSS for the longitudinal axis of the B-52 had the following goals: 
reduce pilot station vertical acceleration by 30%, not degrade more than 5% 
of the vertical acceleration at BS860, reduce tail (BS1655) acceleration 
in the vertical direction by 30%, provide adequate short period damping 
and frequency, reduce the wing root vertical stress by 30% for an elevator input, 
reduce fuselage and wing stresses by 10% for wind turbulence input, keep the 
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TABLE I PERFORMANCE OF LATERAL-DIRECTIONAL AXIS MSS 

FULL FÜLL 
PARAMETER DISTURBANCE UNITS STATE MEASU. MSS GOAL 

NY.-.Reduction 

^o ;: 
^1655 

RMS Wind Z 64.2 34.8 43.1 >30. 
ti Z 58.8 40.0 51.0 >-5. 
ii Z 76.8 42.8 38.3 > 30. 

Stress BS475 Reduction ii Z 53.6 11.0 36.5 >10. 
BS760 II Z 71.5 43.6 47.7 >10. 

"   BS1412  " II Z 78.5 47.8 51.0 >10. 
"   WBL222  " z 58.3 50.1 51.2 >10. 

WBL820  " II z 60.4 33.2 64.5 >10. 
WBL974  " it z 74.0 52.6 66.4 >10. 

Rudder Dlspl. RMS Wind/Rud/All* Deg 1.8 1.4 3.0 4 19. 
"   Rate Deg/Sec 8.4 6.1 23.8 <80. 

Flaperon Dlspl. Deg 0.7 0.2 f;0£8 < 20. 
"   Rate Deg/Sec 3.7 1.8 2.0 <80. 

Inboard Aileron Dlspl Deg 0.8 1.6 2.1 <17. 
Rate Deg/Sec 5.4 14.6 30.5 < 80. 

Outboard Aileron Dlspl Deg. 1.0 1.4 - < 20. 
"   Rate Deg/Sec 5.0 11.1 - <80. 

Vertical Canard Dlspl Deg. 0.9 3.1 2.8 <10. 
Rate Deg/Sec 5.3 12.3 29.7 <80. 

Dutch Roll Damping RMS Wind & Rudder .527 .884 .71 > .19 
and Elevator 

Dutch Roll (W )(() it Rad/Sec .67 1.15 .87 > .35 
Mode 1 Damping II .183 .181 .083 > .071 

"  Frequency n Rad/Sec 9.64 8.92 8.8 8.7-10.7 
Mode 2 Damping II .362 .099 .159 > .138 

"   Frequency ti Rad/Sec 12.54 9.52 11.6 10.7-13.2 
Mode 6 Damping II .496 .156 .193 > .207 

"   Frequency " Rad/Sec 22.24 17.46 17.7 16.2-19.9 
Mode 9 Damping II .101 .074 .054 >   .030 

8   Frequency II Rad/Sec 27.73 22.18 21.1 20.6-25.7 
Mode 10 Damping II .108 .020 .065 > .031 

"   Frequency II Rad/Sec 29.88 30.31 28.8 27.2-33.4 

Rudder Gain Margin - -Mb - - 11. > 6. 
Phase " . +Deg - - 80. > 60. 

Flaperon Gain " - +db - - 7. > 6. 
Phase " - +Deg - - 180. > 60. 

Inboard Aileron Gain - ■Wb - - 23. > 6. 
Phase - +Deg - - 60. > 60. 

Vertical Canard Gain - +db - - 43. > 6. 
"   Phase - +Deg - - 45. >60. 

* Worst case of 3 disturbances; rms wind,  rms rudder, or rms aileron. 
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flexible mode  (let,  2nd, 5th,  7th, 8th, and 12th) frequencies within 
10% of their open loop values, provide good pitch rate performance 
for an elevator step Input, maintain surface deflections and rates 
below saturation, and not reduce the flexible mode damping by more than 
10Z. 

The responses that are weighted in the cost functional (J) are: 
eight longitudinal stresses at fuselage, wing, and horizontal stabilizer 
locations, three vertical accelerations along the fuselage,  longitudinal 
stress rates at eight locations, five surface rates,  eight model- 
following errors, and five surface deflections. For the given weights, 
inputs, and outputs, the quadratic optimal control program gives the 
best set of feedback gains. 

The restricted-feedback solution generated by the FFOC program had 
19 gains (7 measurements and 4 surfaces).  The performance of the restrict- 
ed feedback solution is shown in Table IX. Of the Al goals, only 5 were 
not met. Vertical stress at BS1A12 Increased 28.52 Instead of decreasing 
by at least 10Z. Eighth mode structural damping decreased to 0.020, 
rather than staying above the goal of 0.043. The twelfth mode frequency 
was 31.5 rad/sec whereas the goal was between 34.2 and 41.9 rad/sec. Flaperon 
phase margins is +39.3 deg.  instead of +60 deg. Horizontal canard phase 
margin was +31.9 degs.  instead of +60 degrees. The most Important of the 
five discrepancies was the reduction in damping of the eighth structural 
mode. The only way to increase the eighth mode damping was to either 
increase empanage acceleration or dramatically slow down the pitch rate 
response for an elevator step. 

On the whole the MSS does a very fine Job (meeting 36 out of 41 
goals) but it can't do everything. The performance of the longitudinal 
axis MSS is adequate. 

A functional block diagram of the longitudinal axis MSS (restricted 
feedback) is shown in Figure 5. 

LIMITATIONS 

Expensive 

For a computer problem that has 37 responses in its quadratic 
cost functional,  the computer time on a CDC 6600 required for a DIAK 
run is about 150 seconds. The computer time required for a FFOC run 
Is about 900 seconds. The FFOC program runs until the ratio of costs 
J.../J. Is between 0.99 and 1.00, and if the solution is not eonverging 
very fast» the run time is large. The FFOC program is used many more times 
than the DIAK program. 
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PARAMETER 

TABLE II PERFORMANCE OF LONGITUDINAL AXIS MSS 

DISTURBANCE UNITS MSS GOAL 

Nz.72 reduction 

NZ86O   ;; 
Nzl655 
Stress BS 475 Reduction 

" BS 760 
" BS 141?  " 
" WBL 222 • " 
" WBL 974  " 
" HS 56 

RMS Wind 
it 

ii 

II 

n 

II 

n 

II 

Z 

X 

X 

X 
X 
X 
X 
X 
X 

35.6 

25.6 

32.5 

15.6 
16.4 

-28.5 
18.8 
20.1 
36.2 

>30 

> -5. 

>30. 

> 10. 
>10. 
> 10. 
>10. 
> 10. 
>10. 

WBL 222 RMS Elev. 29.7 >30. 

Pitch Rate (90Z of Steady State) 
Elevator Dlspl 

"    Rate 
Flaperon Dlspl 

"    Rate 
Outboard Aileron Dlspl 

Rate 
Horizontal Canard Dlspl 

"  Rate 

Step Elev. 
RMS Wlnd/Elev* 

II 

II 

II 

II 

II 

n 

II 

Sec 
Deg 
Deg/Sec 
Deg 
Deg/Sec 
Deg 
Deg/Sec 
Deg 
Deg/Sec 

.35 
5.0 

42.9 
3.6 

19.7 
1.1 

24.6 
1.3 

25.3 

> 
< 

< 
< 
< 
< 
< 
< 

.75 
19. 
80. 
20. 
80. 
20. 
80. 
10. 
80. 

Short Period Damping RMS Wind & Elev .789 >  .583 
.          "  "   Frequency 

II Rad/Sec 1.71 1.6-10.0 
Mode 1 Damping II .164 >  .129 
"  Frequency II Rad/Sec 6.1 5.5-6.8 

[        Mode 2 Damping II .189 > .106 
"  Frequency •i Rad/Sec 12.0 11.3-13.9 

Mode 5 Damping 
n .064 >  .028 

"  Frequency II Rad/Sec 14.4 13.5-16.6 
Node 7 Damping n .081 >  .012 
"  Frequency II Rad/Sec 18.4 17.6-21.5 

Mode 8 Damping n .020 >  .043 
"  Frequency II Rad/Sec 19.8 17.3-21.2 

Mode 12 Damping II .095 >  .027 
"  Frequency II Rad/Sec 31.5 32.2-41.9 

1 
Elevator Gain Margin +db 15. > 6. 

Phase " +Deg 69.6 > 60. 
Flaperon Gain  " +db 10. > 6. 

Phase " -H)eg 39.3 >60. 
Outboard Aileron Gain Margin +db 10. > 6. 

Phase " +Deg 180. >60. 
i                   Horizontal Canard Gain Margin ■Wb 20. >  6. 

II       it    «    " "    Phase «eg 31.9 >60. 

* Worst case of 2 disturbances: rots wind, or rms elevator. 
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Coupled Equations 

In order to Increase the damping of the 8th structural mode In the _, 
longitudinal axis,    the weighting of the 8th mode was Increased from 0.4 x 10    . 
to 0.5 x 10 .  The result was that the damping Increased on the 2nd, 
5th, 7th, 12th and 8th modes, and the acceleration reduction at BS1655 
decreased below the goal of 30%.  Since the equations are coupled, a certain 
amount of trial and error engineering Is necessary to produce the desired 
results. 

Lack of Versatility 

The programs output the best set of feedback gains for the given 
set of Inputs  (sensors,   surfaces and weights). Washouts or lag filters 
can be Included as part of either the Input or the output. For a given 
set of weights the solution may come out unstable. The engineer's 
experience must be used to change weights (or Inputs,  or outputs) to get 
a stable solution.  The program does not know how or what to modify to get 
a stable solution. 

Stability Margins 

The FFCC program has no provision to provide a predetermined gain or 
phase margin. Reference 8 suggests a way to guarantee the degree of stability 
by using a performance Index such as: 

j « r e 2« (UTRU + XT Qx) dt 

Reference 9 shows that modal control theory can be used to position 
the characteristic roots which produce the desired damping. 

SUMMARY 

This paper described at set of quadratic optimal control programs 
(MODEL ,DIAK, and FFCC) that were used to design a Multi-Surface Systems 
(MSS) for the B-52 Bomber. The MSS is a flight control system in the 
longitudinal or lateral-directional axes which can use up to ten sensors 
and five flight control surfaces to enhance the aircraft's performance. 

The quadratic optimal control programs were developed by Honeywell 
Inc., for use by the Air Force in designing multi-Input multi-output 
automatic feedback control systems. The MODEL program converts the 
second order differential equations of motion into state equation format. 
It also reduces the number of flexible modes and resldualizes them. The 
DIAK program generates an optimal solution for the flight control system 
using the states of the system as Inputs (sensors). The FFOC program 
generates an optimal solution for the flight control system using the 
measurements as inputs. 
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The lateral-directional axis MSS was designed to reduce acceleration 
and stresses, and to maintain adequate handling qualities. The longitudinal 
axis MSS was designed to reduce acceleration and stresses, reduce wing 
root bending moments for maneuvers, load alleviation, and maintain 
adequate handling qualities. 

The MSS will be reported on by a Technical Memo (AFFDL-TM-74-138 FGB ). 
The MSS will not be flight tested since the test bed B-52 has been mothballed. 

The main limitations of the quadratic optimal control programs are 
that the program use up a lot of computer time; the network filtering 
design has to be done on a trial-and-error basis; the programs can only 
optimize for the given set of Inputs; the stability margin cannot be 
guaranteed; the engineer Is still a vital part of the design loop; and the 
equations are still coupled. 

For very simple systems, the use of these optimal control programs 
would mean extra work and complexity that Is not needed. For extremely 
complicated or large systems, the core memory required by the programs 
and computation time needed, limit the program's use. 

RECOMMENDATIONS 

For complex systems, an optimal control program should be used 
Instead of classical techniques. If the equations are predominately 
uncoupled then the -DIAK and FFOC computer programs should be used. 

The FFOC digital computer program should be "optimized" for the 
particular application. Eliminate general purpose options that will not 
be used. The core memory requirement should be reduced. Some of the 
optional features should be eliminated when it Is not expected that they 
will be used. 

Some way of assuring a stability margin should be Included In the 
program. 
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DIFFERENTIAL THRUST CONTROLLERS FOR TAXIING 
AN AIR CUSHION LANDING SYSTEM AIRCRAFT 

By Randall V.  Gressang,  Captain, USAF 
Air Force Flight Dynamics Laboratory  (AFFDL) 

Wright-Patterson Air Force Base, Ohio 

ABSTRACT 

The problem of improving the yaw control of a slowly taxiing Air Cushion 
Landing System (ACLS) aircraft by means of a linear feedback controller is 
posed.  A simplified model of the ACLS is formulated, and a control system for 
the ACLS is derived using this model, pseudo observers to reconstruct missing 
observations, and the history vector approximation to calculate state feedback 
control laws. Two alternate controllers are also derived by simplifying this 
control law. The responses of these controllers for an initial yaw angle 
misalignment are calculated and compared with the control free response and 
the response of a rate feedback controller. The controllers derived in this 
paper compare favorably with both the no control aud rate feedback system 
responses. 
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I.     INTRODUCTION AND PROBLEM STATEMENT 

An Air Cushion Landing System [1][2] offers an attractive method of 
freeing an aircraft from dependence on prepared runways, while achieving a 
weight reduction compared to conventional wheel landing gear.    The Air 
Cushion Landing System is formed by attaching an elastic trunk to the under- 
side of  the fuselage,  the trunk appearing like a life raft attached to the 
bottom of  the fuselage.    Air Is pumped Into the trunk, and exhausts through 
holes In the bottom of the trunk.     This  forms an air pocket underneath the 
aircraft,  similar to an air bearing,  which supports the aircraft weight and 
suspends  the aircraft in a manner insensitive to the condition of the ground 
surface.     The Insensitive suspension allows takeoffs and landings  from 
unprepared sites.    After takeoff,  the elastic trunk is depressurized and pulled 
up against the underside of the fuselage to minimize drag. 

A vehicle supported on an air pocket lacks the side forces associated  . 
with ground contact.    Without these side  forces,  the aircraft may exhibit poor 
weather cocking and yaw damping characteristics  [2][3].    For an aircraft 
taxiing at low speed, aerodynamic controls are Ineffective due to the small 
dynamic pressure,  therefore brakes or thrusting devices must be used to overcome 
directional control difficulties.     On a multi-engine aircraft,  a powerful 
thrusting effect for directional control can be obtained by differential 
thrusting of the engines. 

The  current test aircraft considered in this paper is  a DeHavllland 
Buffalo Aircraft  (CC-115 or XC-8A)  modified to incorporate an Air Cushion 
Landing System.    The problem then is  to design an active control system to 
assist  the pilot In controlling the heading of the aircraft while taxiing at 
low speed,  using only differential thrust for directional control.     Thus 
directional control by means of brakes or side force generators is not considered. 
The differential thrust control is  to be obtained by varying engine RPM rather 
than propeller pitch,  so that  the  results will be indicative of results for an 
aircraft of similar size with turbojet engines. 

The  control system is designed to act in parallel with the pilot.    Since 
maintaining a desired heading in the presence of disturbances is a tracking 
or  regulator task, a pilot model  [4]  is  used to represent the pilot.     Using 
the pilot model, a differential delay equation is derived for the pilot-vehicle 
system.     The control system design is split into two parts,  the design of a 
state  feedback control law yielding acceptable response using an approximate 
method of Hanson [5],  and the design of an observer for the differential delay 
equation to reconstruct missing observations, using a method due to Gressang [6]. 
After the  control system is designed,   several simplifications of the control 
system are considered and the responses of all of the systems are  compared with 
the no control response and the response for a rate feedback controller. 
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II. MATHEMATICAL MODEL OF AIRCRAFT AND PILOT 

In this section a simplified mathematical model of the aircraft and 
pilot is derived. This model takes maximum advantage of the task limitation 
to low speed taxiing, and is used for the control design and evaluation of 
the following sections. 

Table I, taken from Kurylowich [2], lists parameters of the CC-115. The 
yawing moment equation of the aircraft is given by [2] 

N - lxz? + lzz* - IxxPp + ix2QR + IyypQ 

where P, Q, and R are roll, pitch, and yaw rates In body axes, and N is the 
yawing moment in body axes. Neglectlag the products of angular rates as being 
of second order, and neglecting Ixz compared to Izz (as Ixz is only about 5% 
of Izz) • ^e yawing moment equation uncouples from the other aircraft equations 
of motion. The yawing moment equation thus becomes 

N Izz* 

The moment N is generated by aerodynamic, control surface, air cushion, 
and differential thrust components.    As the task considered in this paper is 
limited to low ground speeds, the aerodynamic and control surface forces are 
neglected.    This approximation is valid below about 30 knots  [1:151].     Since the 
air cushion suspension system does not directly contribute a moment about the 
yaw axis  [1:34 -114], only the differential thrust term is kept in the yawing 
moment equation. • 

The differential thrust term is assumed to arise from the pilot correcting 
for yaw error using the engine throttles.    This term Is represented by the 
cascade of two transfer functions, one for the engine response, and one for a 
human engaged in a closed loop compensatory tracking task.    The engine transfer 
function is taken as 

-.5s 
GECS)  - 

510e 
1 + 2s 

based upon limited data about thrust versus time following a reverse thrust 
command [1:156]. 

A crossover model Is used for the pilot transfer function  [4] [7] [8].    The 
model is that for k/g2 plant dynamics with the gain,  lead, and lag chosen to 
stabilize the closed loop system.    The resulting pilot transfer function is 

Gp(8)  - 10 (1 + 58)  e -.5s 
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A block diagram of the complete system model used to design the control 
system Is given In Figure 1.    In this block diagram, It Is assumed that any 
external control helping the pilot must also act through the engine as the 
pilot does.    If the only measurement available is yaw angle, this block diagram 
is equivalent to the following differential delay equation: 

^(t) 0        1 o] \XM 

^(t) - 0        0 1 j fx2(t) 

XjCt) 0       0 -.5 xjCt) 

0 0 . ol ku-l) 
- 

0 

+ 0 0 0 X2(t-1) + 0 

,-.005013 -.02507 0 J Lx3(t_1) 
. .0005013 

and the mea sureme nt equation 

y(t) - 11 0        0] 'x1(t)' 

x2(t) 

X3(t) 

[II.     ( CONTROL DESIGN 

u(t-.5) 

The control system is designed using a technique which restricts the 
control to being a plecewise constant functional of the state of the differential 
delay equation, but otherwise places no aprlorl restrictions upon the control 
system structure. The design proceeds in two stages, the first stage being to 
reconstruct missing observations, the second stage being to design a state • 
feedback regulator. 

The missing observations are reconstructed using a system called a pseudo 
observer.  Reference 6 defines a pseudo observer, gives sufficient conditions 
to construct a pseudo observer, and indicates an algebraic procedure that can 
be used to design a pseudo observer.  The algebraic procedure of Reference 6 
Is used to design a pseudo observer for the ACLS System, under the assumption 
that the only measurement available is the yaw angle.  It should be noted that 
a pseudo observer cannot be designed if the only measurement is the yaw angle 
rate, because with this measurement the system Is not observable, and the state 
cannot be determined uniquely from the measurement. 
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For the ACLS System,  the pseudo observer given by the design procedure 
Is actually an observer,  and is specified by the equations 

z1(t) 

z2(t) 

x1(t) 

i2(t) 

ijCt) 

-2    0 

0 -4 

1 

5.5 

5.25 

ri(t) 

ißt) 

0 

.5 

1.75 

6 

56 
y(t) + 

.04513 

-.09527 

0 hit) 

.5 z1(t) + 

.75 z?(t) 
J L»            J 

0 

0 

-.02507 

y(t-i) + 

0 

0 

0 

.00050131 
u(t-.5) 

-.0005013J 

0 y(t-i)  1 

0 z1(t-i) 

0 z2(t-i)j 

The first set uf these equations gives the dynamics of the observer.    The 
second set of equations furnishes an approximation to the state of the 
differential delay system, which becomes exact as t approaches infinity. 

The state feedback regulator is designed using the history vector 
approximation used by Hanson [5].    This method is chosen for simplicity, and 
because it did not involve consideration of non-standard partial differential 
equations.     The method provides a piecewise constant control, and proceeds as 
follows. 

First,   the differential delay equation representing the system to be 
controlled is converted to an integral equation.    Then using the assumption 
that the control inputs are piecewise constant,  this integral equation is 
transformed to an infinite dimensional state discrete time system.    Approximating 
the integrals in the preceding step by the trapezoidal rule, a finite dimensional 
discrete time system is constructed which approximates the Infinite dimensional 
discrete time system.    This finite dimensional system is called the history 
vector system,  and has the form 

h(k + 1)  - Ah(k)  + Bv(k) 

where h(k) is the history vector, and v(k) is the control input sequence. 

A quadratic loss discrete time regulator problem [9] is now posed for the 
history vector system.  Controllability of the history vector system implies 
that the regulator problem will provide a unique gain matrix K, which can be 
used to specify the next control value in the sequence of control values of 
the piecewise constant state feedback cpntrol. 
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For the ACLS System, the control Is held constant over .5 second Intervals. 
The history vector for this system Is of dimension 10, and given by 

h(k) 
^(.Sk) 

x2(.5k) 

x3(.5k) 

x^.Sa-l)} 

x^.SCk-l)} 

x3{.5(k-l)} 

x1{.5(k-2)} 

x2{.5(k-2)} 

x3{.5(k-2)} 

u{.5(k-l)} 

Table II gives the A and B matrices of the history vector system.   .It should be 
noted that even though the dimension of the history vector system is much larger 
than the original nuober of differential delay equations, the matrices in the 
history vector system are sparse. 

The weighting matrices Q and R of the discrete time regulator problem are 
chosen by trial and error, the object being to find a Q and an R such that the 
controlled system exhibits good recovery from an Initial heading offset. 

1. x 10 A 

1. x 10 

and 

R -  .5 

were found to yield satisfactory results for the ACLS System.    The feedback gain 
matrix corresponding to this Q and R was determined by iterating the matrix 
Riccati equation until a steady state was reached, which required 175 iterations. 
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The calculations were performed on a CDC 6600 computer.    The feedback gain 
matrix determined by this procedure Is 

.722 
126.8 
219.1 
-.522 
-2.61 

0. 
-.275 
-1.37 

0. 
.103 

During the trials with various different Q and R, It was noted that K was not 
very sensitive to even large changes In Q and R. 

Given K, the next value of the control Is then specified by 

unext " •772«lCt) + 126.8x2(0 + 219.^(t) 

-.522x1(t-.5) - 2.61x2(t-.5) - .275x^-1) 

-.137x2(t-l) + .103 Up^^ 

This formula completely specifies the piecewlse constant state feedback control 
law. 

i formed by replacing x^(t) by y(t)   (the measurement),  X2(t) by zAt),  and 
[t) by ZoCt)  in the expression for the next value of the control  Uj/t)  and 
[t)are the pseudo observer reconstructions of X2(t)  and X3(t)).     The 

The closed loop controller for the system with Incomplete measurements  Is 
now formed by replacing Xi(t) by y(t)   (the measurement),  X2(t) by z1 (t),  and 
X3(t) ■ 
Z2(« 
specification of  the feedback controller for the ACLS System Is completed by 
requiring that during Initial start up,  the control Input to the ACLS be held 
at zero until the observer part of the controller has operated for 3 seconds. 
This delay before turning on the control Input Is required to prevent large 
transients arising from Incorrect control Inputs  that result from Initial 
observer errors.     The 3 second time Interval Is chosen as It Is greater than 
3 time constants of the largest time constant In the pseudo observer,  yet is 
short compared to the characteristic response  time of the open loop ACLS System. 

IV.     SIMPLIFIED CONTROLS 

As only two elements of the gain matrix have significant magnitudes,  and 
these elements are associated with undelayed states,  it is possible to design 
a simple continuous  time controller from the sampled controller of the previous 
section.    The simplified control Is developed by simplifying both the state 
feedback control  law and the pseudo observer,  and then cascading them to form 
the closed loop controller. 
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The feedback control law is simplified by modifying the gain matrix. The 
new gain matrix 

0 
100 
200 

0 
0 
0 
0 
0 
0- 
0 

Is determined from the old gain matrix by rounding off all of Its elements to 
one significant figure.    As .5 second Is much smaller than the response time 
of the closed loop system,  the control law Is taken to be continuous rather 
than plecewlse constant. 

Requiring the pilot to generate a 1 + 5s lead time taxes his capabilities. 
However, by adding 50 to the K« position,  the pilot feedback loop can be 
closed oy the pilot transfer function 

Gp(s)  - 10e"'58 

which corresponds to a relaxed pilot. Therefore the gain matrix Is augmented to 

0 
K « 150 

200 
0 
0 
0 
0 
0 
0 
0 

and the lead term dropped from the pilot model. 

Since all of the de1ayed terms In the pseudo observer are small, the 
pseudo observer Is simplified by dropping all delayed terms. 

The simplified controller for heading measurements is then specified by 
the equations 

z. ■ -2z. + 6y 

Zj ■ -Az, - 56y 

T2 

x    - 5.25y + 1.75z1 +  .75z2 

u - 150x2 + 2OOT3 
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Note that In this  controller,  yaw angle Is never fed back (except by the pilot), 
so that a yaw angle set point need not be specified.    This overcomes what could 
be a weakness In Implementing the controller of the previous section.    The 3 
second delay between starting the observer and closing the controller loop Is 
retained In this system. 

A second simplified controller Is derived under the assumption that the 
yaw angle rate Is measured Instead of the yaw angle.    This possibility may 
arise, as It may be easier In the ACLS  (using a rate gyro)  to measure the 
angular rate than to measure the yaw angle. 

If angular rate Is measured Instead of the angle,  the only part of the 
controller that must be changed Is the observer section.    An observer or pseudo 
observer cannot be designed If only angular rate Is measured.    This Is due to 
the Impossibility of reconstructing x,(t)  and to the presence of the 
-.005013 x1(t-l)   term In the k~ equation.     Since x1(t)  Is not required for 
the simplified feedback gain matrix, neglecting delayed terms allows a conventional 
observer to be designed for xjCt).    Using this observer,  the simplified 
controller for yaw angle rate measurement Is specified by 

z = -3.5z + 7y 

•x    ■ 1.5z - 3y 

u « 150y + 2OOX3 

Note that here the observation y is X2(t),   the yaw rate.  Instead of x^(t).    The 
controller Is continuous time,  and Incorporates the  3 second delay In starting 
control action. 

It should be noted that both of the simplified controllers developed In 
this section have the same form as conventional analog autopilots, with the 
exception of the  3 second delay in starting control action.    Thus both of the 
simplified controllers could be synthesized using conventional procedures. 

IV.    EVALUATION OF THE CONTROLLERS 

The various control laws were evaluated by calculating the time response 
of the ACLS System to an initial yaw misalignment of one unit.    The time responses 
were computed by integrating the differential delay equations using a modified 
fourth order Runge Kutta Algorithm.    These calculations were used solely for 
comparisons between the various controllers  for the same task, and were not 
Intended or Interpreted as  transients to be expected from the ACLS System with 
a pilot.    Interpreting the results only as solutions of various sets of differential 
delay equations,  the assumptions underlying the pilot model are not violated 1 
Plots of the time response trajectories and time response specifications determined 
from the trajectories were used to compare the various controllers.    The plots 
are given as Figures  2 through 6, and the time response specifications are 
presented in Table III. 

Figure 2 gives  the response of the ACLS System without a control to aid 
the pilot,  and the pilot generating the  (1 + 5s)   lead term.    Figure 3 gives the 
plot for the plecewlse constant control, with the pilot supplying the  (1 + 5s) 
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term, while Figures 4 and 5 are for the simplified controllers, with the 
pilot not supplying the lead term. The last figure. Figure 6, shows the 
response of a system where' the pilot Is generating the (1 + 5s) lead term, and 
Is being assisted by rate feedback (the control being of the form u - ISOx-Ct)). 
It Is assumed In the rate feedback system that the rate can be measured directly. 
This system Is Included so a comparison can be made with a simple straight-forward 
control scheme. 

Examining the plots. It Is seen that tha uncontrolled response Is 
oscillatory with considerable overshoot, and Is lightly damped. The addition of 
any of the four controllers effectively damps the oscillation, with the pure 
rate feedback going so far as to overdamp the system.  The plecewlse continuous, 
simplified angle, and simplified angle rate controls all give similar, almost 
critically damped responses, with small overshoot.  Compared to them, the pure 
rate feedback system seems sluggish. Depending upon the available measurements, 
either the simplified angle or simplified angle rate controllers should provide 
an effective, easily realized control system. 

VI.  CONCLUSIONS AND RECOMMENDATIONS 

For the ACLS System In the simplified form considered In this paper, It 
Is shown that the combination pseudo observer/history vector control design 
procedure yields an effective controller. Furthermore, this controller can 
be used as a basis from which to form simplified controllers with comparable 
performance. All of these controllers compared favorably with a simple rate 
feedback controller. 

Three recommendations can be made for further Investigations along the 
lines of this paper. The first recommendation Is to Incorporate a gust model 
Into the system, to see If random disturbances seriously degrade the performance 
of the control systems.  Secondly, the controllers should be tried with more 
complex models of the ACLS dynamics, so as to check Into the possibly that the 
model used to design the controller was simplified too much.  Third and finally, 
the controllers should be tried In simulations of the ACLS, In order to check the 
validity of using the pilot models In the way they were used, and to obtain pilot 
opinions as to whether the controllers Improve the taxiing capabilities of the 
ACLS. 
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TABLE I.  CC-115 AIRCRAFT DATA [2] 

Engines      2 x GE/T64-14 

2 x UCAL ST6-73 (For ACLS) 

Propellers   Hamilton Standard 63-E60-15 

3 bladed, 14.5 ft. diameter 

Wing Area    945 Sq. Ft. 

Wing Span    96 Ft. 

Wing Reference Chord, C  10.3 Ft. 

Weights      Max. Takeoff 41,000 lb. 

Max. Landing 39,000 lb. 

41,000 lb. A/C (Inertias In Slug8-Ftz) 

CO. Position 

I 
xx 

I 
yy 

i 
zz 

xz 

26.5X C 

301263.0 

244977.0 

486428.0 

29852.0 

41.5X C 

301263.0 

266987.0 

508642.0 

24192.0 
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1 

0 

0 

0 

0 

0 

0 

.5 

0 

1 

0 

0 

0 

0 

0 

,1152 

.4424 

0 

1 

0 

0 

0 

0 

TABLE II.    A and B FOR HISTORY VECTOR SYSTEM 

.7788      -1.253      -6.268    0 
x 10 

0 

0 

0 

1 

0 

0 

0 

-3 x 10 

0 

0 

0 

0 

1 

0 

0 

-3 

0 

0 

0 

0 

0 

1 

0 

-1.444 
x 10 

-5.544. 
x 10" 

-9.760 
x 10 

0 

0 

0 

0 

0 

0 

0 

-7.220 
x 10"* 

-2.773 
x 10"J 

-4.881 
x 10"J 

0 

0 

0 

0 

0 

0 

0 

,0 

0 

0 

0 

0 

0 

0 

0 

9.820 
x 10'6 

4.436 
x lO"4 

2.218 
x 10"A 

0 

0 

0 

0 

0 

0 

0 
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TABLE III.  TIME RESPONSE CHARACTERISTICS 

Maximum   Time to Maximum Time to First Settling Time Frequei 
Control System Overshoot    Overshoot     Zero Error     To 5%     Osclllata.^ of 

the Transient 

No Control 72.7Z 32.5 Seconds 18.3 Seconds      > 50 Seconds      .017 Hertz 

Piecewise 
Continuous 
Control 

5.0%    39.5 Seconds    30.3 Seconds    41 Seconds  < .025 Hertz 

Simplified 
Control, 
Angle 
Measurement 

6.0Z    39.5 Seconds    29.1 Seconds  45.5 Seconds  < .024 Hertz 

Simplified 
Control, 
Angle Rate 
Measurement 

2.6Z    35 Seconds 32.2 Seconds  26.3 Seconds  .09 Hertz 

Rate 
Feedback 

No No 
Overshoot  Overshoot 

> 50 Seconds  46.8 Seconds 
No 

Oscillation 
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FIGURE 1:    ACLS YAW CONTROL BLOCK DIAGRAM 
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THE EFFECT OF HIGH THRUST ON OPTIMAL 
FIGHTER AIRCRAFT TUKNING MANEUVERS 

by 

Gerald M. Anderson 
Associate Professor, Department of Mechanics 

AF Institute of Technology (AFIT/ENB) 
Wright-Patterson AFB, Ohio   45433 

ABSTRACT 

Many fighter aircraft combat maneuvers require sustained periods 
of maximum turn rate.   This maximum turn rate occurs when the aircraft 
flies at its corner velocity, the velocity at which the limits on the 
maximum lift coefficient and the maximum normal acceleration load 
factor constraints are met simultaneously.    Current fighter aircraft 
have insufficient thrust to overcome the induced drag due co lift so 
that sustained maximum turn rate flight at the comer velocity is not 
possible.    However, some future fighter aircraft may have sufficient 
thrust to fly this type of arc.   To investigate optimal turning maneu- 
vers, the necessary conditions for an optimal control can be applied. 
Unfortunately, these necessary conditions degenerate on sustained 
maximum turn rate comer velocity arcs.    In this paper the necessary 
conditions are modified so that they can be applied to these corner 
velocity arcs.    Some minimum time-to-tum trajectories are then 
presented to illustrate the effects of high aircraft thrust. 

1. INTRODUCTION 

Many fighter aircraft combat maneuvers require sustained periods of 
maximum turn rate flight for wi.ich maximum lift coefficient C.  is required. 

Below the corner velocity C,  is limited by the aerodynamics of the air- 

craft (the C,   limit).   At velocities above the corner velocity C,  is 

limited by the maximim allowable normal acceleration of the aircraft due 
to structural or human factor constraints (the load factor limit).    The 
fastest maximum turn race occurs when the aircraft files at its comer 
velocity where both of the limits on C,  are met simultaneously.   With 

current fighter aircraft the maximum available thrust is insufficient to 
overcome the Induced drag due to lift so that sustained maximum turn rate 
flight at the corner velocity is not possible.    Future fighter aircraft 
nay, however, have sufficient thrust to allow sustained maximum turn rate 
flight at the comer velocity.   Flight under these conditions will gene- 
rally require a thrust less than maximum to maintain flight at the corner 
velocity.    In Investigating optimal turning maneuvers of high thrust air- 
craft, the usual necessary conditions for an optimal control breakdown 
on sustained maximum turn rate flights at the comer velocity. 
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In this paper these necessary conditions are modified so that they 
can be applied to comer velocity arcs.   The solution to a minimum tlme- 
to-tum problem Is then given to Illustrate some features of optimal 
turning trajectories with high thrust aircraft. 

2.    PROBLEM STATEMENT AND NECESSARY CONDITIONS 

The "point mass" aircraft equations of motion are 

fc » V cos * cos Y. Y » V sin ♦ cos Y. Z » V sin yt 

V - g[(T - D)/W - sin y],   ♦ - gL sin ♦/Vwcos Y. (D 

Y   ■ g(L cos ♦/W - cos Y)/V 

where X and Y are horizontal position coordinates. Z Is altitude, V Is 
velocity, <* Is the heading angle, Y IS the flight path angle, W Is the 
aircraft weight (which Is assumed to be constant here), T Is the thrust, 
D Is drag, L Is lift, t Is the bank angle, and g Is the acceleration of 
gravity.    Lift L has the form 

L • (l/2)p(Z)AV<:Cl (2) 

where p(Z) Is the air density, A Is a reference area and C, Is the lift 
coefficient.    The drag D Is assumed to be a function of V, Z and C,, and 
Increases monotonlcally with C.  for fixed V and Z. 

The controls are the lift coefficient C,, the bank angle, 4>, and 
the thrust T.    The thrust must satisfy the constraint 

Tm1n^Tmax <3> 
There are three constraints on C,.    First there Is an upper limit of 
C.       due to the aerodynamics of the aircraft.    There Is also a lower 
limit of zero.   These two constraints can be sumnarized as 

0 i CL ^ CLmax (A) 

There Is, In addition, an upper limit on the maximum acceleration of 
the aircraft normal to the velocity vector which can be expressed as 

where n max 

(1/2)PAVVW 1 *MX 

Is the maximum allowable normal acceleration In g's. 

(5) 

Now consider a general class of optimal aircraft trajectory problems. 
Assuming a Meyer form for the problem, the necessary conditions can be 
formally applied as follows [IJ.   The Hamlltonlan Is 

?.M 
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H « V (xx cos Y cos * + Ay cos Y sin ♦ + xz sin Y) 

♦ Avg [(T-D)/W - sin Y] 

♦ A^AV CL sin ♦/aw cos Y ^6) 

♦ xy9  (pAV CL cos ♦/ZW-cos Y/V) 
+ V tCl-CLmJ + "2 ^Av2V2-nmax W) 

where the x^  are costate variables and the multipliers p, and u2 
associated with the CLmax and n  Inequality constraints are defined 
as u1 ^ 0 only If 

CL * CLmax " 0 ^ 
and U2 f 0 only If 

0^CL/2 - n^^  - 0 (8) 

Additional multipliers ad/olnlng the other Inequality control constraints 
to H could be Introduced, but they are not needed In this analysis. 

The costate differential equations are 

A    =   X    = 0 x       y 

*2 • \g(30/3Z)/w-A|()g(3p/3Z)AVCL sln*/^ cos Y 

- XYg(3p/3Z)AVCL cos*/2w-u2(3p/3Z)AV2CL/2 

Av *"tAxC0S yco^ + Av COSY sin^- + xz sin Y) 

+ Xvg(3D/3V)/H - A gpACLs1n ♦/ZWcos Y 

- A g(pACLcos ♦/ZW ♦ cos Y/V2) - P2PAVCL 

A    ■ V(A    COS Y slnij» - A    COS Y COS  i') 
v A y 

A   • V(A   sin Y cosi<> + AU sin Y slnip - A_ COS Y) 
Y x y 2 

♦ Ag cos Y - A gpAVC. sin * sin Y/2W COS Y 

♦ xyg sin Y/V 

(9) 

(10) 

(11) 

(12) 

(13) 

The control variables must minimize H.   Thus the optimal bank angle * is 
given by 

sin ♦ • - (A*/cos Y)/[(A«/COS Y)2 ♦ AY2]1/2 

cos ♦ - - AY/[(Y /COS Y)2 ♦ AY
2]1/2 

(14) 
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If the optimal lift coefficient Is Interior to the Inequality constraints 
(4) and (5), CL is found from the solution to the equations 

3H/3CL ' -Xvg(3D/3CL)/W - gpAV[(x^/cos y)2 + AY
2]1/2/2W-0     (15) 

and 

32H/3CL
2 - -Xvg(32D/3CL

2)/w > 0 (16) 

where Equations (14) have been substituted for sin * and cos +.   If 
Inequality (16) Is not satisfied or If the solution to Equation (15) 
does not satisfy the inequality constraints on C. , then the optimal 

C.  Is given by Equation (8), C. ■ C.      t or C.  * 0, depending on which 

value minimizes H and satisfies all the constraints.   The optinal thrust 
is given by 

T * Tmax 1f V 0 

T
 - Tm1n "\>0 

('- 

If both the C.  .w and n...^ constraints are not both satisfied with . .naiity 
unax max 

simultaneously. 

If C.  ■ 0.       and C.  is not on the n       limit, the multiplier y, is 

found from 3H/3C,  « 0 to be 

^ " Avg(3D/aCL)/W + gpAV[(x4l/cos y)2 * XY2]1/2/2W (18) 

Recall thatup'O in this case.    If C.  < C,       and Equation (8) is satisfied 

by C,, Pi '0 and u? ^ found from 3H/3C, « 0 to be 

^ ' 2{Xvg(3D/3CL) + gpAV[(x1|,/cos y)2 ♦ XY2]1/2/?}/PAV2W   (19) 

Now consider the effect of C.  being on both the Clm.w and nm.w limits L unax max 
simultaneously.    The condition 3H/3C.  * 0 gives 

3H/dCL - -Xvg(3D/3CL)/W - gpAV[(x*/cos Y)2 + XY2]1/2/2W ♦ V] 

♦ U2PAV2/2 • 0 ^^ 

This is the only equation- in which u, and w« appears.    Therefore, no 

unique solution for these quantities exist.   Since a unique solution for 
Mo is required to integrate the costate equations, it is apparent that 

these necessary conditions breakdown on a comer velocity arc where the 
C,        and n       limits are simultaneously satisfied 

Lmax max 
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3.    MODIFICATIONS TO NECESSARY CONDITIONS REQUIRED FOR CORNER VELOCITY ARCS 

If both the C.        and n       limits are met simultaneously (I.e., a comer 

velocity arc) C. can be eliminated from Equations (7) and (8) to obtain the 

following state equality constraint that must hold along such an arc: 

'W   - 2Wninax/ACljnax (21) 

Note that this equation can be solved for the corner velocity as a 
function of altitude Z.   Now the methods from section 3.4 of Reference 
[1] pertaining to problems with state equality constraints can be 
applied to comer velocity arcs.    Differentiation of Equation (21) 
gives 

(3p/3Z)V2Z + 2pVV = V{(3p/3Z)V2 siny + 2pg[(T-D)/W-s1nY]}- 0    (22) 

or, since V > 0, 

(3p/3Z)V2 sin? + 2pg[(T-D)/W-s1nY] » 0 (23) 

This equation contains the thrust T explicitly, thereby allowing us 
to solve for the value of T required to sustain maximum tum rate 
flight at the comer velocity. 

V1 D + W-iny - (3p/3Z)r sinY/2pg (24) 

Since T must always satisfy inequality (3), it is easily seen that if 
T   > T_. , sustained maximum tum rate flight at the comer velocity Is c      max ' 
not possible, as is the case with current fighter aircraft.    Equation 
(23) is a state dependent control equality constraint that must hold 
along a comer velocity arc and Equation (21) can be considered to 
be an interior point state constraint that must hold at the start 
(and end) of a comer velocity arc. 

To modify the necessary conditions to handle arcs on which the new 
control constraint given by Equation (23) 1s satisfied, we can intro- 
duce a new multiplier u, associated with this constraint and a new 

HamiltonIan H defined by 

H » H + M3{(3P/3Z)V2 siny + 2pg[(T-D)/W-sinY] (25) 

where H Is given by Equation (6).    The definitions of ^, ^ and 

M3 for this modified prolrler« are yo, U2=l,3 =0 only if CL ' CLmax 
and Equation (8) is not satisfied;   i^O, ufvfO only If CL < CLmax 

and Equation (8) is satisfied; and MJ^O, »^»^"O only if C^L,^ 

Equation (8) is satisfied, and,therefore. Equation (23) is satisfied. 
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The Introduction of w, now requires the modification of the ^2. xv 

and Xy costate differential equations.   These revised equations are 

^z " Xvg(3D/3Z)/W - X*g(3p/3Z)AVCLs1n ♦/ZWcos y 

- XYg(3p/3Z)AVCLcos ♦/2W - M2(3P/3Z)AV2CL/2 

- ii3{(32p/3Z2)V2s1n Y + 2g(3p/3Z)[(T-D)/W - sin y] 

- 2pg(30/3Z)/W} 

(26) 

xv =■ -(x   COS Y COS t|< + x    cos Y sini|» + xz SIHY) 

+ Xvg(3D/3V)/W - X^gpA^ sin ^W cos Y 

- Xyg{pACL cos ♦/2W + cos Y/V2) -P2PAVCL 

- n3[2(3p/3Z)V sin Y - 2pg(3D/3V)/W] 

xY ■ V(x sin Y cos "P + xw sin Y sin t); - x cos Y) 
A Jr X 

2 
+ x g cos Y - x.gpAVC,   sin 41 sin Y/2W COS   Y 

V I/I L 

+ XYg sin Y/V - w3 [(3p/3Z)V2cos Y - 2pg cos Y] 

(27) 

(28) 

These equations replace Equations (10), (11), and (13) respectively. 
Note that when the aircraft is not on a corner velocity arc, w3

s0 so 

that Equations (26-28) reduce to the same form as Equations (10), 
(11). and (13). 

If ^O, it is again given by Equation (19).    On a corner 

velocity arc where i^O, w, is found from 3H/3T to be 

•xv/2p (29) 

Due to the Interior point constraint, given by Equation (21), 
that must be satisfied at the start of a comer velocity arc, the 
costate variables x   and x   may be discontinuous at this point. 

(The other costate variables and the Hamiltonian are continuous 
here since Equation (21) is an explicit function only of the states 
Z and V, and not X., Y, 4«, Yt nor time t.)   If a comer velocity arc 
starts at time tp the discontinuities in x   and x   are given by 

xz{t{) • x2(t1
+) ♦ wV2(3p/3Z) 

W) -  Xv(t1 + ) + 2TrpV 

(30) 

(31) 
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where n is a scalar multiplier.    These two costate variables are 
continuous at the termination of a corner velocity arc.    (It is 
also possible to let these discontinuities occur at the termination 
of the comer velocity arc, with x2 and xv now being continuous at 
the beginning of the arc.    This is because there are nonunique solu- 
tions for x   and x   along such an arc [2].) 

The application of these modified necessary conditions results in 
a multi-point boundary-value problem that must be solved to find 
candidates for the optimal trajectory.    To sunmarize this multi- 
point boundary-value problem, the state and costate differential equa- 
tions are given by Equations (1), (9), (12), and (26-28), the controls 
by Equations (14), (15-17), and (24), and the multipliers uo and Mo 

by Equations (19) and (29),respectively, when they are nonzero.    The 
initial states are usually all specified.    At the beginning of a maxi- 
mum turn rate comer velocity arc, Equations (21^, (31), and (32) 
must be satisfied, and all the states, the costates x  , x , x^, and 

xY, and the Hamiltonian are continuous.    At the termination of an 

optimal comer velocity arc Equation (21) must again be satisfied, and 
all the states, costates and Hamiltonian are continuous.    At the final 
time any specified terminal conditions and the resulting transversality 
conditions must be satisfied.    The multiplier n in Equations (31) and 
(32) must be chosen to ensure that all these conditions are satisfied. 

4.    A MINIMUM TiME-TO-TURN PROBLEM 

To illustrate the characteristics of optimal aircraft trajectories 
with comer velocity arcs, here we consider the problem of finding the 
trajectory of a high thrust aircraft that results in the rinimum 
time-to-tum through a specified heading angle.    All the initial states 
are given and only the final heading angle «K is specified.    All the 

other final states are free.   The aircraft parameters assumed for this 
problem are W = 42,000 lbs, A = 430 ft2, C.        « 1, n_   = Sg's, Lmax    max 
T  s 65,270 lbs and Tmin = -6,527 lbs. The expression for drag is 

D= (l/2)bAV2(CDo + kCL
2) (32) 

where the zero lift drag coefficient is C0   = .04 and the induced 

drag factor is k = .2.    With the exception of T     • which is very 

high, all of these parameters are typical of current fighter air- 
craft.   The negative value of T .    is attained through the use of 3 min ^ 3 
speed brakes.    The exponential air density expression is, in slugs/ft , 

P =  .0023769 e(-Z/23-800) (33) 

where Z is in feet.    The payoff is time or 

0 = tf (34) 
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The expressions for the state equations, the costate equations, 
the control variables, and the multipliers y2 and U3 given previously 

are valid here.   Application of the transversality conditions yields 

\{tf) ' xy(tf) - x2(tf) - xv(tf) « AY(tf) = 0 (35) 

H(tf) - -1 (36) 

With Vr(tf) ■ 0 and *Jt~) f 0. in general. Equation (14) gives at tf 

cos ♦ « 0 ,   sin ♦ = + 1 (37) 

where the positive sign is chosen if x (tf) < 0 and the negative sign 

If x (tf) > 0. A combination of Equations (6,25, and 35-37) yields the 

following expression for x (t^) 

x (tf) ■ + 2W cos Y/gpAVCL 
tf 

(38) 

In the specific examples that follow the upper signs are always 
chosen in Equations (37) and (38). 

When a maximum turn rate arc at the comer velocity is part of 
an optimal trajectory for this problem, the trajectory terminates on 
this arc.   Thus we have a three-point boundary-value problem to be 
solved here.    In order to generate optimal trajectories from this 
three-point boundary-value problem, solutions were generated by back- 
ward integration from assumed terminal conditions with the transver- 
sality conditions satisfied.    Switching from the comer velocity arc 
to a T»T .M or T»T ... arc was then forced at some time t,.   The max mm 1 
multiplier it must then be found so that the Hamiltonlan Is continu- 
ous at t,.    Equating the expressions for the Hamiltonlan at t,' and 

ti+, and using Equations (30) and (31), the following expression for 

ir Is obtained: 

* " g\+ (T+-T-)/[2Vpg(T--D-W siny) + WV3(ap/3Z)sinY] (39) 

where the superscript (+) indicates that the quantity is evaluated at 
t,    on the comer velocity arc and (-) indicates that the quantity is 

evaluated at t-,' on the T      or T ^   arc.    Note that the only quantity 

evaluated at t,_ Is the thrust T.    For this problem it turns out that 

the same value of w Is obtained for both T" ■ TMV an* T" = T . . max mm 
This value of w always results in x (t^") « 0.    The value of T" is 

then determined by 
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T   " W if ^v > 0 

T-wfv0 (40) 

The backward integration Is then stopped at some arbitrary Initial 
time. 

Figure 1 shows the solution to a typical problem with a thrusting 
sequence H     . T } .   The assumed values of t, and tf are t, ■ 5 sec 

and tf « 10 sec.   The Initial states (at t«0) are X » -3506 ft, Y » 5457 
ft, Z » 9380 ft, V « 769 ft/sec, ij» ■ -2.05 radians, and   Y « .39 radian. 
The resulting final states at t = tf » 10 sec are X » Y » 0, Z « 10,000 
ft, V » 791 ft/sec (the comer velocity at 10,000 ft altitude), 
♦ « 0, and Y ■ -.20 radian.    The lift coefficient Is on the C.       limit 
throughout the flight.    Some trends can be noted from Fig. 1.   The 
velocity starts below the corner velocity with a positive flight path 
angle Y.    In order to quicken the acceleration of the aircraft to the 
comer velocity, the bank angle, 4», Is Initially set at about 96°,so 
that a component of lift acts to decrease Y and, hence. Increase V. 
Once the comer velocity Is reached, the thrust Is reduced to sustain 
flight at this condition.    This comer velocity thrust decreases between 
t<| and tx because the flight path angle Y decreases from .08 radian, 

where a component of gravity tends to reduce V, to -.20, where a compon- 
ent of gravity tends to Increase V allowing a corresponding reduction 
In thrust. 

Figure 2 presents similar results for a typical problem with a 
{T .  , T } thrust sequence.    Again t, = 5 sec and t- * 10 sec.    The 

Initial states are X » -3387 ft, Y = 6028 ft, Z = 8292 ft, V » 10,037 
ft/sec, <|i ■ -1.94 radians, and Y « .20 radian.    The resulting final 
states are the same as for the previous problem except thatY(tf) » .1 
radian.    (It Is the final value of Y that determines the optimal thrust 
sequence In these problems.)    The lift coefficient Is on the load 
factor limit throughout this trajectory.   Note that T ■ lm^n Is 
Initially required to reduce the velocity to the comer velocity.    This 
deceleration Is aided by using a bank angle less than 90° to Increase 

I Y which. In turn, further reduces V. 

Some general trends can be noted on the choice of control required 
In these minimum time-to-turn problems. The maximum allowable value of 
C.   Is always used.    The Initial thrust and the initial bank angle are 

I determined by the initial  velocity, V(0).    If V(0) > V., the comer 
I 

velocity, T(0) = Tmin and $  is set slightly less than 90° to further 
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reduce V.   Of V(0) < Vr. T(0) Tm.w and ♦ ^S set slightly greater than 
90° to decrease Y and thereby further Increase V.   Once the comer 
velocity Is attained, the thrust Is adjusted to sustain flight at this 
condition and ^ smoothly approaches 90° as the desired terminal heading 
is approached. 

5.    CONCLUSIONS 

Sustained maximum turn rate arcs at the comer velocity will be 
of considerable Importance for future high thrust fighter aircraft 
when the fastest possible turn is required.   In the context of optimal 
tuming maneuvers for these aircraft, the possible presence of comer 
velocity arcs increase the complexity of the solution to these 
problems in that a multi-point boundary value problem must now be 
solved rather than a two-point boundary value problem required for 
current fighter aircraft.    However, by investigating general trends in 
the solution to these multi-point boundary value problems, it may be 
possible to generate near optimal "rules of thumb", as was done with 
the examples in Section 4, to aid the pilot In flying near optimal 
maneuvers. 
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6        8 
t (sec) 

Figure 1.    Results for minimum-time-to- 
tum problem with thrust sequence 
{Tmax»Tc}- 

Figure 2.    Results for mlnlmum-time-to- 
tum problem with thrust sequence 
"mliT'c*' 
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DYNAMIC MISSILE SYNTHESIS 

1 Lt Michael L. Mimford 
AF Armament Laboratory 

Eglin AFB, Florida 

1. Introduction 

Recognizing a specific lack In the area of evaluation of the aircraft/ 

weapons system for fighter aircraft/missile syntems, the Analysis Division 

of the Armament Laboratory initiated a study designed to develop a tool 

for evaluation of the total weapons system. This work resulted in the 

Missile and Aircraft System Effectiveness (MASE) computer model, 

allowing the combined evaluation of air-to-air missiles and fighter aircraft 

in terms of kill probability fron the onset of the weapon delivery 

maneuver. 

To date, tbe primary emphasis in missile performance evaluation has 

been on the operation of the missile alone, including the tenrilnal 

fuze/warhead/tarcet interaction. IMs approach has involved the detailed 

simulation of the missile subsystems, through which the terminal 

lethality characteristics of the missile liave been mapped back to the 

time of launch as kill probability (PK) envelopes. Such an approach has 

thus evaluated the missile without consideration of the charaoterlstlcs 

of the launch platform. 

Past aircraft performance evaluations, even when coupled with missile 

flight simulations, have generally been oriented toward gun firings. 

Also, the ones which include missile models usually generate miss 

distances, which do not show a direct correlation with PK Information due 

to the complex nature of tho end game interaction. 

Preceding page blank 
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This study was generated to combine the aircraft/missile systems 

so as to answer such questions as early launch versus press-on for a 

higher PK.    Other unknowns th'it could be resolved include what are the 

effects of clanges In the PK envelope on launch opportunity?   What 

benefits accrue from an off-boreslght capability?   What missile or 

aircraft changes are necessary to Improve the overall mlsslle/alrcraft 

effectiveness In alr-to-alr combat?   To answer these questions, an 

accurate model of the dynamic^, prior to missile launch Is required.    For 

such a model, the objective is to Identify meaningful weapon delivery 

trajectories which can serve as a basis for the total system evaluation. 

Since the primary objective of alr-to-alr combat is to kill the 

opposing aircraft, It was decided that the meaningful trajectories for 

this analysis are those that result In maximizing the attainable PK 

at launch.    A sample trajectory Illustrating   this idea is shown in 

Figure 1. 

To start this project, conputer models based on classical optimal 

control theory were developed at the Armament Laboratory.    Having as an 

objective function the maximization of PK through a steepest-descent 

technique, these programs suffered the usual difficulties of nominal 

control selection and very uneconomic run times.   Also, in this approach 

perfect information was assumed, i.e., it was effectively assumed that 

the attacker a priori knows the future target naneuver history, yielding 

an open-loop solution.    However, In real world aerial combat each pilot 

maneuvers based on what his opponent is doing in the present.    Thus, a 

feedback control solution, i.e., a closed-loop control solution, is 

7Qfi 
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TARGET 

PK ENVELOPE 

MISSILE LAUNCH 

ATTACKER 

FIGURE 1.    SAMPLE TRAJECTORY FOR MAXIMIZING PK 
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required for a realistic simulation.   To circumvent the problems with 

the classical optimal control approach, a contract was let to Dynamics 

Research Corporation, Wilmington MA, to apply their already-demonstrated 

expertise in singular perturbation theory to this problem.    The 

rationale for turning to this source is that singular perturbation theory 

yields an approximate closed-loop control solution which circumvents the 

problems associated with the steepest-descent solution. 

2.   Feedback Control Law Generation 

For the purposes of this arudy an optimal weapon delivery strategy 

was defined as the control tteijt should be applied, as a function of the 

current state of the system, to maximize the probability of kill. 

Optimal control theory states that such a control law does Indeed exist. 

This statement is part of the classical Hamilton-Jacobi theory and is 

basically Bellman's principle-of optlmality (1).    Finding the optimal 

feedback control law amounts to binding a solution to the Hamllton- 

Jacobl-Bellman partial differential equation.    Unfortunately there is no 

known analytical technique for finding this solution for nonlinear 

problems. 

However, if one Is willing to sacrifice some precision, these 

difficulties may be circumvented by recourse to singular perturbation 

techniques.    An illuminating, although slightly misleading, method of 

considering tliese techniques is to regard them as reduced order modeling 

techniques.    Singular perturbation theory allows one to take a reduced 

order (free stream) model and account for the faster or transient dynamics 
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in a separate (boundary layer) analysis. The composite solution (free 

stream + boundary layers) is a better approximation to the original 

problem than the solution of the reduced order problem. In the 

follovTing paragraphs the free stream and bomviary layer solutions will 

be outlined. It is Important to bear in mind that the controls derived 

using the reduced order models are used in the MASE program to drive 

an engagement sinulatlon. The simulation consists of the full system 

of equations needed to realistically describe the motion of the target 

and attacker so that the resulting trajectories will be accurate and 

realizable. 

Free Stream Solution 

The reduced order, free stream model contains the horizontal plane 

relative position rate, and the energy rate dynajnics. Turning 

dynamics are associated with the faster transients in the model and are 

therefore Ignored in the free stream. These dynamics will be accounted 

for in a subsequent boundary layer analysis. 

The free stream solution consists of a dash along a constant headirc 

in the horizontal plane (see Figure 2). This optimal heading $ is 

found so that the attacker aircraft will Intercept the PK envelope 

center (projected into the horizontal plane). The target motion is 

projected using the horizontal components of target velocity (Vm) and 

target turn rate. 
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Heading; Boundary Layer 

The heading transients ([>-, and $„ ignored in the free stream are 

accounted for in a separate analysis, the heading boundary layer.    This 

allows a realistic modification of the transients (^ and <{>„, which are 

assumed instantaneous in the free stream.    Analysis of the control 

equations lead to a feedback law of the form 

$   =   - k^ U -  <♦>   ), 

where the plus sign applies to the initial boundary layer where the 

attacker approaches <J>, and the minus applies to the terminal boundary 

layer where the attacker must rurn away from $ to satisfy the terminal 

boresight requirements (lead or lag at launch)..    The coefficient k. 

cones, through the singular perturbation theory, fron the adjoint 

equations governing the optlmality of the solution.    It results in the 

attacker achieving an optimum balance between energy rate (E) and 

turn rate ($) for the current state of the engagement.   Also resulting 

from the heading boundary layer is an optimum altitude (h), which Is 

the optimum altitude for the energy rate-turn rate balance. 

Altitude and Plight-Path Angle Boundary Layers 

The determination of an optimal altitude to be achieved in the heading 

boundary layer requires an altitude and a flight-path angle boundary 

layer to model transitions in the altitude (h) and flight-path angle (y). 

These transients are again exponential in form and are governed by 
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the equation 

/jhere h is the optijnal altitude frcm the heading boundary layer and 

kjj is ccnnputed using the adjoint equations as was Jo:   Again, the plus 

sign applies to the initial boundary layer and the minus sign to the 

terminal boundary layer.. 

Since y is determined by the altitude boundary layer, a flight-path 

angle boundary layer is required to model transients from the initial 

Y to the optimal y and fron the optimal y to a terminal value.   The 

controls in this boundary layer are the load factor and the bank angle 

of the attacker, which are the control variables used by the point-mass 

aircraft model (see Figure 3). 

Sunmarizing, singular perturbation theory allows a systematic method 

of ccmpensating for the approximations made in reduced order modeling 

techniques through separate boundary layer analyses.    In deriving the 

weapon delivery maneuvers for maximizing PK, the states ignored in the 

reduced order, free stream solution are individually accounted for in 

separate heading, altitude, and flight path angle boundary layer analyses. 

The resulting optimal control law is obtained i~ feedback form. 

It is important to note here that the free-stream solution and 

boundary layers are updated at each integration step.    Ihus a blending 

of the characteristics of each part is obtained, which- allows the 

approximate solutions generated by this method to show excellent correla- 

tion with optimal solutions generated by the steepest-descent technique 
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(see Figure 'O.    This singular perturbation solution is an Improvement 

on the steepest-descent technique since no nominal control need be 

selected and since this is not an iterative technique, which yields 

a tremendous savings in computer time.    Figure 5 shows some sample 

results for different flight conditions. 

3.   Conclurdons 

Optimal, three-dimensional attacker control laws were developed for 

maximizing PK against a three-dimensional maneuvering target.   These 

feedback control laws were used to develop the Missile and Aircraft 

System Effectiveness (MASK) computer program.    MASE is a three degree- 

of-freedom simulation program which generates the attacker control 

law and integrates the equations of motion for the attacker and target 

to determine the highest attainable PK for the specified initial 

conditions.    This program can be used to map the missile PK envelopes 

backwards in time to the start of the weapon delivery maneuver.   The 

resulting PK envelopes reflect the combined capabilities of both missile 

and aircraft, and they can be used to determine the Impact that missile 

design changes or aircraft design changes have on the outcome of an 

engagement. 

The major problem with the present MASE program is that it is only 

progranmed for a predetermined target maneuver.    NotMng in the MASE 

methodology precludes the use of a target performing countering maneuvers, 

and a search is being made to find a suitable target driver.   Two 
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candidates for such a target controller are another MASE program, and a 

reasonable well-known air battle slnulator such as TACTICS II. 

It Is felt that the only realistic missile performance evaluations 

may be made using a countering target, so such evaluations are awaiting 

the programnlng of the target maneuver logic.   When the target Is 

progranmed, one of the first applications of the MASE program is Interded 

to be an evaluation of the benefits of an off-bareslght missile 

capability.   Another application of the MASE program is through a 

modification which is currently in use in the Improved Guidance law 

Evaluation (reported elsewhere in this symposium) to generate feedback 

missile control laws.   Other applications anticipated include the 

evaluation of thrust vector control, all-aspect capabilities, and new 

seeker technologies. 
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Title: Precision Attitude Oeceralnatlon for the DMSP Block 3D 
Satellites 

Authors:        Major Kenneth E. Nldlffer and 1st Lt David A. Nichols 

I. SYSTEM DESCRIPTION 

The Prlasry Attitude Determination Systea (PADS) for the DMSP 

Block 5D satellite consists of hardware and software designed to 

provide precise psyload attitude determination with respect to a geodetic 

reference frame.    The PADS hardware also provides attitude and accelera- 

tion inputs to the ascent guidance software for launch vehicle control. 

The PADS hardware consists of two subsystems:    the Inertial 

Measurement Unit (IMU) and the Celestial Sensor Assembly (CSA).    The 

Primary Attitude Software (PAS) operates within the spacecraft Central 

Processing Unit (CPU)  to process and convert IMU and CSA data for 

attitude determination.    PAS computes the satellite sttltude information 

on the basis of gyro and star censor outputs.   The majority of the 

coapucational logic (PAS contains less than 5000 16-bit words) deals 

with the processing of star sensor data.    PADS uses the satellite fixed 

(strapdovn) star sensor in a mode in which it marks the time of transit 

of a star crossing the sensor's field of view.    To provide for contin- 

uous attitude information from intermittent star sightings» satellite 

rate (from gyros) is integrated.    These intermittent star transits 

provide periodic attitude fixes and are used to estimate and correct 

for gyro drifts.    The process is implemented with Kaiman recursive 

filtering in the spacecraft CPU. 
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At ehe tlae of Block 5D conceptual design, the only practical 

spacecraft attitude deteminatlon systess which could satisfy DMSP 

pointiog requireaents for iaagery collection were based on Space 

Precision Attitude Reference Systea (SPARS) technology.    Consequently, 

PADS for Block SD uses SPARS technology and will be the first opera- 

tional SPAR type systea to fly. 

The design approach used in PADS has been to utilize a stellar 

augaented inertial attitude deterai nation ays tea evolved froa SPARS. 

PADS uses sof twsre residing in sn on-bosrd general purpose C/MOS 

coaputer to operate on attitude and rate outputs froa hardware to 

ainiaize attitude error. 

PADS hardware includes three strspdown single degree of 

freedoa gas-bearing gyros (and one skewed gyro for bsckup)  for snort 

tera atttltudc reference and one strspdown star sensor to provide 

the data necesssry to ooapensate for gyro drift. 

PADS is supported by ground tracking and teleaetry to estab- 

lish orbit psrsaeters and requires a co—inications uplink for epheaeris 

and inertial reference data.    Epheaeria and updated star catalog are 

uplinked daily to allow PAS to coapute the local geodetic vertical 

PAS outputs, to the spacecraft teleaetry systoa, significant systca 

health data for evaluation on the ground. 

II. PADS DESICM 

This section describes, in general, the PADS operation concept 
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used  to meet DMSP performance requirements.    The general  requirements 

imposed on PADS can be outlined in six steps as follows: 

(1) To utilize the outputs of a strapdovn,  rebalanced ortho- 

gonal set of gyros and one backup replacement, if required,  (skewed 

to the orthogonal set) as inputs  to an on-board digital computer 

attitude Integration algorithm. 

(2) lb determine, using this algorithm,  the satellite attitude 

Euler angles relating a payload fixed frame to a geold centered 

rotating reference frame. 

(3) To periodically obtain an independent measurement of 

satellite attitude with respect  Co inertial space from the time at 

which an identifiable star transited a detector slit in the GSA. 

(4) At the time of this measurement, to compute in the CPU a 

dot product which is a measure of attitude error at the known epoch. 

Numerous measurements of transits compared to known scars are required 

to completely determine the attitude error. 

(5) TO solve in the CPU Che software algorithms of a discrete 

recursive Kaiman estimator, to provide a weighting or gain vector that 

■ulciplies the dot product error measurement above. 

(6) To generate at accepted star transits, using the Kaiman 

weighting vector, corrections to Che instantaneous satellite Euler 

angle attitudes and also corrections to the IMU outputs for gyro rate 

bias errors. 

311 

- 



■^^ . ^ ^-Tpnimuiniini imnn   ™w*mmmmmm**m m ■ * i WWBPBWW -^ w»' P« '' '  ■"' ^ -«^^«^" 

The objective of this concept Is to conpute s precise estlnste 

of payload sttltude errors with respect to a coordinate frame computed 

fron epheaeris estiaates which have been provided aa an input to PADS. 

This precise attitude error estiaate is then provided to the Attitude 

Control Systea of the satellite. 

III.        PAS DESIGN 

The PADS software consists of the Primary Attitude Software (PAS) 

which operates within the CPU to process IMU and CSA data and determlnea 

the precise attitude of the Primary Sensor payload relative to a 

geodetic local vertical reference frame. 

PAS providea attitude updates for the primary sensor payload 

every 500 milliseconds in Che orbit mode.    To sccompllsh this, PAS 

utilises an executive system to provide logical control of the program, 

including gyro date processing to accomplish required 2 hertz functions, 

and scar transit processing to accomplish state corrections.    The 

primary functions performed by PAS include: 

(1) Input IHJ date (gyros and star sensor) sod sslect gyro 

configuration. 

(2) Derive rate, compensate for drift, and compute attitude 

direction cosines. 

(3) Compute ellipsoid earth model and transform direction 

cosines to geodetic frame. 

(4) Process star transit data for scar identification and 

state update. 
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(5) Mechanize Kaiman filter utilizing star sensor data  to 

perform state corrections. 

(6) Provide those operations necessary to control program 

flow, and process interrupts, and interface vith other software 

programs. 

IV. DC? DESIGN 

The PADS IMU senses satellite body rates, integrates the 

sensed rate over a fixed time interval and presents the resulting 

incremental attitudes to the spacecraft CPU via the Controls Inter- 

face Unit (CIU). 

Body rates are sensed by miniature rate-integrating, gas- 

bearing, single degree of freedom, Northrup Model GI - K7G gyros. 

Three gyros are configured vith their sensitive axes in a nominally 

orthogonal frame.    A fourth gyro (incorporated for reliability 

purposes)  is oriented with its sensitive axis skewed at equal angles 

to the sensitive axes of the other three gyros. 

Each gyro is operated continuously in a dedicated analog 

rebalance loop.    Requirements for rate sensing for ascent and orbital 

operations differ;   therefore,  loop parameters affecting range and 

frequency response are changed upon transfer between ascent and orbit 

modes in the IMU.    Loop rebalance current is sampled across precision 

resistors, providing an accurate d.c. voltage readout proportional 

to sensed body rate. 
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Each analog race signal Is Integrated with a precision 

electronic Integrator and used by a digitizer to produce a variable 

frequency pulse train, each pulse of which represents the sensing 

of a precise value of integrated rate;   thus,  the pulses represent 

attitude increments.    These attitude pulses are accumulated by the 

gyro channel for a 100 millisecond period and the net cow t is 

provided to the CPU. 

In addition to the net count data, status information concern- 

ing the gyros and associated electronics is provided to the CPU.    All 

output data available to the CPU is presented serially to be shifted 

out under control of the CPU. 

V. CSA DESIGN 

The Celestial Sensor Assembly (CSA)  is comprised of a celestial 

sensor (CS), a CS Sun Shield (CS-SS), and a light tight sleeve between 

the CS and CS-SS,    The function of  the CS is  to provide output pulses 

at a repeatable delay time, as stars transit knuvi  angular positions 

relative to the satellite.    The CS consists of sensor optics, detector, 

and processing electronics.    The CS-SS, which attenuates the off axis 

solar radiation to provide adequate star intensity, consists of a 

housing and two baffles.    TWo primary considerations in the design of 

the CS were: 

(1)    The CS output pulses must accurately define the time of 

the transit of each star relative to known axes of the telescope 

structure. 
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(2)    The set of stars (population of stars) capable of giving 

rise to CS output pulses must be well defined within specified limits. 

The "ideal" star sensor would have an output pulse delay time 

fixed (unchanging) for each star transit of a given CS slit.    Further- 

more, CS output pulses would be caused only by a known and prescribed 

star population.    CS output pulse delay time from transit to transit 

will vary from the predicted value because of both random effects and 

systematic effects.    The star population will appear to vary because 

of stochastic effects and effects of uncertainty in CS sensitivity. 

The CS is a completely solid state device which utilizes a 

silicon photodetector array, on a single wafer, as the sensing element. 

A high resolution solid catadioptric optical system images the star 

field onto the detector array.    The field of view of the star sensor 

is defined by a radial slit reticle (arranged in a spoke-like array) 

placed above the detector surface.    Vehicle pitch rotation causes a 

star image to transverse slits in a nominally transverse direction. 

The six photodetector outputs are amplified and then processed to 

yield output pulses at a fixed delay after star transit. 

Each of the six detectors has its own preamplifier-postamplifier 

signal processing circuit.    The six detector assemblies are divided 

into two sets of three, each set powered separately. 

The amplified detector outputs are applied to two threshold 

(level) circuits in the signal processing.    The threshold sensor outputs 

are used to activate integrators and logic circuitry so as to generate 
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the delayed star transit pulse.    Some of  this circuitry is located 

physically within the IMU.    A self-check feature is incorporated 

into the CSA.    A light-emitting diode (LED)   is located outside of 

the primary optical path but so as to simultaneously Illuminate all 

six photodetectors.    Thus, pulsing of the LED slnulates star transit 

and permits verification of sensor operation. 

VI. STAR SENSING AND PROCESSING 

PADS requires intermittent star position information for 

updating and correcting the system estimates of vehicle attitude and 

rate gyro biases.    PADS employs a vehicle-fixed star sensor (CS) in 

a mode that msrks the time of transit of a star as it crosses the 

sensor field of view.    As the image transits a slit, a current pulse 

is generated.    The time of occurrence of the pulse is the fundamental 

measurement used to determine attitude. 

The CS utilises a silicon photodetector array as the sensing 

element and thus its sensitivity to particular stars is different 

from that of other types of sensors.    Standard star catalogs such as 

the Smithsonian Astrophysical Observatory (SAO) Catalog give visual 

magnitudes.    Therefore, correction factors based on the spectral 

characteristics of each star and the response characteristics of the 

sensor material are used to convert from visual magnitude to the 

effective magnitude as seen by the silicon detector.    This correction 

ranges from K).l for class BO (very blue) stars to -2.1 for class M9 

(very red) stars. 
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In PADS,  the CS Is always operative and ready to accept star 

transits.    No prediction is made at the time of transit as to when the 

next transit should occur or which star should be transited next.    Thus, 

each transit poses a new star identification problem.    This process is 

summarized as follows: 

Based on vehicle attitude at the time of transit, a star search 

window is computed.    This window is bounded by star right ascension 

values + 7.25 deg about the vehicle pitch attitude (nominally the orbit 

angle).    Stars in the on-board catalog with right ascension values 

within this window are considered potential candidates for the transit- 

ing star.    No sorting is performed using star declination because the 

on-board catalog contains only those stars within an acceptable swath 

width. 

For each star within the window,  the dot product between the 

star line of sight vector and the slit normal vector, both based on 

estimated vehicle attitudes, is computed.    This provides an estimate 

of how far the star is from the slit plane.    If the system attitude 

errors are small, and if the transited star is included in the on- 

board catalog, or there is another cataloged star very close to the 

transited star,   the minimum dot product might not correspond to the 

true star,  and an attitude correction based on it could lead to an 

increase in system errors. 

Therefore, a dot product tolerance is computed for each star 

in the window.    This tolerance is the variance of the dot product. 
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which is a function of both the attitude uncertainties and measurement 

uncertainties. The dot products of all the stars in the window are 

compared with their tolerances (actually dot vs square root of toler- • 

ance)» and if only one star has a dot less than tolerance, it is assumed 

that it is the transiting star» and its dot product is used in computing 

the state corrections. If no star has a dot less than tolerance, 

it is assumed that the transit indication is due to an uncataloged 

star or other cause, and the transit information is disregarded. If 

two or more stars have dots less than their tolerances, it is assmed 

that they are too close together to permit a unique identification, so 

again the transit information is disregarded. 

Memory limitations in the on-board computer make it impossible 

to carry along a complete catalog of the stars that may be seen during 

the PADS mission. Consequently, on a nominally daily basis, positions 

(right ascensions, declinations) of those stars which nay be transited 

during the next 24 to 36 hours are sorted out from a master ground 

catalog which includes the entire celestial sphere and uplinked to the 

spacecraft. The number of such stars is limited to 80. Although the 

CS FOV is not greater than 10.3 deg, the on-board catalog must contain 

stars within an equivalent swath width of 13.8 deg for steady-state 

and 15.8 deg for acquisition to allow for attitude uncertainties, 

vehicle motions and orbit precession between updates. 

Because of this 80-star limitation, CS sensitivity can have 

a significant impact on PADS performance. Flight simulation studies 
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have shown that acceptable performance can be obtained with as few as 

14 detected stars in the FOV swath (which results in about 35 transits 

during an orbit).    With fewer stars,  the intervals between transits 

can become long enough to adversely affect acquisition time as well as 

system errors during steady-state operations. 

VII.        TYPICAL MISSIOH SUMMARY 

A typical DMSP flight mission requiring the use of the PADS 

system would be accomplished in the following phases.    Prior to launch, 

PADS is precisely calibrated to measure the relationship of the attitude 

reference sensors and the primary sensor with respect to each other.    As 

soon as practical after orbit injection, necessary information (such as 

PADS software, star catalog and accurate satellite ephemerls data) is 

uplinked to the computer memory.    After the insertion of this data,  the 

PADS attitude reference system begins operation in the acquisition mode, 

during which the system converges to steady-state.    Results to date 

indicate that within two orbits,  the attitude reference system is 

operating in the steady-state mode. 

VIII.       FUTURE IMPROVEMENTS 

Future improvements to the attitude reference system are being 

appraised.    Main areas of consideration are (a)  the Third Generation 

Gyros (TGG) to improve the attitude accuracy and reduce the number of 

star updates (i.e.   less star transits required to maintain a specified 

accuracy) and (b) a gyro package which would combine the attitude 
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sensing snd attitude control function (i.e.  the present systea uses 

the gyro reference asseably for attitude detemination and aoaentum 

wheels for stability and control).    This coabined precise gyro and 

control Boaent gyro is often referred to ss the Attitude Sensing snd 

Control Hoaent Gyro  (ASCMG).    The Third Generation Gyro designed by 

The Chsrles Stark Draper Laboratc.y, Inc. is the starting point for 

both of the above efforts (a) and (b).    Effort (a) aay reasin close 

to the present TGG design;  however, it is expected that  the ASCMG 

design aay depart considerably froa the TGG by the tiae an acceptable 

product is developed. 
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Title:   Precision Attitude Control for the DMSP Block 5D Satellite^ 

Author:   Ist Lt Peter Reischl 
SAMSO/YDE 
Los Angeles Air Force Station 

The Defense Meteorological Satellite Program (DMSP) requires 

a highly accurate attitude control system to allow precision pointing of 

satellite meteorological sensors from a 450 n. m. circular,  sun 

synchronous orbit.   The attitude control system of the Block 5D 

Meteorological Satellite provides precise attitude control for the 

satellite which itself incorporates   (1) a precision mounting platform 

for affixing sensors and other equipment requiring precise alignment, 

(2) an equipment support module enclosing the bulk of the electronics, 

(3) a reaction control equipment support structure which contains the 

spent third stage rocket motor and supports the ascent phase reaction 

control equipment, and   (4) a rotating solar array.    The overall weight 

of the satellite is about 1000 pounds. 

The attutide control system in conjunction with the attitude deter- 

mination system precisely earth orients the precision mounting 

platform.   Each payload axis is required to be maintained within 3.6 AIT 

(3 sigma) of a geodetic local vertical frame.   Maximum vehicular 

rates are required to be no more than 0.03  /second (3 sigma) per 

axis. 

The pointing accuracy is influenced by several error sources 

including satellite ephemeris, attitude determination, attitude control 

and structual alignment.   While the attitude determination system is 

based on Space Precision Attitude Reference System (SPARS) technology, 

the satellite attitude control system is of much more conventional design. 

(1) Control system is being developed by RCA under Air Force Contract 
F 04701-72-C.0221. 

(2) AU stands for Attitude Units and is used to keep this report unclas- 
sified. 
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Block 5D «atellite attitude control is provided by a highly reliable 

closed-loop subsystem utilizing satellite computers, momentum 

exchange, components such as a Momentum Wheels Assembly (MWA), 

and magnetic torquing coils.   The errors due to attitude control have 

been specified to be no more than 12 arc-seconds per axis. 

Attitude Control 
Figure 1 depicts a functional block diagram of the attitude control 

subsystems, together with its main interfaces.   Attitude errors based 

PMUITITTITIK CIITHl SIISTSTU 

Figure 1. 

on payload Euler angles are derived from gyro, celestial sensor, and 

ephemeris data computed with the Primary Attitude Software (PAS) of 

an on-board computer.   This 16 bit computer has a 16 K memory, 

a set of 52 microinstructions, and a cycle time of about 2. 5 micro- 

seconds.   It consumes 4.2 watts of power and weighs 7 pounds.- 

The computed attitude errors command via the Attitude Control 

Software (ACS) three orthogonal momentum wheels to provide control 

torques for satellite stabilisation and pointing.   In the event of a single 

wheel failure, a fourth skewed wheel is provided for back-up.    Each 

momentum wheel assembly weighs approximately 8 pounds and is 
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drivenby abrushless DC motor. Individual wheel maximum momentum stor- 

age capacity is about 50 in lb-sec. Each wheel torquing command consists of an 

8 bit word plus sign and has a resolution dither dead band of no more 

than 2.5 arc-seconds. 

A Control Interface Unit (CIU) converts the digital torquing 

commands to equivalent voltage levels for input to the momentum 

wheel motor drive circuitry.    Control updates are performed at 

fixed intervals of 0. 5 second.    The internally developed control 

torque of the commanded momentum wheel reacts with the space- 

craft structure to correct the satellite's attitude about an axis 

parallel to the wheel spin axis. 

Wheel speed and sense information are converted by the control 

interface unit into an 11-bit digital format for tramsission back to 

the attitude control software.   In this software, the digital data is 

reconverted to wheel speeds for generation of individual wheel 

desaturation commands through the Magnetic Momentum Unloading 

Software (MMUS). 

External disturbance torques and the rotating solar array cause 

an accumulation of angular momentum in the three operating reaction 

wheels.   The accumulated momentum is dissipated via momentum 

unloading.    Momentum unloading torques are developed at specified 

orbital regions through interaction of the earth's magnetic field with 

on-board magnetic dipoles.   There are two redundant air core 

aluminum wire coils aboard the spacecraft which deliver nominal 
2 dipole magnitudes of 62. 8 and 24.4 amp-turn-m   for roll/yaw and 

pitch, respectively. 

Control Laws 
For the derivation of the control laws, the 5D spacecraft was 

idealised to consist of a main rigid body with a large flexible 

appendage representing the solar array (Fig. 2). 
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Figure 2. 

The solar array was approximated by a frame structure with a 

discrete mass distribution.   The inertia property of the eight panels 

of the array were modeled by the eight mass particles located at the 

center of each panel.   The mass of the array drive motor is shown 

centered at Pi i*   The mass center of the entire system was assumed 

fixed relative to the central body B. 

A basic prerequisite for the rational design of an attitude control 

system is a knowledge of the disturbance torques in the spacecraft 

environment.   In the on-orbit phase, the 5D spacecraft is subjected 

to the following external disturbances: 

a. Gravity gradient 
b. Solar radiation pressure 
c. Earth's magnetic field 
d. Aerodynamic pressure 

The torques due to residual magnetic dipoles and aerodynamic 

forces at a 450 n. m. orbit were considered negligible in comparison 

to the gravity-gradient and solar radiation pressure torques. 
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Disturbance torques internal to the spacecraft include: 

a. Solar Array Drive (SAD) Cogging Torque 
b. Momentum Wheel Assembly (MWA) Commutation Ripple 
c. Three Tape Recorders (1 second on or off torque ramps) 
d. Oscillating Optical Sensor at 6 Hz about roll axis; 1 percent 

along yaw and pitch axis 
e. Other scanning sensors 

The servo design of the four control loops did take the disturbance 

torques into consideration, as well as disturbances due to magnetic 

unloading and gyroscopic cross coupling. 

The roll, pitch and yaw attitude loops were designed to have common 

segments for redundancy switching. All gyro loops and MWA's are 

therefore identical.    A digital rolloff filter having a 6 db bandpass 

at approximately 2.87 Hz   and sampled at 10 Hz is common to all 

three axes. 

To simplify the attitude control design task, all equations were 
fully linearized with respect to a null nominal state.'   The resulting 

set of linear differential equations with constant coefficients were 

utilized to construct transfer functions. 

The equations were changed from the time domain into the 

frequency domain via the Laplace transformation.    The equations were 

manipulated and compressed into a system of four equation s containing 

only the four attitude variables of primary interest, i. e., the body 

yaw, roll, pitch angles, and the relative angle between the array drive 

motor rotor and the housing. 

To investigate the interaction between the attitude control loops 

caused by the highly cro^s-coupled nature of the spacecraft inertial 

and structural characteristics, the dynamic transfer function for any 

of the four control loops was constructed with the other three attitude 

control loops closed and included in the formulation.   The control 

system characteristics' were adjusted via Bode and Nyquist analysis. 

The Nyquist diagrams provided conclusive information concerning the 

spacecraft attitude stability margin. 
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The highly asymmetrical flexible structure imposed bandwidth 

limitations for stability.   Modal frequencies and damping considerations 

constrained the achievable bandwidth. 

The 0. 5 second computer control updates assist in attenuating 
•the destabilizing effects of structural frequencies, and are adequate 

in achieving high enough loop bandwidth to counter disturbances such 

as those due to tape recorder turn on transients. 

Figure 3 shows the array open loop Nyquist plot with all other loops 
closed. 

ITIilST PUT. MUT IMP f ITI 
III ITKI IMPS CUSH 

Figure 3. 

The roll and ^aw loop coupling effects are small but the pitch loop 

exerts considerable influence due to its direct coupling to the Solar 

Array Drive (SAD) loop.   The phase margin for the Solar Array Drive 

(SAD) loop is 49 degrees and the lower gain margin is 17 db.    The 

usual specifications for an acceptable design are a minimim gain mar- 

gin of 6 db and a minimum phase margin of 30 degrees (Greensite, 
1970). 
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It was not possible to design the loop gain stable and simultaneously 

obtain sufficient attenuation of the SAD cogging torque which manifests 

itself at 96 times orbital frequency.    Since saturation in the array loop 

could cause instability, this difficulty was thoroughly studied and simulated 

and found to be no problem. 

The pitch loop design was dependent upon the array loop parameters. 

Furthermore, the pitch inertia is the smallest and hence more 

disturbance sensitive.   Consequently,  compensation was added to 

obtain a type-3 loop with zero-error response from a steady state 

to a parabolic external torque input,  which provided greater attenuation 

of the SAD motor cogging torque.    The pitch loop upper and lower gain 

margins are Hand 12db,respectively.   The phase margin is 49 degrees. 

The roll and yaw loop compensation are identical since both axes - 

have almost equal inertias.   The major design considerations were to 

obtain high bandwidth to counteract tape recorder and magnetic 

unloading disturbance torques and obta.in sufficient attenuation at 

higher frequencies to avoid structural modes.   A high gain at low 

frequency is needed to minimize attitude error due to slowly varying 

torques (magnetic unloading, gyroscopic coupling,  solar pressure). 

This resulted in a conditionally stable Type-2 roll and yaw loop. 

The upper and lower gain margins are 17 and 19 db, respectively. 

The phase margin is 60 degrees. 

Magnetic Torquing Compensation 

The accumulation of angular momentum within the spacecraft due 

to solar pressure, gravity gradient,  and cogging torques from the 

rotating solar array would eventually drive the momentum wheels 

into saturation were it not for the magnetic momentum unloading 

subsystem.   The roll/yaw torquing coil and pitch torquing coil 

provide, periodically, the necessary magnetic torques to unload 

angular momentum in all three operating momentum wheels.   However, 

magnetic torquing unloading has the same effect as an abrupt error 

torque applied externally.   This apparent error is reduced by modeling 
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the magnetic torque and programming the momentum wheel aasembly 

to produce an essentially torque-balancing effect on the body.   This is 

accompliched by proper adjustment of gains via software such that a 

constant output torque is superimposed on the regular control signal. 

The value of the compensation for a given spacecraft axis is a function 

of the earth's magnetic field and the dipole moment of the coil.    The 

small variability due to the earth's magnetic 'ield change over the 

torquing »one is expected to produce an acceptable small transient 

error. 

Simulation Studies 

To verify attitude control subsystem design and transient response 

performance, extensive digital computer simulation studies of the 

complete mission-mode spacecraft dynamic system were undertaken. 

In addition to the attitude determination algorithms, the computer 

program included provisions for simulating the system's transient 

response to internal and external disturbances, e.g., momentum 

unloading by magnetics.   Random noise characteristics of the gyros 

were simulated by the separate addition of pseudo-random numbers 

to the computed outputs.   In the simulation perfect attitude determination 

was assumed. 

It was demonstrated that the system's peak jitter produced by 

the oscillating optical sensor about the roll, pitch, and yaw axes are 

0.0375,  0.00431, and 0.002 degrees per second, respectively.   These 

jitter rates are larger than those due to any other disturbance sources 

by at least one order of magnitude. 

The effect of the solar array drive's cogging torque of 3 inch- 
ounces was shown to influence pitch axis performance only.   The 

resulting pitch axis RMS attitude error is 5.21 arc-seconds, corres- 

ponding to a peak value of 7.37 arc-seconds. 

Table 1 presents a detailed breakdown of the predicted Root Sum 

Square (RSS) peak errors due to yaw, roll, and pitch attitude control. 
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respectively.   As shown, the predicted total errors attributable to 
attitude control are close to the 3 sigma error budget of 12 arc-seconds 
per axis.   Analytical results are scheduled to be verified soon with 
the beginning of both three-axis and single-axis air-bearing table 
tests.   These tests will also verify the interaction of the Primary 
Attitude Determination System (PADS) with the attitude control system. 

■ 
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Tabl e  1.   Predicted Attitude Control System Error 

Worat-Caae 
Peak Error 
(Arc .Sec) Error Source 

1. Oscillating 1.30 yaw 
Optical 7. 36 roll 
Sensor              2.69 pitch 

2. Gyro Noise      0. 34 yaw 
1.39 roll 
2.29 pitch 

3. Tape Recor-   3. 75 yaw 
der Playback 6. 83 roll 

3.26 pitch 

4. SAD Cogging   0. 90 yaw 
Torque 1.40 roll 

7. 34 pitch 

5. 1.5% SAD 0.67 yaw 
Rate Change    1.37 roll 

3.29 pitch 

6. RWA Cogg- 
ing Torque 

Negligible 
Negligible 
Negligible 

Negligible 
1.70 roll 

pitch 

7.   Secular 
Environ- 
mental Dis- 
turbance 
Torque 

8. Wheel Speed    3. 50 yaw 
Reversal 2. 39 roll 

pitch 

9. Roll/yaw 
De satura- 
tion 

7. 09 yaw 
3.44 roll 
3.10 pitch 

10. Pitch (Roll)     6. 68 yaw 
Desaturation 

»♦Cannot occur simultaneously 

Frequency 
of 

Occurance 

Continuous 
ti 

ii 

Continuous 
II 

II 

Random 
n 
n 

Continuous 

Random 
it 

n 

Continuous 
ii 

Continuous 
Continuous 
Continuous 

2 per orbit 
2 per orbit 

Remarks 

Coupled from roll/yaw 

Coupled from pitch 
Coupled from pitch 

Coupled from pitch 
Coupled from pitch 

0.25 in-oz peak amp 
0.25 in-oz peak amp 

0.66+10"^-^ (max) 
2.77+10-3in.ib(max) 
Type III Servo 

-tt , 

2 per orbit(max). 
2 per orbit(max)  -t- 
2 per orbitdnax)^* Coupled from roll/yaw 

2 per orbit(max) 
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Summary: 

Error Sources   (1-9    ) yaw 
Error Sources   (1-8    ) roll 

(1-7+9) roll 

8.92 arc-sec (RSS) 

11.00 arc-sec (RSS) 
11.28 arc-sec (RSS) 

i I 

Error Sources   (1-9    ) pitch =   10.27 arc-sec (RSS) 
(1-8+10) pitch   =   11.86 arc-sec (RSS) 

References: 

Greensite, Arthur L., Elements oi Modern Control Theory, Spartan 
Books, New York,  1970. 
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Application of Estimation Theory 

to an 

AF Pointing and Tracking System 

Lt J.E. Negro 

INnmJCTION 

An application of modem estimation theory in an Air Force pointing 

and tracking system to provide control system augmentation signals is 

demonstrated to result in system performance that is significantly 

improved over that otherwise obtainable.   While indeed estimation 

theory has been used with great success in other Air Force programs, 

notably, satellite orbit determination, missile trajectory measurement, 

target identification, aircraft parameter and system identification, 

and inertial navigation - this application is unique in its real-time, 

high data-rate requirements, a lack of accurate state extrapolation 

models, and a multiplicity of widely differing alternative solutions. 

Also, it differs from other tracking estimation problems in that 

information from only a single range-angle sensor is assumed available 

rather than from several spatially dispersed range-angle sensors as 

cannon in other applications. 

Preceding page blank 
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The remainder of the paper is devoted to a general outline 

of the precision pointing and tracking problem, presentation of two 

tracking filter estimation algorithms and a discussion of their 

salient features. 

PRECISION POINTING SYSTB6 

In general our objective is to accurately orientate the inertially 

stabilized boresight of an airborne optical system such as required 

for precisely aiming an optical telescope or aligning the transmitter 

receiver pair of an optical coranuwication link.    Pointing requirements 

for these narrow field of view optical applications are more exacting 

than corresponding radio-frequency applications.    Furthermore, the 

mechanical optical steering mechanisms are more difficult to implement 

and susceptible to external disturbances than are phased-array RF 

steering techniques. 

Pointing error sources may be catalogued into two broad areas - 

stabilization errors and track loop errors.    Stabilization errors 

arise from the inability of the gyro-gimbal actuator loops to perfectly 

isolate the pointing line-of-sight (LOS) from disturbance phenomena. 

Disturbances include gyro noises and biases, gimbal kinematic torques, 

and for airborne pointing systems - base motion and aerodynamic 

windload torques.   Minimization of these pointing error sources is 
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attained by proper giihbal configuration design as described in 

References 1, 2, 3 and 4. 

Track loop errors are defined as those errors other thgn stabilization 

error.   Dominant track loop error sources are track error sensor 

noise and dynamic following errors characteristic of low bandwidth 

control loops.   These error sources are complementary in the sense 

that optimum track loop bandwidth (gain) is basically selected as a 

compromise between high loop gain dynamic following capability, on 

one hand, and minimum bandwidth error sensor noise transmission 

on the other hand.   The basic estimation algorithms subsequently 

considered essentially provide a track loop feedforward compensation 

signal which obviates the loop gain compromise. 

Consider the four gimbal pointing system depicted in Fig. 1 

with gimbal orientation Euler angles described in Fig. 2.   The four 

gimbals provide the degree of freedom necessary for inner gimbal 

base motion isolation and allow   a piggy-back inner-outer gimbal 

arrangement having high bandwidth track loops afforded by the linear 

actuation possible with the limited travel inner gimbal set while 

maintaining full angular pointing coverage with the outer follow-up 

gimbals.   A simplified single axis block diagram is given in Fig. 3. 

Fig. 4 represents a further simplified block diagram gimbal model that 
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provides a pointer model basis for the remainder of this paper. 

Observe the Type II servo loop, and hence note that a steady-state 

pointing error exists when following constant angular acceleration 

notion.   Also observe in Fig. 5 that receiver motions benign in inertial 

space present considerable dynamics as expressed in LOS pointer 

coordinates.   LOS angle and angle derivatives are plotted for constant 

inertial velocity receiver motion. 

The induced dynamic following errors are approximated by 

e(t) *\[\{t) -^0R(t) + ...  ] (1) 
a 

The linear constant velocity receiver motion has a corresponding 

second derivative maximum value 

IöRIMAX-^WV2 (2) 

V ■ receiver velocity 

R ■ crossing range 

Therefore 

«MAX^^WV2 (3) 
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which may be unacceptably large in some applications.   We, therefore, 

ask what controi system modification might be inplemented to achieve 

the desired accuracy. 

COOTROL LAW SELECTION 

A suitable control law or alternate loop compensation giving 

desired pointing accuracy is sought.    First of all, the stabilization 

loop must remain unaltered so as to retain its disturbance rejection 

properties.   Secondly, we intuitively note that the desired conmand 

for the ideal (i.e. infinite bandwidth) stabilization loop is simply 

the LOS target angular rate.    That is, zero pointing error is maintained 

if the pointer is slewed at precisely the target angular rate.    This 

same control law is also derived as the solution to the problem of 

finding a control which when sunned with the compensated track error 

signal will give zero steady-state pointing error for constant 

angularly accelerating input motions.   This control law provides 

acceptable pointing error; unfortunately it cannot be implemented 

by classical techniques since no measurement of QR(t) is available. 

Estimation theory techniques, however, can be applied to available 

measurements to provide an estimate of eR.   A zero estimated error 

control law has also been proposed [5].    It too, requires the estimation 

of unknown quantities. 
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ESTIMATION OF ^ 

A proliferation of tracking filters have been proposed for the 

tracking problem and include o-ß, a-p-o, Kaiman, Kaiman with polynomial 

dynamics, extended Kaiman and iterated extended Kaiman filters.   An 

excellent description and comparative analysis of these filters is 

developed by Wishner (6) and more briefly by Baugh (73.    Treatments 

of tracking filter estimation techniques directly applicable to the 

precision pointing and tracking problem are given in References 5 and 

8-11.    In the following, the 0R estimation problem is posed mathematically 

for the single axis, two dimensional case.   Two solutions are presented 

and discussed. 

Consider the gimbal-receiver geometry of Fig. 6.    Estimates of 

(L are to be optimally derived from noisy measurements of r, GR and the 

pointing system state variables.   Two solution techniques are presented. 

One is a linear Kaiman filter estimate of cartesian coordinate model 

of receiver dynamic motion states from which the control is derived. 

The second is a non-linear extended Kaiman filter estimate of the 

cylindrical coordinate model of receiver dynamic motion states from 

which the control is directly obtained. 
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CARTESIAN COORDINATE ESTIMATION 

With reference to Fig. 6, we describe the relative motion dynamics 

between the receiver-target and the gimbal platform as 

x = a. 

y = a 
(4) 

where a , and a represent the linear relative motion accelerations 
x    y 

along each axis. Knowledge of a and a together with appropriate 
*       y 

initial conditions completely detemine x(t) and y(t).    In practice 

a   and a   are unknown functions of x, y and t.   For lack of any x y 
other knowledge, we assume these variables to be represented as 

random walk processes, and define a state variable model 

x= [x   x   ax   y   y   a r (5) 

Thus 

Ko!]^s a (6) 
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vriiere 

0 10 

0 0 1 

0   0    0 

G = 

0 
m 

0 

0 0 

1 0 

0 0 

0 0 

0 1 

and where u represents the white noise random walk forcing function. 

Standard Kaiman filter equations for the cartesian co-ordinate 

model are straightforward provided that we can obtain linear measurements 

of the'states.   Such measurements are not directly available but 

can be approximated by suitable manipulations of the measurements, 

as proposed by Fitts [10].    In particular, for 0 0R we have 

x   = r cos 0 m p 

y   = r sin 0 
(7) 

where      r - /x   + y 

and where the caret (*) denotes estimated quantities and the subscript 
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'm* denotes measured (or pseudo measurement) quantities.   Similarly 

^       ■      ^ n  
P P 

x   = r cos 0   - r Q„ sin 0, 

y   = r sin 0   + r 0, cos 0^ (8) 'm P P P 
» -A     • A     •,   .A r = (x x + y y)/r 

and where w = 0 is an available pointing system signal. Therefore, c  p 

for each axis we have generated a set of pseudomeasurements x and 

k   derived from pointer variables 6 and 0 and estimated quantities 

A ^ r and r.    Note that the state propagation equations and the observed 

measurements (with respect to the pseudo-measurements) are uncoupled 

between axes.   Thus the Kaiman equations also decouple into two 

identical equation sets.  Note that an actual range measurement 

rm should be used, when available,   in the pseudomeasurements. 

The discretized standard Kaiman equation sets for each axis are 

r     '       iT x - [x x ax] 

xk(+) = Bk(-) * Kkuk - y ik(.)) 

Pk(+) = (I - Kk H) Pk(-) 
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T        T 
for which R - E[w 1,0" Efuu 1 and P^ are the measurement noise 

covariance, plant noise covariance and initial plant state estimate 

covariance. R denotes the estimation error covariance and K. 

denotes the Kaiman gain matrix at the k process iteration. 

Also 

H 

1 AT   AT/2 

0 1     AT 

0 0      1 

1 ü   0 

0 1    0 

Pseudo-measurements are computed with equations 7 and 8. The desired 

pointer control eR is computed from estimated quantities by sol ing 

the following equation for eR. 

y - 3^ (r sin 0R) « r sin ©j^ + r cos 0R ^ 

or 

Gj^ » (y - f sin Gj^) [r cos ^l"1 
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DISCUSSION 

The cartesian coordinate method for obtaining 0R estimates for 

use in pointing system control augmentation has been found to yield 

a 40 db pointing error reduction as shown in Fig. 7 for modelled 

receiver dynamics.   Other advantages of this mechanization are that 

the gains can be precomputed and the same gains stored and used for 

each axis.    Also, the linear state extrapolation equations are readily 

and accurately machine computed.   Major objections to this estimation 

technique are the measurement basis and incorrect noise covariances 

induced by the pseudo-measurement technique.   Another consequence 

of the pseudo-measuranent technique is that at initialization, the 

Kaiman gains are 'large' and that the filter must rely upon the pointing 

precision of the normal track loop to provide good measurements while 

later when the gains have reached their smaller steady-state values 

the pseudomeasurement are more likely to be in error. 

: 
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POLAR CXX)RDINATE ESTIMATION 

The cartesian coordinate model previously used is equivalent!/ 

expressed in polar coordinates by the dynamic equations. 

f * r 0   + ar 

r     r 

(11) 

in which r and 0 represent the independent polar coordinate variables 

while a and a represent the receiver relative acceleration along 

the r and e axes respectively. As before, we use a randan walk model 

for these quantities. The polar coorainate choice of variables 

allows direct estimation of the desired quantity 0R with available 

linear measurements a* the cost of having to perform a non-linear 

estimation. 

Measurements of range r are available as before and measurements 
m 

of line of sight angle to the receiver are formulated from 

V V£ tl2) 

in which e represents the pointing error measured by the tracking error 
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sensor. 

Hie state vector x is defined as 

x = [r f a 0 0 aJ *'  L   r    0J 

Hie model dynamics are 

x = f (x) + G w 

xlx4    +XJ 

■2x2x4 + x6 

[ 

0 0 

0 0 

1 0 

0 0 

0 0 

0 1 

GJ, 

0), 

(13) 

(14) 
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The discrete extended Kaiman equations are 

W-) ' II + F(?k(+)) AT] Sk(+) 

^k " ö .xk + Yk 

xk(+) - Jk(-) + Kk(zk - H $k(.)) (IS) 

Pk(-)  = [I + F^k(+)) AT]  Pk(+)[I + F(^C+)) AT]T + Q 

&(*> " CI ■ Kk H) Pk(-) 

~* 9' Jo' Jk and Ifk re,nain as previously defined. 

Also 

10   0   0   0   0 

0   0   0   10    0 
H 

(16) 
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The desired control is simply the estimated state x«. 

DISCUSSION 

Our two models are identical with the exception that the random 

walk acceleration models differ in that the direction of the polar 

coordinates accelerations vary as a function of position. Thus, 

assuming each estimation technique equally accurate, we have in 

effect obtained the advantage of direct use of available measurements 

and direct estimation of eR at the cost of the     additional 

computational complexity of the extended Kaiman filter. This filter 

also yields a 40 db pointing error reduction when following well-modelled 

receiver dynamics as shown by the pointing error history for the 

crossing target motion is presented in Fig. 7. 

EXIENTIONS AND OCKJENTS 

The straightforward adaptation of these techniques to the 

3-dimensional 2-axis case are presented in References 9 and 10. 

Spherical coordinates replace polar coordinate models. An inertial 

frame reference generated either by an inertial platform or a strapdown 

equation update of the pointer LOS is required to relate the pointing 

system boresight coordinates to the non-rotating inertial receiver 

dynamic model frame. 
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Other practical considerations include: 1) filter tuning 

(by adjustment of noise characterizing parameters) to maximize the 

performance tradeoff between receiver dynamic model uncertainty 

on one hand and sensor noise on the other, 2) inclusion of the 

tracking filter within the track loop to reduce pointing error 

sensor noise transmission through the loop and 3) adaptive filter 

tuning to reduce the tracking filter sensitivity to unmodelled target 

dynamics. These areas remain the subject of continuing research. 
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Fig. 1.   A Four Gimbal Pointing System 
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Fig. 2a.   Gimbal Coordinate Transforms 
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Fig. 2b.   P.Q Diagram Representation of Gimbal Coordinate Transforms 
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Fig. 4. A Simplified Single Axis Gimbal Model 
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Fig 5. LOS Angle and Angle Derivatives for a Flyby Scenario 
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Fig. 6.   Single Axis Pointing Geometry 
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Fig 7. A Comparison of Pointing Errors with and without 
Control Augmentation 
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Applications of Modern Control Theory to the Integration of Radar/Inertial 

Navigation Systems for All Weather Navigation and Weapon Delivery 

Richard M. Reeves 
Air Force Avionics Laboratory 

Recent advances in airborne radars have led to avionics system requirements 
which include several functions.    Advnaced multimode radar systems may com- 
bine all or several of the following modes into a single radar:     (l)    velocity 
and position update of an inertia! navigation system,  (2)    synthetic aperture 
radar mapping,   (3)    air-to-ground target acquisition and tracking,  (U)    air- 
to-air search, acquisition and tracking,   (5)    air-to-ground moving target de- 
tection and tracking, (6)    terrain following/terrain avoidance, and (7)    com- 
mand guided weapon delivery. 

At the present time the Air Force Avionics Laboratory is involved in several 
exploratory and advanced development programs, the objectives of which are 
to develop advanced multimode radar systems for both strategic and tactical 
navigation and weapon delivery.    The Air-to-Ground Analysis Group of the 
Navigation and Weapon Delivery Division is conducting a series of in-house 
analysis efforts, the objectives of which are to develop cost effective 
techniques for integrating multimode radars with aircraft inertial navigation 
systems. 

Two areas of particular interest are radar motion compensation using the 
inertial navigation system, and position and velocity update of the INS 
using the radar.    Due to the complementary nature of the two sensors their 
outputs can be combined to provide an integrated multisensor system with 
both the long term and short term stabilities required for precision naviga- 
tion and weapon delivery.    In particular precision velocity and position up- 
dates are best obtained using synthetic aperture radar techniques which in 
turn depend upon high quality INS motion compensation signals.    The radar/ 
inertial system thus becomes closed loop in nature.    Due to the dynamic real 
time environment within which the system must operate their Integration is 
best accomplished using Kaiman filtering techniques. 

This" paper will present results from several in-house studies related to 
the radar/lnertial integration problem.    Due to the classified nature of 
the material to be presented the contents of this paper will not be included 
in the conference proceedings.    Additional  information on these subjects 
can be obtained from the author or from the unclassified references listed 
at the end of this paper. 

Preceding page blank 
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ABSTRACT 

IMPROVED GUIDANCE LAW EVALUATION 

James E. Gibson 
AF Armament Laboratory 

Eglin AFB, Florida 

Abstract:    Both the Navy and the Air Force have identified operational 
deficiencies in US air-to-air missiles as a result of SEA combat 
experience.    Efforts to correct these deficiencies have laigely been 
concentrated on improvements to seeker characteristics and have led to 
complex, expensive and sometimes questionable solutions.   This paper 
describes an on-going program at the Air Force armament Laboratory to 
explore simple, low-cost guidance alternatives through modifications 
to the basic proportional navigation guidance law.    The effort is for 
a utility analysis of short-range air-to-air missile trajectory shaping 
which results in inproved intercept geometry and increased terminal 
lethality for infrared homing systems.    TVo options are being examined: 
uiprovements which require only modifications to the missile itself and 
improvements which require modifications to both missile and launch 
aircraft.   These two options will be conpared and recommendations made 
as to which option to pursue. 
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rwüVED oum/incE MW EVALUATION 

This paper describes an oo-golnp; Air Force Armanent Laboratory stuly 
to deteradne techniques of trajectory shaping for slTort-ranße InfV^^ed 
alr-to-alr ndsalles vfiAdh result In Inproved intercept gsamtry and 
Increased terminal lethality. 

Classical proportional navigation results in relatively hioji track 
crossing angles (TGA's) between the ndsslle and the target at intercept. 
Against afterburning targets, infrared missiles tend to track hot spots 
In the afterburner plune wiiich are substantially displaced from the 
target tailpipe.    A guidance law which nininlaes tennlnal TCA wotild 
eUrlnate this deficiency since the hot spots in the plume are nearly 
oollnear with the tailpipe for small TCA's.   The optlnun time delay 
for a fixed tine delay füze Is a function of TCA.   Since TCA is not a 
controllable variable with proportional navigation, the present fixed 
tine delay In Infrared ndsslles represents a suboptlral oonpronise over 
a broad range of TCA's.   Again, a guidance law which ndnlndzes terminal 
TCA should result in a more nearly optinal fixed tine delay, with an 
attendant Increase in missile lethality. 

Candidate alrfranes for mechanization of new guidance laws developed 
under this effort are the Ar^I>-8, AIM-9E and AIM-V; however, 
consideration Is belnn given to improvenents which can be imlenented 
In new missile desifris Which are free of existinr hardware constraints. 

This analysis is being conducted considerlna; realistic cornhat err/vjeraents 
and missile performance characteristics.   Special attention is l)einr 
given to the stochastic aspects oftthe ensanement and to such features 
as system tine delays, sensor saturation, seeker lirtLta and missile 
aerodynanlcs.    Additionally, the candidate mieslles, as well as the ^-'i 
fire contiDl system and related mlnslle latanchirc equipment, are beirv 
studied to detemlne the suitability of mec^«nlzin',' Irnproved noidance 
laws in these alrframes. 

The effect of proposed guidance law iqr»le.7»ntation3 on the stability of 
U» three candidate alrfranes Is being examined as well as the effect 
of various noise sources on missile perfoniance. 

i 

This study will Identify the best pjiidance law/alrfrane cort)lnatlon 
for each of two options:    inprovements which only req'ilre modifications 
to the missile itself, and Irproveients which require modiflcatlmn to 
both ti\s missile and to the launch aircraft.   These two options will 
then be ccrpared with the baseline to detemlne which option represents 
the rreatest irturver.Tent over the baseline. 
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MINIMAL ERROR TRAJECTORIES IN REAL TIME 

EUGENE J. POLLOCK 

Test and Evaluation Systems Program Office 
Air Force Special Weapons Center 

Kirtland Air Force Base, New Mexico 

11 July 1974 
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1.0   INTRODUCTION: 

A number of laser and very long focal length optical projects were 

assigned to the Range Measurements Laboratory (RML) in 1965.   These 

projects were assigned to the RML in part because of the advertised 

high accuracy instrumentation on the AFETR.   Although the AFETR did 

possess very precise instrumentation, this did not translate to accuracy 

except in a post flight sense.    The ARPA projects all required accurate 

data in real time, and in addition, required accuracies beyond the 

resolution of the instrumentation then available.    After a considerable 

time spent in trying, it became apparent that conventional tracking 

technology was the limiting factor and not the equipment. 

Even if one had excellent trajectory data, one first had to learn 

how to use this information to accurately point remote long focal length 

telescopes.    It was the development of the pointing technology which 

suggested the application to the closed loop system described in this 

paper. 

There are errors which were not of primary concern if one used 

very wide apature systems, but the ARPA projects required operation 

with beam widths of a few arc seconds and errors of this magnitude 

could easily cause failure.   One of these, dynamic lag posed a real 

dilemma.   One suggested approach was to use a very high data rate to 

limit the lag error, but this solution was not acceptable because it 

also limited the range of operations to less than the minimum range to 

the target.    A second alternate, the one successfully used, was to 

use a prediction process, but first one had to reduce the tracking noise. 
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The happy solution was to drive from a state vector wherein noise is 

introduced only by the step size in a digital  integration process. 

Probably the most significant consideration in this process is 

the ability to evaluate each step in the process by direct observation 

of the effect or result. 

With this introduction already too long, I should like to summarize 

by saying we learned how to accurately track only after we found out 

how to correctly point our Instrumentation.   Once we learned to point 

the instruments, including radars, the project was 100% successful. 

2.0   SYSTEM DESCRIPTION: 

This system, known as ON-AXIS has several versions, the one 

described here is an instrumentation radar in an aircraft tracking 

configuration. 

2.1   Process 

The system is composed of two on-line processes, one the 

pointing loop whose bandwidth is wide (approximately 50 Hz) in order 

to pass the dynamics of a close overhead pass.    The pointing loop is 

predictively driven by a digital computer from a state vector corrected 

for mount and environmental anomolies.    The second process is a variable, 

but narrower bandwidth loop known as the vector adjust process.    It 

contains a fading memory filter operating on the apparent error as part 

of the state vector adjustment to the true trajectory.   These two processes, 

separated by a dashed line, are shown in block diagram form in Figure 

1.   Each box in the ON-AXIS block diagram is numbered.    These numbers 

will be referred to in the text to indicate the area of discussion.   The 

pointing process is updated 100 times/second, while the vector update 

process occurs 10 times per second. 
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2.2 Coordinate Systems 

Although not necessary for an understanding of the ON-AXIS 

process, some mention of the coordinate systems being used Is In order. 

The prediction process (2) is calculated using a geocentric coordinate 

system.    The data collection process is accomplished in a local Cartesian 

system known as the boresight coordinate system.   These data are transformed 

to the geocentric system to adjust the state vector, and then further trans- 

formed to a local reference for other computational and display purposes. 

2.3 Encoders 

This process does not necessarily require new equipment; rather 

it suggests a different method of operating instrumentation.   The system 

does need a set of one speed angle encoders and a range machine whose resolution 

is at least equal to the accuracy desired, along with an accurate clock. 

2.4 Time Base 

The independent variable of the ON-AXIS technique is time. The 

system uses an internal clock to generate high frequency time good to one 

microsecond.   Although time accuracy is excellent, special care Is taken 

to time tag the state vector carefully.   This is accomplished by entering 

the mount variables into computer memory at the same Instant that the clock 

output is inserted into core. 

2.5 Direct Observation 

An impurtant consideration In the ON-AXIS process is the capability 

for direct observation of the effect of any change to the system, rather 

than the evaluation of the composite data produced.   A necessary part 

of the system is a set of equations, called mount corrections,    (5) describing 

a dynamic "error model" used to provide apriori corrections to the drive 
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data.    In this process, the term "error model" might be replaced by the 

term "coordinate transformation."   All of the dynamic transformation coefficients 

are determined by direct and recurrsive observations using a long focal 

length boresi{iht telescope mounted on the radar antenna, and coupled to a 

closed circuit television system and recorder.    Transformation coefficients 

to provide direct optical observations of the stars are evaluated by pointing 

at stars independently selected for each transformation term.    For those 

terms unresolved by direct optical observation of the star field, a comparison 

is made of the computed location to the actual location of the target in 

the boresight optics. 

2.6   Digital Techniques 

The discussion determining whether to build an optimal or sub- 

optimal system is generally an economic or technological one, and frequently 

requires a special purpose digital computer.   Fortunately, the ability 

to build special purpose digital machines has been reduced to a relatively 

low cost enabling one on this project to do. In hardware, things realizable 

only by software a few years ago. 

3.0   Acquisition (Box 1) 

The determination of the initial state vector is called acquisition 

and is accomplished in two general ways.    In one case, a state vector is 

given, and while not exactly correct, it is sufficient to start the update 

process.   A specific example of this first case is the seven component 

vector describing the trajectory in the ORBITAL problem.    One then causes 

the instrument to search locally about the given state vector, ind starts 

the refinement process when acquisition occurs>   Another example of this 

first case results when a series of time varying state vectors are furnished 

as driving data from some remote sensor. 
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In the second acquisition case only the state variables of position 

are given.   One must again search locally for the target, and once the 

target Is acquired, sufficient data must be collected, filtered In an 

expanding memory sense until a state vecfor of sufficient accuracy Is 

obtained to start the prediction process. 

4.0   THE POINTING LOOP: 

The error sensing detector (17), Is not directly part of the pointing 
■ 

process.   In this discussion. It Is a microwave monopulse system, driven 

(pointed) along the trajectory generated from the state vector. 

4.1    Predict Target Vector 

A driving bandwidth of approximately 50 Hz assures a very smooth 

motion of the antenna with respect to the target.   The 50 Hz drive (2) 

Is sustained by integrating the state vector forward In time 100X/sec to 

a new series of positions.    The predicted state variables shown in Figure 

2 are components of position obtained by successive Integration of the 

second derivative.   Time updated position and velocity assumes that the 

second derivative (acceleration) is constant for a 100 ms interval At. 
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4.2 Encoders (14) 

A radar system uses four encoders to describe the mount position. 

One encoder Is coupled directly to the azimuth turntable, another Is Installed 

on the elevation axis, and a digital counter describes the range gate 

location.    As an example, a 20 bit encoder divides azimuth positions Into 

one part In 106.   These encoders are strobed 100X/sec to the computer along 

with time.    Time is encoded using an on-slte clock. 

4.3 Systematic Error Mount Corrections (5) 

Corrections are added to the encoder readings, reducing known 

systematic errors, thereby assuring that the sensor is pointed to the aopropriate 

space coordinates at all times.    Each additive term for the system Is calculated 

on line.    The effect of any added correction is observable, and will be 

recursively corrected in the calibration process. 

4.3.1    Calibration 

With accurate calibration, ON-AXIS will point and update 

the vector very accurately.    It wiTl, however, not produce high quality' 

metric data if the system is not calibrated.    The calibration process is 

one of observing how well the system points to the target of Interest. 

The primary targets from a calibration viewpoint are the stars.    The system 

Is assumed calibrated, if and only If, it can point to approximately 20 

to 40 stars randomly selected from the hemisphere of observation. 

Using the same integration process as described in 4.1, a state vector 

is employed to describe a star's motion.    We point to the selected 

celestial objects from a catalog of approximately 600 stars, and observe 
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through a long focal length telescope television system how well we 

are calibrated.   Each term In the transformation model Is Independently 

and recursively evaluated, by noting whether the system diverges or 

converges to th6 correct position as we adjust the coefficients of the 

model. 

4.3.1.1 Encoder Bias 

When sampled, the angle encoders indicate the 

orientation of the mount axis with respect to zero references of the 

encoders. In general zero Is not coincident with the local zero 

references of north and up. The model for this transformation Is a simple 

algebraic process representing the difference between the observed (o) 

and the reference. 

n  o  n 

AEU = Eo - Eu 

4.3.1.2 NonorthogonalIty Is the mechanical misalignment of 

the elevation axis with respect to the azimuth axis, and ^     is the 
n o 

new orthogonality coefficient. 

^no = -< no tan Eu 

4.3.1.3 Droop.    Droop Is caused by the bending of the mount 

under gravitational loading and..^ Is the droop correction coefficient • 

AEd =. -. d cos Eu 

4.3.1.4 Skew.    Skew Is the misalignment of the sensor with 

respect to the elevation axis, and. ». s Is the skew correction coefficient. 

^s =   ^ s/cos Eu 
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4.3.1.5 MisTevel  is the noncolncidence of the azimuth plane 

of the mount to the local reference plane.    The parameter        is the 

mislevel amplitude and <j)m is the phase angle of the amplitude with 

reference to the local zero reference.   The correction A/^ to each 

sample of drive data is calculated as shown. 

AAn = sin (Ae - 4>m)^m tan Ee 

AEm » cos (Ae - (j»,,,)^ m 

4.3.1.6 Environmental. In addition to the stellar evaluated 

terms, there are environmental influences which must be modeled. These 

are refraction and transit time. 

4.3.1.6.1 Refraction.   Refraction corrections are applied 

to elevation   and range variables only, azimuth being unaffected.   The 

corrections are calculated by using the widely known ray-trace integral 

technique.    The effects uf refraction are calculated in both the microwave 

and optical region.   This process is pointing the radar system, and the 

telescope is ...ounted on the elevation axis of the radar.    In order to 

observe optically how well the radar is pointing, one must correct the 

optical observation as well as the microwave. 

4.3.1.6.2 Transit Time.    In pointing one designates to a virtual 

target, i.e., that point in space where the target is expected to be. 

Microwave receivers are sensing reflected energy.   By the time the energy 

reaches the receiver, the target will have traveled some distance.    The 

time required between the time the energy hits the target and its receipt 

by the receivers Is related to the range of the target and the velocity 

of propagation of the energy. 

At « (Re + ARr)/C 
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The correction«; must be applied to position terms of the state variable 

and are determined from third order differential equations. 

AAt = Au At + 1/2 Ay (At)2 

AEt = Eu At + 1/2 Eu (At)
2 

f\t - At + 1/2 Ru (At)
2 

4.3.1.7 Dynamic Lag Correction (3). Servo systems will lag 

an Input driving function by an amount dependent on the response of the 

system and the input driving function. By expanding the system error 

equation in a power series, the error may be expressed in terms of the 

input function, its derivatives and the servo error coefficients. For 

a positioning system, the error appears as a position error, and is 

called dynamic lag. This error is highly predictable allowing an 

appropriate addition to the input driving function so that dynamic lag 

does not degrade the positioning accuracy. 

The servo system used in the ON-AXIS formulation is a hybrid; a 

type II analog servo is implemented in hardware, additional integrations 

are performed in the software digital drive data. A hardware type II servo 

in effect has velocity merr «y. The steady state error is described by. 

an equation. 
Ka = accel. 

error 

The Ka value of the system is determined by a calibration process using 

a synthetic drive matching the most difficult target trajectory one can 

describe. This trajectory, a near overhead pass, will be used to drive 

the mount at 100X/sec, with a constantly changing acceleration. 
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The ON-AXIS system is driven by a state vector, which contains 

the current estimate of target acceleration. With both the Ka anH 

acceleration known, one may calculate that correction which must be added 

to prevent dynamic lag. 

4.4 Mount Position (4) 

The corrected encoder data now gives the position of the mount 

and range machine in space coordinates. Mount position data (4) are 

now compared with the predicted position; the difference (6) between 

them generate the drive data, that is converted to analog signals for 

the mount servos (15). At this time, the mount is being driven along 

the state vector trajectory calibrated both statically and dynamically. 

If the state vector is correct, then the target will be in the center of 

the field of view of the sensor, i.e., ON-AXIS. 

4.4.1 There is a significant point to be emphasized here. We 

are pointing the antenna with very small errors, i.e., the least bit of 

our encoders, to absolute positions in space primarily because of the 

independent calibration of each term in the transformation model. 

4.4.2 The corrected encoder data and the state vector drive 

data are compared and displayed on the television monitor as designate 

differences. A non-zero difference indicates that the mount is not 

precisely following the drive data. 

5.0 TRACKING ERROR PROCESSING: 

Even though one can point correctly, the state vector used to drive 

the mount may not accurately describe the target dynamics. The tracking 
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errors are processed to correct the state vector.    This is accomplished 

by adjusting the drive data to keep the tracking error random at the boresight, 

making the target remain on the average in the center of the beam, i.e., 

ON-AXIS. Since the pointing process is very smooth, every attempt at adjustment 

of the state vector Tiust be carefully and slowly done or we will    introduce 

discontinuities,    in all cases, the final smoothness is slightly disturbed 

to make the system accurate. 

5.1    Vector Adjust 

The antenna is now moving very smoothly along with the target, 

allowing long time integration of the tracking error to achieve accuracies 

not previously possible.   The sensor is in this case a monopulse system 

operating at 160 pulses per second.    The outputs of this system are radar 

returns forming an orthogonal set.   One is up/down about the boresight, 

the second left/right about the boresight while the third is in/out about 

the target. 

5.2   Noise 

Although most of the tracking noise has disappeared because of 

the smooth pointing, these data (16) are still noisy   because of atmospheric 

and target influences, and are averaged over 16 returns, giving 10 relatively 

noise free observations per second (7).    To these observations are added 

the mount corrected encoder data (4), to form the measured target position 

(8).   When the measured target position is compared to the predicted target 

position (2), one obtains a series of pointing errors (9) related to the 

radar, not just to the boresight. 
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5.3 Randomness 

Literally, the ON-AXIS vector adjust process Is based on 

the assumption that If the boreslght tracking errors (16) can be kept 

random, then all of the useful Information has been extracted.   A trend 

check (12) Is made of successive smoothed samples (7) of the tracking 

errors, by multiplying together the successive samples.   If the 

resultant product Is positive, then the boreslght data (16) are said 

to be trended, otherwise the boreslght data are assumed to be random. 

When the data are random, then the adjustment to the state vector Is 

minimized, while If the data are trended, then the correction are more 

pronounced. 

5.4 State Vector Corrections 

The pointing errors (9) are three state variable position 

errors, and since mte point using a state vector, one must obtain 

corrections for the nine state variables. This process operates as 

a separate loop using a fading memory polynomial filter (11), see 

Figure 3, that provide corrections to components of position, velocity, 

and acceleration. 
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5.4.1   Bandwidth Adjustment 

The value of the operator B determines the magnitude of the 

position, velocity, and acceleration correction.   Operator B, or as it 

Is generally called, B number, is always related to the randomness of the 

smoothed tracking errors as determined by the trend check (12).   The B 

number may vary between .998 indicating the vector adjust bandwidth is 

near zero, and .850 corresponding to a bandwidth of approximately two 

Hz.   See Figure 4, Operator B Determination (13). 

As a result of randomness check, if random, the B number Is 

increased 10X/sec by a number which varies with the B value, and target 

dynamics.    If the data are trended, then the B number is decreased 

10X/sec by .001. 

A variable up/down rate is produced to meet the target maneuvering 

capability.   To get a high B#, the state vector must be very good and, 

therefore, a high B# yields very small corrections.    If the target aircraft 

maneuvers, then the update bandwidth must be rapidly Increased and the 

B# goes down.   As soon as the maneuver is over, with the B# down, it must 

be easy to go up, and rapidly goes to 950. 

5.5   Dynamic Scaling 

An editing procedure is employed which scales down rather than 

rejects invalid data points.   The pointing errors (9) are components of 

position.   The value of these errors are scaled in relation to the target 

velocity. One version, the Dynamic Ellipse Shaped Scaling (DESS), see Figure 

5, uses the eccentricity of an ellipse as a function of the target velocity, 

and the vector direction difference between the measured target position 

(8) and the predicted target position to calculate the error scaling 
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coefficient.   The ellipse is used as the weighting model, becoming a 

circle at very low velocities and extending to a very long ellipse at 

high velocity.    If the vector direction difference is small, i.e., along 

the predicted path, the full errors are used, but if large angular differences 

are noted, then the value is reduced by direct scaling, using the value 

determined by its location on the ellipse. 

The value of DESSk is also used in the B# determination (10) Is part 

of the AB computation when the data (12) are random. 

5.6   Update Target Vector (1) 

The state vector is updated by applying the recursive relations 

shown in Figure 6. 

The result of this computation Is a new set of numbers for the 

state vector used to point the sensor.   Although this radar description 

shows the total process in the same instrument, it is not uncommon for 

the radar to output a state vector 10X/sec.   These data are then used 

to point remote instrumentation such as telemetry, theodolites, etc.   The 

remote instrument will then consist of the pointing loop only. 

6.0   SUMMARY: 

What has been described here is an alternate to the conventional 

method of employing instrumentation.   The process enables one to achieve 

on-line accuracies previously only obtainable thru off-line processing. 

One can also argue that the off-line process is never checked, while the 

on-line process is continuously evaluated. 
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7.0   APPLICATIONS: 

7.1   Past/Current Applications 

7.1.1 The On-Axls technique has been applied to long focal 

length satellite photography.    Images using focal length to 7000" have 

been observed. 

7.1.2 Laser Illumination of low orbiting satellites has been 

employed routinely. 

7.1.3 Images have been obtained on satellites at 22K miles, 

Active Illumination of satellites at 60K miles has been demonstrated. 

7.1.4 Lasers have been continuously pointed onto aircraft 

through all maneuvers of aircraft for extended time periods. 

7.1.5 Accurate orbit determination using a single telescope 

has been demonstrated. 

7.1.6 Real-time determination of refraction effect of 

exoatmospheric bodies has been demonstrated. 

7.U7   Small practice bombs have been tracked by 0/A radar 

from aircraft release to Impact at ranges exceeding 30 miles, and the 

event photographed using boreslght optics. 

7.1.8 Aircraft launched rockets have been tracked and 

photographed using an 0/A radar. 

7.1.9 The automatic pointing of remote theodolites using 

an 0/A radar has been demonstrated. 

7.2   Future Applications 

7.2.1 Coordinate bombing. 

7.2.2 Airborne laser applications. 

7.2.3 Fire control systems from fixed or moving platforms. 

384 

—-*- -■■ —    ■   ■■  ■ ■  . - ■   . 
■ -    -■-■-■--   ^      - 



^^WWWP WWPWBHPWIWWPPWB J nmpipinppiviPiR 7^-^'-'-»tr^r«7— 

8.0   REFERENCES; 

8.1 ARPA Tech Memo #211. ON-AXIS.    Philosophy/Technology/ 

Development, published by Range Measurement Laboratory, Patrick AFB, 

Fla, 15 Dec 1970. 

8.2 Introduction to Sequential Smoothing and Prediction, Norman 

Morrison, McGraw-Hill Book Company, New York. 

8.3 Discrete-Time Systems, James A. Cadzow, Prentice-Hall Inc., 

Englewood Cliffs, New Jersey, especially pages 298-303, 272-279, 53-57, 

63-66, 291. 

8.4 Discrete-Time and Control Systems, James A. Cadzow and 

Henrich R. Martins, Prentice-Hall Inc., Englewood Cliffs, New Jersey, 

especially pages 27, 83, 89 and 90. 

8.5 Introduction to Radar Systems, Merrill  I. Skolnik, McGraw- 

Hill Book Co., New York. 

8.6 AFSWC/TESPO Technical Memorandum No. 102, Time, 21 September 1973, 

Kirtland AFB NM 87117. 

385 

^mm*mmamam*m^^m— 



ABSTRACT 

APPLICATION OF EXTENDED KALMAN FILTERING TO A 

CALIBRATION OF AN INERTIAL NAVIGATION SYSTEM 

BY 

FRAZIER J. HELLINGS,  LT COLONEL, USAF 

6585th TEST GROUP 

HOLLOMAN AFM,  NEW MEXICO 

The paper describes a data reduction technique that obtains 

estimates of inertial sensor error model coefficients from a dynamic 

calibration of a typical Inertial Navigation System.    The error 

model coefficients are those associated with gyros, accelerometers, 

and their misalignment errors that have been found by test and 

analysis to be the predominant sources of error affecting system 

accuracy.    Accurate estimates of the error terms requires a 

positively controlled test procedure that varies the system 

orientation with respect to the input acceleration to provide 

better observation of the error coefficients in the measurement 

data, and a data reduction program that provides the "best" 

estimates of the error coefficients from noisy measurement data. 

This paper proposes a dynamic test procedure and a data reduction 

algorithm for obtaining estimates of the error coefficients from a 

1-g system calibration.    The results of a 17-state simulation 

verifies the application of the filtering algorithm to the 

calibration problem. 

Preceding page blank 
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SUMMARY 

The paper describes a data reduction technique that obtains 

estimates of inertia! sensor error model coefficiegts from a dynamic 

calibration of a typical Inertial Navigation System.    The error model 

coefficients are those associated with gyros, accelerometers, and 

their misalignment errors that have been found by test and analysis 

to be the predominant sources of error affecting system accuracy. 

All the error terms considered are categorized as either fixed 

(independent of applied acceleration), first-order (proportional to 

the first power of acceleration), or higher-order terms, which are 

proportion*! to the square or cube of acceleration.    In the case 

of the higher-order terms, the error model coefficients of inertial 

grade sensors are from one to four orders of magnitude smaller than the 

fixed and first-order terms.   To obtain measurable quantities of these 

error sources requires the application of precise acceleration inputs. 

Unfortunately, accurate estimates of the error terms require more than 

precision input accelerations.    In addition one must have a positively 

controlled test procedure that varies the system orientation wUh 

respect to the input acceleration to provide better observation of the 

error coefficients in the measurement data, and a data reduction 

program that provides the "best" estimates of the error coefficients 

from noisy measurement data.   This paper proposes a dynamic test 
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procedure and an associated data reduction method for obtaining 

estimates of the error model coefficients from a 1-g system 

calibration. 

The dynamic test procedure is obtained by command torquing the 

platform gyros to drive the platform through a prespecifled torque 

profile so that each axis Is subjected to the applied acceleration. 

Since the platform motion is a combination of commanded rate, applied 

earth-rate, and drift due to the gyro error terms, tracking the platform 

motion with Euler angle rates provides the basis for the state dynamics. 

The measurements, obtained from the triad of platform accelerometers, 

are functions of the accelerometer error terms and the Euler angles 

which In turn contain the drift motion due to the gyro error 

coefficients.   Therefore, the problem is a parameter estimation problem 

where the Euler angles and error model coefficients are designed as 

system states to be estimated from noisy measurements.    Since both the 

state and measurement equations are nonlinear functions of the scate 

variables, an Extended Kaiman Filter is applied. 

The results of a 17-state simulation verifies the application of 

the filtering algorithm to the calibration problem.    The results 

show that significant improvement can be obtained in reducing the 

time required to calibrate an Inertial Navigation System.    In addition, 

a method of applying the off-diagonal terms of the filtering error 
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covariance matrix provides a new dimension in evaluating filter 

performance with respect to system observability. 

The scope of the paper is as follows: 

1. Development of the system and measurement dynamic 

equations for a complete Inertia! Navigation System 

Calibration Test Program.    This task includes the 

inertial sensor error model equations, the platform 

rate equations, the kinematic and gravitational 

acceleration equations with the corresponding 

coordinate transformations, and finally the Euler 

rate equations for tracking the platform motion. 

2. Development of the extended Kaiman filter   equations. 

3. Evaluation of the data reduction technique via 

a 17-state variable simulation of a 1-g system 

calibration. 

So that the error model coefficients in the simulation are 

representative of an actual physical system, the Carousel VB 

Inertial Measurement Unit developed by Delco Electronics was 

selected as the baseline Inertial Navigation System, since it is 

representative of the type of Inertial Guidance System being used 

In both ballistic missile and aircraft navigation applications. 
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The United States Air Force selected the Carousel VB for use 

In their Titan IIIC series of launch vehicles.   The Carousel IV, 

which Is similar to the Model VB, Is presently Installed In   the 

Boeing Models 747 and 707, and McDonnell   Douglas Models DC-8 

and DC-10 aircraft. 

For further infoimation see: 

Air Force Report No. SAMSO-TR-73-219 

Aerospace Report No. TR-0073(3115)-3 
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( START ) 

■LOCK JA 

SET UP INITIAL 
CONDITIONS FOR 
MEASUREMENT 
DATA SIMULATION 
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s GENERATE 
COMMAND 
TORQUE 
MOTILE 

I ■LOCK 2 
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OBTURDANCE 
AND 
MEASUREMENT 
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>   SLOCK 3 

FORMULATE 
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PARAMETER 
EQUATIONS 
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INTEGRATE 
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MESSAGE 

«6 FILTER 
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INPUT 4v 
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( ST0P ) RETURN FROM 
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Flow Diagram of Measurement Simulation Program 
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 BLOCK 1 B 
SET UP INITIAL 
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FOR FILTER 

I, K D0 30  i 

|   3.  ■LOCK 7 
COMPUTE x* (N) 
FROM EO (5.16) 

I BLOCK S 

COMPUTE 49{N) 
USING VALUK OF 
iMNIFROM 
BLOCK 7 AND 
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BLOCK 9A 

EVALUATE F(N-1) 
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USING ANALYTIC 
PARTIALS 

i BLOCK 9B 
COMPUTE FIN-1) 
AND H(N) 
EVALUATED AT 
I(N-1) AND X*|N) 
RESPECTIVELY 
USING NUMERICAL 
PARTIAL ROUTINE 

I BLOCK 10 

COMPUTE #|N. N-1) 
ANOriN-N-lf 
FROM EOl (4.24) 
AND (4.29) 
RESPECTIVELY 

0 

JB BLOCK 11 

COMPUTE P(N) FROM 
EQ(5.19) AND THEN 
COMPUTE A(N) FROM 
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I BLOCK 12 
COMPUTE P(N) FROM 
EO(5.21) AND STORE 
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RETURN TO 
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Comparison of Basic and Alternate Filters for 
Av Approximation 

State 
Var'ible 

xof 
Basic Filter 

0.998 

xof 
Alternate Filter 

25.877 

Units 

DFX meru 

DFY 0.553 8.079 meru 

DFZ -0.235 -10.311 meru 

DIX 0.058 90.223 meru/g 

DIY C.665 89.070 meru/g 

DIZ 0.860 110.043 meru/g 

K0X -4.506 -21.171* Kg 
K0Y -68.685 ■128.034 Kg 
Koz -3.001 -7.856* Kg 

K1X -16.57 -54.03* Kg/g 

KJY -74.09 -155.81 Kg/g 
K1Z -21.98 -18.79* Kg/g 

^x« 0.244 0.608* arc-sec 

^x- 0.852 15.157 arc-sec 

a -17.70 -634.69 arc-sec 

P 102.22 9230.82 arc-sec 

Y 24.46 1825.49 arc-sec 

N = 6200 cycles Time =  1 hr 43 min 20 sec 

Indicates parameters of Alternate Filter where x is within 
error budget. 
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"Filtering Theory Methods and Applications to the 

Orbit Determination Problem for Near-Earth Satellites" 

by 

Kenneth A. Myers, Capt, USAF* 
Aerospace Research Laboratories 

Wright-Patterson AFB, Ohio 

Introduction 

A cannon operational requirement in all U. S. Air Force space applications 
is orbit determination.   Some degree of orbit determination accuracy is essen- 

tial to perforai those tracking or spacecraft guidance, navigation, and control 

functions which are required to meet particular mission objectives.   Operational 
methods in orbit determination have progressed from deterministic methods , used 

during the early years of the space program, to least squares and differential 
2 correction techniques , still widely used today, to sequential filtering and 

smoothing schemes, the subject of much current research .   Well proven techniques 
in batch processing or even deterministic methods may suffice for some operations; 
however, they can be inadequate (especially for on-line operation) in many modem 

and sophisticated missions, where accuracy requirements are specified in teims of 
meters and arc-seconds.    In some cases, such as precision pointing control mis- 
sions and geophysical applications, the orbit determination problem may well 
become a limiting factor in mission success.   There exists an inherent mathe- 

matical equivalence between the more conventional batch and the relatively newer 
sequential processing techniques, but the latter techniques usually converge 
more rapidly and provide more accurate estimates when used in their extended 
form with state noise condensation. 

Higher accuracy requirements are accompanied by a need for ;nore precise 
mathematical models for prediction of the spacecraft state.    In conflict with 
this need, however, are limitations imposed not only by an abbreviated knowledge 

of the true forces acting on the spacecraft but also by computational considera- 
tions, such as computation time, storage, and round-off error.    For instance. 

"Astronautical Engineer, Applied Mathematics Research Laboratory.   This research 
was conducted during the authors' AFIT-sponsored Ph.b. program at the University 
of Texas at Austin under Dr. Byron D. Tapley, Chairman of the Department of Aero- 
space Engineering and Engineering Mechanics.    Selected portions of this paper 
are to be published in the AIAA Journal. 
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current geopotential models provide spherical harmonic coefficients up to degree 

22 and order 16; sophisticated dynamical atmospheric models provide density 

values for drag calculations which account for seasonal-latitudinal variations, 

diurnal and geomagnetic effects, etc.   However, the necessary storage for pro- 
grams which utilize these models and the computer time required for the nunerical 

integrations is often prohibitive.   Regardless of the sophistication of the 
mathematical model, there will always be unknown forces acting on the spacecraft 

due to uncertainty in the modeled parameters, tidal forces, higher-order gravita- 

tional effects, variations in solar radiation pressure, magnetic disturbances, 
vehicle outgassing, and so forth ad infinitun. 

The fundamental limitations of model accuracy and computational load can be 
offset by enploying observational data and well known techniques in discrete 

4 stochastic filtering theory for accurately determining the spacecraft state . 
This approach is made possible due to recent developments in three major areas: 
1) Mathematical theories in optimal linear filtering have matured .    2) The 

computations required in typical filtering methods can easily be accommodated 
with modem ground-based as well as airborne and spacebome computers .    3) 
High precision observations are available with current space hardware and radar 
instrumentation . 

Despite the recent developments cited above, several difficulties arise with 
the filtering approach, as is recognized from the vast technical literature 
devoted to this area.    Generally, these difficulties can be divided into four 
categories for both the state and observation processes:    1) Linearization 
errors; 2) Model errors; 3) Computation errors; and, 4) Unknown noise statistics. 
It is the intent of this study to investigate techniques which are designed to 

compensate for each of these filtering difficulties through computer simulation 
of the orbit deteimination problem for a typical near-earth satellite. 

Description of the Simulation 

Simulation results for this investigation were obtained on the CDC 6600 
digital computer at the University of Texas at Austin.    Observations are 
generated in the program from a set of true equations of motion and are cor- 

rupted by the addition of white, Gaussian noise.   An extended Kaiman filter is 

used for estimating the true spacecraft state vector based on the simulated 
observations.    Translational equations of motion for the spacecraft are expressed 

in an earth-centered, inertial (ECI) coordinate system, where the X-Y plane lies 
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in the earth equatorial plane with the X- and Z- axes directed to the mean 

equinox and north pole, respectively.   The basic equations of motion are inte- 

grated with an efficient Runge-Kutta-Fehlberg algorithm.   The perturbing accel- 
eration for the simulated real-world equations of motion includes the earth's 

gravitational field (6th-order/4th-degree geopotential model), two-body attrac- 
tions of the sun and moon, and atmospheric drag.   Perturbing acceleration for 
the filter-world equations of motion includes only the effect of earth oblate- 

ness (J2).    This provides a reasonable mismatch between the filter-world and 
real-world models which permits an evaluation of the filter performance in the 
presence of realistic dynamical model errors.    Furthermore, the inclusion of 3^ 

in the filter-world model is necessary for effective estimation.   During predic- 

tion phases, when the satellite is out of view of the tracking stations, filtered 
estimates are propagated with the real-world dynamical model, since a large state 
error growth between passes would hanper the filter performance analysis. 

Radar range p and doppler range-rate p observations are made from ten land- 

based tracking stations at known locations (see Table 1).    Standard deviations 

Station Location East Longitude 
(deg.) 

Latitude 
(deg.) 

Elevation 
(m.) 

Observation 
Schedule 
(minutes) 

Trinidad 298.5 11.0 245 0-8 , 89-93 
Antigua 298.0 17.0 -27 0-9 , 90-94 
Eglin AFB 273.8 30.5 45 10-11, 93-101 
New Hampshire 288.4 42.9 211 8-16, 98-100 
Cold Lake 250.0 54.5 654 15-20, 101-108 
Clear 210.9 64.2 240 20-25, 107-110 
Shemya 174.2 52.7 93 27-28 
Carnarvon 113.7 -24.9 1 47-53 
Antarctica 60.0 -66.5 100 60-67 
Santiago 289.3 -33.1 727 80-85 

Table 1 
Tracking Station Locations and Observation Schedule 

in the measurement errors are a   = 5 meters and o* = 0.005 meters/sec, respec- p p 
tively.    Simultaneous observations are conducted at 5-second intervals.   The 
satellite is in a low-altitude orbit with a perigee/apogee height of 160/380 
kilometers, an eccentricity of 0.0167, an argument of perigee of 130°, and an 
inclination of 110°.   An initial nominal state estimate is chosen by perturbing 
the true initial state by 100 meters and 1 meter/sec in each component of posi- 
tion and velocity, and the initial a priori covariance is a diagonal matrix 
with standard deviations of 1000 meters and 10 meters/sec in the position and 
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velocity elements, respectively.   The simulation is started with the satellite 
positioned near its ascending node at about 50° longitude west of Greenwich. 

Since the true state is available in -he simulation, it is straightforward 
to conpute actual estimation errors and to evaluate qualitative filter perfom- 
ance.    Results are judged in terms of the true RSS position error magnitude AR 

and the ability of the estimated covariance norm Nj, to predict and bound the RSS 
errors.   Another figure of performance is provided by the "average" RSS error 
EPR and covariance norm CPR over the total estimation interval of about 110 
minutes (one orbital period is about 90 minutes). 

Linearization Errors - Nonlinear Filtering 
7 

The development of the extended Kaiman filter (EKF) is well documented , and 

its advantages in reducing linearization errors and computational complexity are 
8 well known .   As illustrated in Ref. 4, this algorithm provides state estimates 

X, which are unbiased to first-order (in a Taylor's series expansion) with a 
near-iuininun (within first-order) error covariance estimate P, .   The use of 

conventional state noise compensation (SNC), with a constant state noise covari- 
ance matrix Q,, provides acceptable estimation results for the example problem 
(see Fig. 1). 

CO 
tr 

ÜJ 

< 

0.00   20.00   40.00   60.00   80.00  100.00  120.00 

TIME  (MIN) 
Figure 1.    First-Order Filter Perfomance 

The covariance estimates NR provide a reliable measure of the true error AR, 

even during the prediction phases.   After initial filter convergence, the esti- 
mation errors become small (on the order of one meter); during this period, the 
satellite passes over the North American continent, where usually two or more 
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tracking stations are making simultaneous observations.    Toward the middle of 

the estimation interval, as the satellite descends into the Southern Hemisphere, 
fewer observations are available, and errors typically grow to 10 or 20 meters 
in position when only one station views the satellite.   During observation cover- 

age gaps,  the errors grow to as much as 150 meters; errors are again sharply 

reduced when the satellite passes over North America after a full orbit.   Average 
error and covariance performance for this case is listed first in Table 2. 

Filter Algorithm Eym) CPRW 

First-Order (EKF) 27.31 18.97 
Second-Order 27.33 18.97 
EMC 19.13 65.68 
EKFOV Did not converge 

SRF (P0A) 24.89 62.56 

SOSRF 27.28 19.01 
EKF (Case A) 28.15 -3.90 
CWLMF (Case A) 20.89 20.10 
EKF (Case B) 0.216 0.0456 
CWLMF ^Case B) 0.181 0.1532 

Table 2 
Average Position Error and Covariance Performance 

Factors for Various Filter Algorithms 
Despite the effectiveness of the above results, it is recalled that the EKF 

is only a first-order development; therefore,  it is logical to ask what additional 
benefit might be obtained by extending approx'mat ions in the derivation to 
second-order.    Research in the area of nonlinear filteriu^ has been pursued 

7 
along two general avenues:    first, the stochastic It6 calculus   provides the 

optimal filter, but it is infinite dimensional and requires the solution to a 
complex partial differential equation; second, finite dimensional approximate 

7 9 filters '    have been derived in which the density function is characterized by 

a set of "sufficient" statistics.    The latter approach includes the Taylor 

series approximation methods which have led to several versions of the second- 
7 10 order filter '    .    Perfoimance comparison studies of the first- and second-order 

discrete filters    '    '    , indicate that results for the second-order methods are 
highly problem dependent and varying degrees of success can be obtained depending 
upon assumptions made in the development.    A new approach, guided by these experi- 
mental findings, is pursued in Ref. 4.    The resultant filter is identical to the 
conventional extended Kaiman filter, except for the addition of a new tern 
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involving second-order partials of the observation-state relation to the obser- 

vation covariance matrix in the Kaiman gain expression.   State estimates obtained 

from the filter are unbiased to first-order, but the state covariance matrix is 

minimized to second order.   Despite the incorporation of second-order effects, 
the estimation perfoimance is essentially unchanged from that of the conventional 

EKF (see Table 2).   Those differences which could be detected occurred during the 

early phases of the estimation, where the second-order filter tended to down- 
weight large observation residuals in a desirable manner.    The fact that the 
second-order filter produced slightly larger estimation error in Table 2 is 
attributed to numerical inaccuracies, discussed below.   As a result of these 

subtle differences, it is concluded that nonlinearities are not a source of diffi- 
culty in this class of orbit determination problems.   However, a new algorithm 
has been developed which may have useful application in other problems; in fact, 
its usefulness has been demonstrated by Choe     in the Jupiter fly-by problem. 

Model Errors - Dynamical Model Condensation 

It is probably safe to say that dynamical model errors constitute by far 
the greatest detriment to effective, accurate estimation in practically every 
orbit determination problem; and, unfortunately, this source of difficulty is 

7 14 the most difficult to correct.    As detailed in other studies *    , dynamical 

model errors, if left uncorrected, typically result in the well known phenomena 
of "filter divergence".   A wide variety of techniques designed to compensate for 
these errors has appeared in the literature    .   One of the most effective 

approaches is dynamical model compensation (DMC), due to Tapley and Ingram    , 
which treats the unknown functional expression governing the neglected dynamics 
as an assuned, time-correlated dynamical structure.   Adaptive qualities of this 

approach are enhanced by estimating those parameters which characterize the 
assuned structure.    In this study, a first-order, Gauss-Markov structure is 
jiployed.   As indicated in Fig. 2 and Table 2, a dramatic improvement in estima- 
tion accuracy can be obtained with the EMC approach.    Further, it is evident 
that prediction capability has been enhanced, e.g., the large 15ü-m prediction 

error at 45 min has been reduced to about 30 m.   When the estimate of the 
unmodeled acceleration is good, such as the period from 5 min to 30 min, the 
RSS position error is reduced by factors like "two" or "ten", e.g., at 18, 19, 
and 20 min, the standard EKF filter errors were 6.5, 6.7, and 10.9 m, whereas 
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the DMC errors were 2.3, 0.6, and 6.9 m, respectively.   During periods of sparse 

observations or poor geometry, the estimate of the unmodeled acceleration can 

deteriorate, but degradation in the position and velocity estimate appears to 
be of small consequence; and, when the unmodeled acceleration estimate is good, 

superior filter performance can be obtained. 

Confutation Errors - Square Root Filtering 

Computational errors stem primarily from the constraint that filtering cal- 

culations must be performed with a finite wordlength computing machine.    The 
effects of computational errors are felt most directly by the state covariance 

estimate P.    Numerical instabilities often result in the undesirable tendency 
of P becoming negative definite.   To combat this difficulty, several alternative 
formulations   have been proposed, of which the square root filters have been 
found most useful.   The basic approach in the development of a square root filter 

is to reformulate the algorithm in terms of a square root covariance S, defined 
T by P = SS .    The advantage of this approach is that the propagation and estima- 

tion of S cannot destroy the positive definiteness of P; also, greater effective 
precision is retained, since the order of magnitude of S is half that of P. 

17 Several algorithms     have been formulated for both the estimation and propagation 
of S, and generally, when process noise is present, it is the propagation algo- 
rithm which imposes the greater computational burden.   The implementation selected 
in this study consists of the Andrews algorithm for square root covariance esti- 
mation and the modified Gram-Schmidt algorithm for propagation. 

To a large extent, computational errors in the example problem are negligible 

compared to model errors, so the improvement in accuracy is so small (in the 6th 
significant figure) as to be inconsequential.   Thus, for a well-conditioned 
problem, square root filtering becomes unnecessary on large wordlength machines, 

such as the CDC 6600.    Numerical conditioning was further evaluated, however, by 
increasing the a priori state covariance to a value PQ. with standard deviations 
of 3 x 10   m and 7 * 10   m/sec on the diagonal position and velocity elements, 
respectively.    This produced an immediate failure in the EKF; but, the SRF 
encountered no difficulty whatsoever, as shown in Table 2 and Figure 3. 

It is difficult to make a fair comparison of computation tune and storage 
required in the two filter algorithms, but it is generally agreed that square 
root filters require at most about 30% more time than conventional filters. 
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When other computational functions are considered, the overall difference can be 

of minor importance as seen by the total central processor execution time in Table 3. 

IT^Time (sec) 

First-Order (EKF) 60 
DMC 127 
SRF 132 
SOSR 142 
CWLMF 68 

Table 3 
Central Processor Time 

It is concluded that the extra computations required in square root filtering 

should be well worth the effort and could even be mandatory in operational 

applications with short wordlength machines. 

The second-order filter discussed above is in a form suitable for the square 

root algorithms, thereby permitting the implementation of a second-order square 

root filter (SOSRF). It is interesting to note in Table 2, that this algorithm 

provides the expected reduction in estimation error when second order terms are 

included. In addition, the errors are bounded slightly better by the estimated 

covariance. An explanation for this result is that the effects of nonlinearities, 

however mild, appear to be more accurately correcteU with the use of a square 

root algorithm. 

Unknown Noise Statistics - Adaptive Filtering 

It is appropriate to conclude the study with an investigation of adaptive 

filtering, because these techniques are designed to correct the basic filter 
18 algorithm for the combined effects of all error sources. In the literature 

this area of research is often referred to as "simultaneous estimation of the 

state and noise statistics". For the purposes of this study, the approach is 

regarded as statistical, contrasted with the structural approach used in EMC, 

above. Obviously, unless exact noise statistics for the state and observation 

processes are used in the Kaiman filter algorithm, suboptimal state estimation 

will result. This is the typical case in actual filtering applications. In 

addition, these processes are usually assuned to have zero mean, but this seldom 

occurs due to neglected nonlinearities and model errors. 

The adaptive technique developed in Ref. 4 is designed to provide estimates 

of the desired mean and covariance of both the observation and state noise 
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processes.    It is based on an enpirical sampling of state and observation noise 

samples generated directly from the basic filter algorithm.   A sample space of 

size N is created after N filter steps, from which the desired statistics are 
estimated.   The noise estimators could be implemented in many different ways, 
but in this study the straightforward assumption is made that the noise statis- 
tics remain constant over the interval of N samples; thus, the value of N must 

be tailored to a particular problem.    A recursive, limited memory form of the 
algorithm, called a Complete Limited Memory Filter (CLMF), is presented in Fig. 
4.   The term "complete" refers to the fact that all unknowns in the problem are 

being estimated.    In order to "ease" the estimates of the noise statistics into 
the basic filter, successive noise samples were multiplied by a weight factor 
that grows from 0 to 1 over the estimation interval, which provides a Complete 
Weighted Limited Memory Filter (CWLMF).    Also, steps were taken to preserve the 
positive definite character of the observation and state noise covariances. 

Performance of the standard EKF with an erroneous state noise covariance Q 

is compared with that for the CWLMF in Fig.  5.    Both runs are started with the 
same value of Q; the observation noise bias and covariance R is initiated at its 
correct value in both runs, but it is further estimated during the CWLMF run. 

A sample size of N = 15 is employed.    It appears from Fig. 5 and Table 2 that 
the CWIMF can be highly effective in providing necessary corrections to the 
filter.    Due to small initial weight factors there is little difference in per- 
foimance from the EKF until after 15 min.    At this time, the errors are reduced 

by several meters and the CWIMF begins to correct the a priori statistics.    It 
begins to display superior performance at about 25 min, and the large EKF pre- 

diction error at 44 min is reduced from 150 m to about 40 m; likewise, at 56 min 
the large 80-m error for the EKF is reduced to less than 40 m.   However, CWLMF 

results become inferior after about 70 min; moreover, numerical difficulties 
were encountered at about HO min, where the state covariance matrix developed 

negative diagonal elements. 
A primary source of difficulty in the selected example is due to the obser- 

vation coverage "gaps"; this tends to introduce erroneous noise samples at each 
reacquisition.   Therefore, another tracking station configuration was tried with 

twelve stations scattered along the ground track during the first 18 minutes of 
the orbit.    This provided simultaneous observation coverage by three to six 

stations at all times.    As shown in Fig. 6 srJ Table 2, the CWLMF again provides 
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A Priori Data:    x0, P0. q0, Q0. r0. R0    ;   k « 1 

State Propagation:   5^ ■ W^ * q^.i 

pks \K~A+ Qk-i 

Compute Observation Noise (k j *r):   rk = yk - Hkxk, rk » HkPkH|[ 

?k e ^k-l + r ^k - rk    ) r r 

Shift Noise Samples: r« * rj+1 , r. = rj+lt for j 
c k - ir, ..., k - 1 

; -i-l T * Compute Kaiman Gain:    Kk « PkHk[rk + Rk] 

State Estimation:    xk « xk + ^[^ - rk] 

Pk ' Pk " h\\ 

Compute State Noise (k > i ):   qk 
c xk - ♦kxk_1 , &k 

s ^Pk.^J - \ 

% = ^k-1 + 17 ^k - ^k-iJ 

% s Vl + T-TJ   t (qk - %)1 - (qk.,    - qk£ 
q q 

Shift Noise Samples:   q* « q.+1, äJ ■ Aj+1, for j « k - i , .... k - 1 

Reset:   k = k + 1 and repeat 

Figure 4.   CIMF Algorithm 
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Figure 5a. EKF Results (Case A) 
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Figure 5b. CWLMF Results (Case A) 
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improved filter performance, and in this case no nunerical difficulties were 
encountered. 

In sumaxy, the OPMF algorithm can improve the state estimation when a 
priori noise statistics are in error.   Furthermore, the inproveroent is obtained 
at a modest cost, as shown in the computation times in Table 3.   Some extra 
storage is required to accornnodate and shift the noise samples, but this may be 
a favorable trade-off when compared with other adaptive approaches, such as 
those requiring state vector augmentation. 

Conclusions 

Based on the simulation results, it is concluded that the EKF essentially 
eliminates linearization errors, and second-order methods are unnecessary.   The 
EMC algorithm provides highly effective compensation in the presence of dynamical 
model errors.   Square root filtering imposes a minimal additional computation 
burden in view of the total computational requirements; this could be a very 
modest price to pay, especially in short wordlength computers, when the added 
advantages in nunerical stability and accuracy are considered.   Additional 
stability could be obtained with a second-order square root filter in other 
highly nonlinear problems.   The new adaptive filter algorithm can improve esti- 
mation performance when the a priori statistics are in error. 
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I. Introduction 

The Kaiman filter has been utilized In many applications throughout 
the last decadfe. Th ise applications range from chemical processing plants 
to aerospace navigation and guidance [1, 2, 3]. In many of these appli- 
cations the implemented filter did not behave as the theoretical analysis 
shoved as Its predicted behavior. Rather than achieving a degree of opti- 
nallty the filter diverged [4] causing an erroneous state estimate to be 
generated. This problem is due to several causes: erroneous state models 
Including neglected biases, incomplete or erroneous knowledge of statistical 
models for filter derivation, nonllnearltles, and roundoff and truncation 
errors [5, 6]. With respect to the erroneous state model problem many filter 
designs have been developed without due regard to additional states that 
arise because of error sources such as biases, first or higher order Markov 
processes driving the dynamic system and/or the measurement system. As is 
well known [7, 8] one may use state augmentation techniques in order to 
take these errors into account. However, this may lead to a significant 
and perhaps intolerable state dimensionality if a fully optimal Kaiman 
filter were designed from this new model. For example, in a navigation 
system one may identify and model 61 state elements [9] and in a precision 
pointing and tracking problem one can identify and model 75 states [10]. 
However, this leads to a significant computational problem and In fact an 
Intolerable one for a real-time flight computer. Therefore, a reduced order 
filter (ROF) that estimates only the required minimum number of state elements 
must be designed. If this is done then since ?11 the high order state elements 
are coupled, one must consider the performance of the ROF against the true 
state model for otherwise when Implemented the filter may at best yield poor 
performance and at worst may diverge. One must consider the sensitivity of 
the filter due to deliberate modeling errors introduced by the suboptimal 
filter structure. 

The Kaiman filter [4] gives the optimal minimum variance, unbiased 
estimate of the system state. It is shown in this paper that for a ROF one 
cannot in general obtain an unbiased estimator. The conditional mean of 
the estimation error is non-zero and, therefore, the true covariance of the 
estimation error is not equal to the second moment of the estimation error 
as Implied in some previous work [11, 12]. This problem of bias is recognized 
In the work of several references [13, 20, 21]; however, the reduced order 
problem was not addressed. The work of this paper considers both bias and 
reduced order filters.  It is shown that a reduced order filter in general 
will be biased. The equations for the second moment, true covariance, and 
bias are presented for the continuous dynamics, continuous measurement and 
continuous dynamics, discrete measurement ROF problem. The results include 
the subcases of continuous and impulsive control. Structure properties of 
the filter are being studied and a simulation program is being developed to 
evaluate this approach. These results will be reported in a separate paper. 
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Previous work accomplished In the area of ROF's Is numerous. Aokl and 
Huddle [1A] consider the design of an estimator for a discrete-time stochastic 
system with tiiae-invariant dynamics and memory constraints. Sims [15] con- 
siders the design of an estimator based upon fixing Che filter structure and 
optimising certain parameters within the estimator to minimize the estimation 
error. Griffin and Sage [16, 17] obtain sensitivity equations for error 
analysis for another class of errors. Heffes [18] considers the problem 
for discrete-time systems. All the above referenced work, however, consider 
only the problem where the state and filter are of the same dimensionality. 
Stubberud and Wisner [19] considers the problem in which one estimates only 
a certain subset of the state called the primary variables; however, the 
structure considered is not general nor is the problem of feedback control 
considered. 

II. Continuous Dynamics and Measurement Problem 

The equations for the second moment, cover lance and bias of the true 
estimation error are developed In this section for the continuous dynamics 
and continuous measurement ROF problem. The conditions for obtaining an 
unbiased estimate using a ROF are developed. These conditions show that 
In general one cannot obtain an unbiased estimate. The problem of continuous 
control Is discussed and the necessary equation modification Is given. 

A. Problem Statement 

Consider the time varying system 

xs(t) - Fs(t)xs(t) + Gs(t)us(t) (1) 

where xscR     is the system state vector, F (t)  is an n. x n.  system matrix 

with continuous and bounded elements, G-Ct) is an n.x m.  system matrix with 

continuous and bounded elements, and u_eR ^ is a zero-mean, white noise 

vector with known variance 

E{us(t)uJ(Y)}    - Qs(t)6(t - Y). 

The system is observed via the measurement equation 

y(t) - Hs(t)xs(t) + vs(t) (2) 

where ycRp is the measurement vector, H (t) is a p x n., measurement matrix 

with continuous and bounded elements, and v cRp is a zero-mean, white noise 

vector with known variance 
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E{vs(t)v^(Y)) RgCOfiCt - Y). 

The system model (1) and measurement model (2) are assumed to be the best 
known model of the system structure. This representation contains all the 
physical states of interest and all error sources that are elements of the 
state vector due to the utilization of state augmentation techniques. In 
many application problems it is computationally infeasible to design a 
Kaiman filter that will estimate the total system state vector. Thus, the 
problem is one of structuring a ROF that estimates (with minimum performance 
degradation) a linear transformation of the state vector, x . The filter 
vector to be estimated is given as 

xd(t) - Txs(t) 
n2 

(3) 

where x.cR  are the pertinent states of interest and T is an n. x n. selector 

matrix, n. £ n.. It is assumed without loss of generality that the pertinent 

state elements are the first n. elements of x.. Therefore, the selector 

matrix consists of an n. x n. Identity matrix and an (n. - n.) x n- null 

matrix, i.e., 

T - (I : 0] (4) 

A differential equation for x. may be found by differentiating equation (3). 
This yields 

xd(t) - T[Fs(t)xs(t) + Gs(t)us(t)]. (5) 

The reduced order filter is assumed to be of the structure 

«d(t) - FF(t)xd(t) + Kd(t){y(t) - HF(t)xd(t)] (6) 

where X.CR  is the linear estimate of x. as determined by the filter structure 

In equation (6), F_ is an n. x n. filter system matrix, K. is an n. x p 
r  p  ^   2 d      l 

filter gain matrix, ycR is the measurement vector, and H- is a p x n_ 

measurement matrix. The filter structure is derived by use of the optimal 
Kaiman filter equations [5] applied to the assumed (however erroneous) state 
model, x-., for the state x., i.e.. 

XpU) - FF(t)xF(t) + GF(t)uF(t) (7) 

where F has continuous and bounded elements, G_ is an n. x m« noise gain 
r r    m. I 2 

matrix with continuous and bounded elements, and U-.CR  is a zero mean, 

white noise vector with known variance 
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EiUpCOuJCY)} - QF(t)6(t - Y) 

and to the assumed (however erroneous) measurement model for the measurements, 

y. i.«.. 

y(t) - HF(t)xp(t) + vF(t) (8) 

where H_ has continuous and bounded elements, and v_ is a zero-mean, white 

noise vector with known variance 

E{vF(t)vJ(Y)}   - RF(t)6(t - Y) 

B. ROF Equations 

The true estimation error for the states of interest is given as 

ed(t) - xd(t) - xd(t). (9) 

A differential equation for the estimation error may be obtained by differen- 
tiating equation (9) and using equations  (1),   (2),  (3),  and (6).    This yields 

*d " T(Vs + GSUS)  -  lFF*d + WS + VS " Vd)1 (10) 

This equation may be rewritten by adding and subtracting the terns (F_ - 

KdHF)Txs. This yields 

«d " (FF - W^ + (TFS " KdHS " FFT + ^VN + TGSUS " KdVS (11) 

The bias properties of the estimation error are demonstrated as follows. 

The requirement for a conditionally unbiased estimator is that 

E{[xd(t) - ad(t)]|Y(t)} - 0, Vte[to,tf] (12) 

where Y(t)  is the measurement functional  (y(Y)>    Yc[t  ,t1).    This condition 
o 

may be rewritten by use of equation (9) as 

E{ed(t)|Y(t)} - 0, Vte^.tf]. 

Equation (13) implies that 

E{id(t)|Y(t)} - 0, Vt£[to,tf]. 

Thus, equations (13), (14), and (11) imply that 

0 .(TFS - KdHs - FFT + K^Ttf^t). VtC[to.tfl 

where 
xs - E{xs(t)|Y(t)}. 

(13) 

(14) 

(15) 

(16) 
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However, In general x- does not lie In the null space of the coefficient 

matrix throughout the interval [t ,t_]. Therefore, the condition 

TFS - KjHg - PpT + KjHyT - 0 (17) 

Bust be satisfied Vtc[t (t,]. One may oartitlon the matrix F. as ox s> 

11 

'21 

12 

22 

(18) 

where F.. is n, x n-. F.. is n.x (n^ - n.) and the remainder of the sub- 

matrices are compatible with the dimensions of F..    Also, the n. x n. matrix 

K.Hg may be partitioned into two submatrlces (KH). and (KH). of dimensions 

n. x n. and n- x (n. - n.) respectively. I.e., 

KdHs -  [(KH)1 :   (KH)2]. (19) 

The use of equation (4), (18), and (19) in equation (17) yields the following 
two conditions that must be satisfied for a conditionally unbiased estimator, 
i.e.. 

F11 - (KH)1 - FF + KjHy - 0 

F12 " (KH)2 " 0* 

(20) 

(21) 

These conditions will not be satisfied in general and, thus, the ROF will be 
biased. Thus, the conditional expectation of the estimation error will be 
such that 

id(t) - E{ed(t)|Y(t)} >» 0 (22) 

except at most a countable number of points. Therefore, the conditional 
variance, V.(t) of the estimation error is given as 

Vd(t) - E{(ed(t) - ed(t)) (ed(t) - ed(t))
l|Y(t)} (23) 

Therefore, the variance of the estimation error is not equal to the second 
moment, E{ed(t)ed(t)} as is conmonly used [12] for ROF's. A differential 

equation for the variance of the estimation error Is now derived. 

4Sü 



On« may for notatlonal convenience define a new variable, £e.(t), 
defined as 

«ed(t) - ed(t) - ed(t) (24) 

The derivative of this new variable Is given as 

6*d(t) - 4d(t) - Id(t) (25) 

The differential equation for the conditional mean of the estimation error is 

•d " (FF - W«d + (TFS " KdHS " V + KdHFT)^S (") 
The use of equation (11) and (26) in (25) yields the differential equation 

ed as 

6id " (FF " KdV6ed + (TFS " KdHS " V + KdV)(xS " iS) 

for 6e. as 

+ TGsus "Vs (27) 

The term x. - ft. is recognized as the estimation error of the optimal Kaiman 

filter. This quantity is denoted as e.. Thus, equation (27) may be rewritten as 

"d " (FF " KdV6ed + (TrS " KdHS " V + KdHFT)eS + TGSUS ' KdVS  (28) 

The true error variance, E{6e.6e.} will be denoted by, V , i.e., da e 
V. - E{6e.«e][} e     aa (29) 

In order to develop the necessary differential equation for V one may 
define the augmented state, z., and the augmented noise vector, u, as 

(30) 

ed(t) us(t) 

^(t) - , u(t) - 

es(t) vS(tL 

This yields the differential equation for z    as 
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^(t) - 

<F
p-

KdV' ^s - KdHs - V + ^V 

0     » <Fs " Vs 

TGs     '^d 

'h 

*1 + (31) 

where K. Is the system Ralnsn gain matrix. 

This Is of the form 

i.  ■ As- + Bü 

where 
.-T 

KlKOü^Y)} - Q(t)fi(t - Y) 

where 

Q(t) 

%it) 

Rs(t) 

(32) 

(33) 

The differential equation for the second moment of z., P , may be easily 
derived. This yields 

P - AP   + P ÄT + BQBT 
£1     *1    *1 

(34) 

where A, B, and Q follow from the previous discussions. The second moment 
equation for z. may be partitioned as follows 

P. (O - 

ve(t) 

v21(t) 

v12(t) 

vs(t) 
(35) 

«here V (t) is the variance associated with the optimal Kaiman filter yielding 

ig.    The components of equation (34) may be written as 
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^e " (FF " WVe + Ve(FF " h^ + (TF
S " KdHS    " FFT + W^L 

+ ^^s " KdHs " V + ^V^ + TG
S

Q
S

G
S

TT
 
+ KdRsKI 

^12 " (FF " Wvn + (TFs " KdHs - V + KdV)VS + 

V12(FS " KSHS)T + TGSQSGI + ^Vs 

vB - (Fs " KsHs)vs + VFs * KsHs)T + GsQsGs + W* s 

since 

V21  V12 

where 

h " vsHsV 

(36) 

(37) 

(38) 

(39) 

(40) 

and 
Ve(to> " Ve; ^^o) " Vl2; and W " VS 

One may note that In the calculation of V one must compute the optimal Kaiman 
filter variance, V . This quantity Is useful as Information about the perform- 
ance of the optimal system filter. 

The differential equation for the second moment of another matrix is 
derived next to determine the remaining ROF properties. Define the augmented 
state z. as 

*2(t). 

ed(t) 

xs(t) 
(41) 

Thus, 

«2(t) 

(FF-KdHF).(TFs-KdHs-FFT+KdHFT) 

TG, -K, 

S 

u. 

'2 + 

(42) 

or 
z2 - Az- + Bü (43) 
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Proceeding as before, the following differential equations are obtained. 

K " (FP - KdVPe + (TFS - KdHS ' V + KdV)P12 + Pe(rF - W* 
+ P12(TFS - KdHS " V + KdHFT)T + ^Vs1* + KdRSKd 

(44) 

P12 " (FF " KdHF)P12 + (TFS " KdHS " V + KdHFT)PS + 

P12FI   +TGSQSGS 
PS " Vs + psFs + Wl 

(45) 

(46) 

where 

and 

P     - P r21       12 

W " Pe- P12(to> " ?n and PS(to> - PS 

One nay readily note that P. Is the propagation of the second moment when 
no measurements are used to update the state. 

 T The bias matrix, e.e, , may be computed from the knowledge of V    and 
Pe. I.e., d d e 

VdT-Pe-Ve (47> 

Thus,  equations  (36, 37,  38, 44, 45, 46, 47) yield all the relevant statisti- 
cal properties of the p0F. 

Cj RJF with Continuous Control 

The problem of covarlance analysis of systems with continuous control 
is now considered.    The control is accomplished by using the estimated state 
as a feedback control signal to control the system state.    This may be modeled 
by including a feedback signal in equation (1).    This yields the modified equation 

V0 " Fs(t)xs(t) + CS(t)id(t) + Gs(t)us<t) (48) 

where Cg(t)  is the system control matrix.    The corresponding filter equation 
(b) is modified as 

*d(t) - [FF(t) + CF(t)]*d(t) + Kd[y(t) - HF(t)ftd(t)] (49) 

The differential equation for the true estimation error is given as 

*d " (FF " W«d + (TFS " KdHS " FFT + KdHFT)xS + TGSUS 
" KdVS + TCSVd (50) 

* (FF " ^ + CF - TCS)ed + (TFSKdHS " V + KdHFT + TCST 

" V)XS + TGSUS " Vs 
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It may be easily shown that equation (36),  (37) and (38)    nay be modified as 

K - (PF : V^ + CF " TCS)Ve + Ve(FF " hh + CF " TCS)T + (TFS 

"Vs " V + KdHFT + TCST " CFT>Vj2
+ V12(TFS -KdHS - V (51) 

+ KdHFT + TCST - CFT)T + TGgQgG^1 + K^KJ 

^12 " (FF * KdHF + CF " TrS)V12 + (TFS " KdHS " V + ^V + TCST 

- ST)VS + V12(FS " KSHS)T + TGSQSGS + KdRSKS (52) 

^s " (Fs " KsHs)vs + vs(Fs " KsGs)T + GsQsGs + hh^l (53) 

with known Initial conditions. 

The second moment equations may be modified as 

Fe " (FF - 'A + CF " TCS)Pe + (TFS ' KdHS " V + KdHFT + TCST 

" CFT)Pl2 + Pe(FF " hh + CF " TCS)T + F12(TFS ' KdHS " V (54) 

+ K^T + TCST - CFT)
T + TGSQSG*T

T + K^KJ 

P12 " (FF " hh + CF " TCS)P12 + (TFS " KdHS - V + KdHFT + TCST 

" CFT)PS + P12FS + TGSQSGI 
PS " Vs + psFs + GsQsGs 

(55) 

(56) 

with the kncwn Initial conditions and the bias equation remains that of 
equation (47). One may note an interesting feature of the above variance 
and second moment equations. This is that unlike the optimal variance equations 
since the control matrices feedback into the variance and second moment 
equations. Thus, it Is possible to control the variance and second moment 
by Judicious choice of the control matrices. Therefore, separation between 
control and estimation does not generally occur in ROF problems. 

The quantities V , P , and e. yield the statistical Information for the 
ROF. In order to determine the effect of an unestimated error source on the 
filter estimation error one nay consider the correlation matrices V., and 
P.« where 

and 

V12 " E(6VS> 

P12 ' E{ VS} 

(57) 

(58) 

and are generated via the solutions to equations (37) and (45) respectively. 
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Appendix A expands the consideration of the ROF problem to the case of 
continuous dynamics, discrete aeasurements with continuous. Impulsive and 
continuous plus impulsive control. 
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Appendix A.    Continuous Dynamics, Discrete Measurement Problem 

The equations giving the second moment, covarlance, and bias of the 
true estimation error are developed herein for the continuous dynamics and 
discrete measurement problem.    The problem of continuous. Impulsive, and 
continuous plus Impulsive control Is discussed and the necessary equation 
modifications are given.    Consider the dynamic equation given in (1).    The 
system is observed at discrete time Intervals t,   denoted by subscript "k". 
The measurement equation is 

y(k) - Hs(k)xs(k) + vs(k) (A-l) 

where all other definitions are obvlour from Section II and where 

E{Vs(k)vJ(j)} - Jl(k)«(k- j). 

An estimate of the states as defined in equation (3) is required.    The filter 
design is based upon a reduced order structure given by the measurement 
equation 

y(k) - H^WXpCk) + vF(k) 

where 

E{vF(k)vJ(J)>    - R^kWk- j) 

and the filter equations, between measurements 

id - FF(t)&d 

and at a measurement 

«+(k) - *~(k)  + Kd(k){y(k) - HF(k)ftd(k)} 

(A-2) 

(A-3) 

(A-4) 

where the gain K.(k) is calculated by using the optimal filtering equations 
given In [4] for the dynamics 

yt) - FF(t)xF(t) + GF(t)uF(t) (A-5) 

where 

ECU^OU^Y)} - QF(t)«(t - Y) 

and the measurement equation as given in A-2.    The estimation error is defined 
in equation (9). 

Between measurements the estimation error is given by 

«d ■ Vd + (TFS " FFT)XS + TGSUS (A-6) 
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The equation for the estimation error at a measurement Is 

ed ■ (I - Wed + ^dV - KdHs)xs " Vs <A-7> 
The equation for the bias Is derived from the conditional expectation of e, 
as follows. c 

E{eJ|Yk} - (I - KdHF)E{e^|Y
k} + (K^T - KdHs)E{xs|Y

k} 

" " - KdVE{eilYk} + (KdHFT " KdHS)5tS 
Now, 

E{e'|Yk}    - ECTX. - *"|Yk} 

L}|Yk} 

Thus, 

-TiJ- E{E{xd|Yk" llU'kl 

-<-*d 

(A-8) 

(A-9) 

(A-10) 

(A-ll) 

Sd " (I - KdHF)(< * $ + <KdHFT " hh^S 

ed "  (I " KdHF)ed + (TKSHS " KdHSKSHS)eS + (KdHFT " KdHS)iS 

+ (TKg - KdHsKs)vs 

One may define the new variables 

6e " ed " ed 

fie " cd " 5d 

The equation for 6e. may be written as 
d 

ied " (I - KdHF)6ed + (KdV " KdHS)cS - KdVS "  (T " KdHS)KSHSeS 

- (T - WVs« 
or 

6eJ - (I - KdHF)öed f (K^T - K^ - TK^ + K^KgH^e^ (A-12) 

+ (KdHsKs - TKS - Kd)vs 

In order to develop the equations for the variance propagation between 
measurements one may first define an augmented state z. where 
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(A-13) 

Therefore, 

+ 
«3" 

(I - K^MK^T - KdHs - TKSHS + K^KgHg) 

(! - W 
E3 

KdHSKS ' ^S " Kd 

-h 

(A-14) 

This Is of the form 

«3 - A «3 + B vs (A-15) 

The second moment of s. may be written as 

F   ■ El«, z. } 
«3     3 3 

then 
+        T      T 

P_  - A P_ A + B RgB1 
Z3 

(A-16) 

(A-17) 

The second moment matrix, P      , may be partitioned as «3 

V 12 

'21 

(A-18) 

vhere V   Is the required variance across a measurement the variance of the 

optimal Kaiman filter.    This yields the component equations 

Vt   * (I - WV1 - KdHF)T + (I " KdHF)Vl2(KdHFT " KdHS " "Vs 
+ KdHSKSHS)T + »dV " KdHS " ^S + KdHSKSHS)Vl2(I "* W* 
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+ (K^T - KdHs - TKSHS + WgH^OC^T - K^ - TKgHg 

+ KdHsKsHs>T + Ws - ^s - tJhWs ' ^ " VT 
(A-19) 

V*2 - (I - KdHF)V"(I - KSHS)
T + (KdHFT - K^ - TK^ 

+ WsW*?1 - KsHs)T " Ws " ^S ' Ws 
(A-20) 

vs    " (I " KsHs)vs(I " KsHs)T + KSRSKS (A-21) 

The variance between measurements may be easily derived from equations (36), 
(37) and (38) since K. and Kg equal zero between measurements. This yields 

\ ' FFVe + V? + (TFS " FFT)Vl2 + V12(TFS " FFT)T + TGSQSGSTT (A-22) 

\l  * FFV12 + (TFS " FFT)VS + V12FI + TGSQSGI 

\   "Vs + Vs +GSQSGS 

(A-23) 

(A-24) 

with the known Initial conditions. 

The equation for the second moment across a measurement may be easily 
derived by use of the augmented state z,, I.e., 

Thus, 

0 I 

and Is of the form 

2A + 

-K, 

(A-25) 

(A-26) 

64 
A z4 + B vs (A-27) 

This yields 
+        - -T       —       -T 

P      - A P    A   + B ReB 
f4 «4 S (A-28) 
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The component equations are 

Pt " (I " KdHF)P;(I " WT + (I " KdHF)Pl2(KdHFT - KdHS)T 

+ (K^T - KdHs)P72
T(I - K^)1 + KdRsKj 

Pt2 " (I " KdHF>Pr2 + (KdV " KdHS)PS(KdV " KdHS)T 

(A-29) 

(A-30) 

where P. is the value of the second moment of x_ at the update time as 
generated by the equations between measurements (the measurements do not 
affect P.). The equations between measurements may be easily derived from 
equations (44), (45), and (46) since K. and K equal zero between measurements. 

pe - Ve + (TFS " FFT)P12 + ?e?l + P12(TFS " FFT)T + TGSQSGSTT (A-31) 

P12 " FFP12 + (TFS " FFT>PS + P12FS + ^S^ 

PS " Fsps + psFs + GsQsGs 

(A-32) 

(A-33) 

with the known conditions. 

The equations for continuous control between measurements may be easily 
derived from equations (51) through (56) by setting K. and K equal to zero 

between measurements. This also takes care of the continuous control plus 
impulsive control problem between measurements as the impulsive control only 
takes place at a measurement. Thus, the equations between measurements for 
the variance are given as 

Ve " (FF + CF " TCS)Ve + Ve(FF + V ""V + (TFS " V + TCST 

"CFT)V12 + V12(TFS " FFT + TCST " CFT)T + TGSQSGSTT 
(A-34) 

V12 " (FF + CF - TCS)V12 + (TFS " FFT + TCST " CFT)VS + V12FS 

+ TWs 
(A-35) 

S S        S S        SXS S 
(A-36) 
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The equations for the second moment may be derived by setting K ■» K » 0 

In equations (54), (55) and (56). The bias may be calculate at> before. 

The Impulsive control problem will now be solved. At a measurement the 
system state is modified by use of an impulsive control matrix V , i.e., 

S   S   S xd 
(A-37) 

The filter update equation at the time of control application is given by 

tj* - (I + VF)*£ (A-38) 

where 

*tm*d + Kd(y - v? (A-39) 

and ST.  represents it.  at the time t- after the impulsive control has been 

applied. Thus, at a measurement and after an impulsive control update 

ed - Txs - 51 

- ^l + 's^ " (I " VlÄd + Kd(HSXS + VS " W] 

- ^S + ^S^d + Kd(HSXS + VS " W] '  (I + VF> [*~i + Kd 

' <Hsxs + vs-«FV
1 

- * + TWs "  (I + VF)KdHsJXS + IT7S " TVSKdHF "  (I + V 

+ (I + VKdHF^d + [TVSKd " (I + VKdlvS 

- l-T7s + T7SK,HF +  (I + VF) -  (I + VF)KdHFl(Tx; - ^) 

+ [TVgKjHg -   (I + ^F)KdHs + T7ST - TV^HpT - 7^ + (I 

+ VKdHFTlxS +  [T7SKd "   (I + VF)KdlvS 

- [TVgKjHp - TVg +  (I + 7F)  -  (I + VKdHF]ed 
+  lT7SKd(HS (A"A0) 

- HyT) + (I + VF)(KdHFT - KdHs) + T7ST - 7FT]Xg +  [17^ 

- » + VKdlvs 
" Vd + n2XS + n3VS 
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where the definitions of the n 's are obvious. 

The equation for the bias will now be derived.    The conditional expectation 
of e"t nay be taken.    This yields 

a 

E{e*|Yk}    -«^{e'lY11}    + ^E{xs|Y
k} 

V{ed|Yk}    +.2^ 
(A-41) 

where SL Is the optimal estimate of the state x« given the measurement 

sequence Y but prior to any impulsive control action. Now, 

E{ed|Y
k} - E{TXg - ^|Yk} 

- TiJ - E{E{xd|Y
k " 1}|Yk} (A-42) 

■*s-ftd 

Since 

«5 - ^ + Ks(y - H^) (A-A3) 

Then one may rewrite equation (A-42) as 

B{e-|Yk}-TI^ + KsHse; + ISjVsl-t- 

- Ti" - It" + TKsHse; + Tl^Vg 
(A-44) 

where 

eS - XS " *S 

By definition 
-i..k - 1, - E{Tx: - k'\YK " 1} 

(A-45) 

(A-46) 

«S - ^ 

Thus, 
-i..k E{e-|YK} - ej + TK^l + TKgVg (A-47) 

This may be used to rewrite equation (A-45) as 

^ " Vd + VSVs + "i^s's + n2*S 

" Vd + VWs + "l^S^ + Vs + B2Vs + n2KSHSeS (A-48) 
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Vd + ^l^S + B2KSHS)eS + ^S + ^^S + ,"2KS)VS 

Now by definition 

6ed " ed " ed 

Ved + (a2 ' »l^S " n2KSHS>eS + (n,3 " »l^S 

- Ws 

(A-A9) 

where e. satisfies the equation 

es - (I' hhul - Vs 
One may define the augmented state 

"«ef 

(A-50) 

(A-51) 

This yields the state equation 

where 

and 

1        -^ 

All A12 h 
■ 25 + 

0 A22 h 

-Ar" + Bvs 

Ail -"l 

A12 - (m2 - ^TKgHg - m2KsHs) 

A22 " (I - KSHS) 

B1 - m3 - B^TKg - «2KS 

B2  -^S 

The second moment of z. may be written as 
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(A-53) 

where 

P     - 
Z5 

'12 

'21 

The component equations may be written as 

Vt " AllVllT + WlKl + AllVl2A12 + A12VSA12   + hW 
+ -        T -      T T 

V12 " ^^12^2   + A12VSA22   + B1RSB2 

VS ' ^22^2   + hW 

(A-54) 

(A-55) 

(A-56) 

where V Is the desired true variance and V- Is the optimal filter variance, 
e o 

The variance between measurements propagates according to equations (A-34), 
(A-35) and (A-36). 

In order to derive the equation for the second moment across a measure- 
ment one may consider the following augmented state 

+ 

The equation for e. Is given by (A-40). In order to derive the equation for 

X- In terms of x- and e. consider equations (A-37) and (An39). They may be 

used .as follows 

XS " XS + Vd 

- «s + 7sl5td + Kd(Hsxs + vs - W1 

- (I + VsKdHs)x- + (7S - VsKdHF)*-    + VsKdvs 

- ^S^ " 7S)(TXS " Q + (I + VSKdHS ' VdV + V)XS + 7sKdvs 

" (ySKdHF " 7S)eS + <I + 7SKdHS " 7SKdHFT + 7ST)XS + 7SKdVS 

Thus, 
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(7SKdHF "  7S'   (I +  7SKdHS 7SKdHFT +  VST) 

Vd 

The second moment equations may be easily found as 

-T T P    ■ m-J? m, 
3 1   w   x .m, ■*■ üi,?, ^   ! miP72m2 + ni2Psm2 + "^^"s (A-57) 

12 m,p-_,(I + V**   - VcK.HpT + V T)    + m.Pld + VRV H 
S d S        S d F 2 5' S d S 

- VSKdV + 7ST)T + nlPi(7SKdHF " 7S)T + m2P12(7SKdHF 

" 7S)T + B3RS(7SKd)T 

PS    " (7SKdHF " 7S)Pe(7SKdHF " 7S)T + (7SKdHF " 7S)P12<1 

+ Ws " 7SKdHFT + 7ST)T + (I + 7SKdHS " 7SKdHFT 

+ VST)P^ (7sKdHF - VS)T + (I + VsKdHs - VgK^T + ^DP^I 

+ 7SKdHS * 7SKdHFT + 7ST)T + 7SKdRS(VSKd)T 

(A-58) 

(A-59) 

The second moment between measurements propagates according to equations 
(54), (55), and (56) by setting K - K = 0. The bias may be calculated 
as before. 
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1 

SEQUENTIAL ESTIMATION OF RANDOM THRUST ERRORS 

FOR SOLAR ELECTRIC PROPULSION SPACECRAFT 

by 
Major Thomas J. Ell er 

•Department of Astronautics and Computer Sclence- 

USAF Academy, Colorado 

ABSTRACT 

Adaptability of Dynamic Model Compensation (DMC) alqorlthms for compensat- 

ing for the effects of dynamical model errors due to random anomalies In the 

contlnuous-low-thrust propulsion system of a spacecraft on a 152-day trajectory 

from Earth to the asteroid Eros Is Investigated through digital stochastic 

simulation. Onboard star tracker and Earth-based range-rate observations are 

used In an extended sequential filter to estimate state and acceleration 

vectors. Limiting accuracies obtainable using four Gauss-Markov-process 

error models are determined. 

The views expressed herein are those of the author 

and do not necessarily reflect the views of the 

United States Air Force or the Department of Defense. 
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INTRODUCTION 

Filtering techniques have been used with good results for determining 

the orbits of near-earth, lunar, and ballistic interplanetary spar-:raft, 

both in simulations and in actual operations. Because of the  .emely 

long distances involved, high quality sensors and sophisticated computations 

are required for the orbit determination of interplanetary spacecraft. For 

continuously thrusting solar-electric propulsion (SEP) spacecraft, errors 

due to unmodeled forces in the thrust present a fundamental limitation on 

the navigation accuracy. These random, unmodeled variations in the thrust-- 

which represent the dominant source of error—are three orders of magnitude 

larger than the other purturbations that also affect ballistic spacecraft. 

In 1970 Rourke and Jordan concluded that conventional least-squares filter- 

ing methods were not adequate for SEP missions.  In 1973 McDannell concluded 

that because of the large errors, even the idealized sequential filter is 

unsatisfactory. 

Since the thrust is applied continuously, even small anomalies will 

eventually cause significant estimation errors. The effect of these errors 

as weil as those due to linearization assumptions can be compensated to some 

extent by using the extended form of a sequential filter. Filter divergence 

due to model errors can be delayed by the addition of a state noise co- 

variance matrix to the equation used to propagate ♦'he state frror covariance 
matrix. One particular approach to compensating for errors in the mathe- 

matical model was Introduced to statistical orbit determination by Ingram 

and Tapley (1971) and is now known as Dynamic Model Comoensation (DMC). 

DMC consists of assuming that the dynamical model is a linear combination 

of the known (modeled) and unknown (error) dynamics and is modeled in two parts; 

1. The model for the known dynamics is intended to be the best available 

mathematical representation of the physical process involved—subject to 

comoutational reallzability and efficiency considerations. 

2. The model for the unknown dynamics is made by loosely specifyinq 

a model whose form and parameters are then estimated along with the system 

state. This model Is not Intended to mathematically emulate complicated 
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physical processes In the same manner as they may be suspscted to occur, 

but to merely produce a similar effect using a simple form that changes 

under the influence of a priori observation residuals, hence the name 

Dynamic Model Compensation. The concepts of modeling, filtering, errors, 

and error compensation are shown In Figure 1. 

PROBLEM STATEMENT 

The dynamical system considered Is a solar electric spacecraft assumed 

to be Influenced by random errors in the thrust. A 152-day mission from 

heliocentric Injection at the Earth's sphere of Influence to a fly-by of 

the asteroid Eros at 1.45 AD Is simulated. The projection of the design 

trajectory on the eccllptlc plane Is shown as a solid line labeled LOW THRUST 

In Figure 2. The dotted trajectory Is the elliptical path of a non-thrusting 

(BALLISTIC) vehicle with the same Initial conditions. This trajectory Is 

shown as a basis for comparison with the powered trajectory. Also shown are 

astronomical symbols to identify the orbits of Earth, Mars, and Eros. 

If the only gravitational force considered Is due to the Sun, the 

equations of motion for the point mass vehicle are: 

r ■ v 
(1) 

M 
r + T 

where, as shown In Figure 3, r Is a 3-vector of heliocentric position components, 
•   *   • 

X, Y, Z; v Is a 3-vector of heliocentric velocity components X, Y, Z; |r| Is 

the magnitude of r; p Is the gravitational parameter of the sun; ana T Is the 

thrust c oeleratlon produced by the solar electric engine. The thrust contains 

errors due to beam voltage and current variations, grid warpage, deadband 

control errors, etc. The Iiellocentrlc components of T are related to the 

vehicle centered, orbit frame components by 

T = 
Tx 

COStp -sin* 0 

K s sln^ cos* 0 

LTZJ Lo f) 1 

"Txl    |Tx 
Ty  = R Ty 

LTZJ   IT I 
(2) 

where * Is the heliocentric orientation angle as shown In Figure 3. The two 

reference frames are oriented such that the Z and z axes are parallel. The X 
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and x axes form the angle *, with cos* =X/(X2 + Y2)15, and sin* » Y/(X2 + Y2)55. 

Thus the x axis of the vehicle frame 1s always along the eccllptlc plane pro- 

jection of the heliocentric position vector of the spacecraft. 

The true thrust acceleration, T, can be resolved conveniently Into Its 
orbital frame components In terms of Its magnitude a, and the clock and cone 

angles e and y as shown In Figure 3.   Thus. 

(3) 
N slny cosel 

v ■ a cosy 

LTzJ slny slnej 

a = a   + 6a (4) 

where a   1s the magnitude of the design thrust acceleration and fia Is Its 

associated error.    It Is seen from Equation (3) that If y and 6a are zero, 

the true thrust Is the same as the design thrust. 
The acceleration error magnitude Is simulated using 

6a ■ 6aÄs1n(üt + ua (5) o a 

where 6aÄ and u are constants and u. Is a random variable with the statistics o a 

E[ua] = 0. E[u2] - o2 (6) 

The relationship between successive instantaneous values of the pointing 
angles Y and e are assumed to be characterized by both time correlated and 
purely random aspects. 

Two types of observations are used in the orbit determination process. 

These are range-rate, measured by radar from the Earth, and the angle 
formed by the llnes-of-slght from the vehicle to the Earth and to a specified 
navigation star. 

FILTER ALGORITHM 

The sequential linear filter has been applied to nonlinear problems by 

linearizing about a fixed reference solution.    In this form, large Initial 

estimation errors propagate through time and. If the state deviations become 
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large, violating our linearity assumptions, we soon have filter dive- ence. 
A technique Intended to reduce these adverse effects consists of ..nltlallz- 
Ing the reference trajectory after processing each set of observations. This 
rellnearlzatlon about the most current best estimate of the state Is the 
basis of the formulation used here known as the Extended Sequential Filter 
(see Jazwlnskl, 1970, p. 272).4 

ERROR COMPENSATION MODELS 
The dynamical model used for the estimation process Is essentially the 

same as Equation 1, except that we assume that the thrust acceleration can 
be separated Into modeled and error components (see the discussion of DMC). 
Thus 

T = T* + m(t) (7) 

where m(t) Is a 3-vector of unknown thrust acceleration error components. 
This vector, tn(t). Is referred to as the unmodeled acceleration since It 
represents all accelerations not accounted for In the mathematical model used 
to describe the motion of the low thrust vehicle. 

The error«; m(t) are approximated by Re(t), where R Is the coordinate 
transformation matrix and e(t) satisfies one of several possible first-order 
or second-order differential equations. The elements of e(t) are the three 
orthogonal components of the acceleration error In the orbital reference frame. 
The values of t(t) and any unknown parameters In the differential equations 
which describe e(t) are part of the state vector and are estimated simultaneously 
with the position and velocity components. Four models are used as approxima- 
tions to m(t) as described below. 

The filter dynamical model 1s expressed mathematically as 

r = v 

m r" + T* + Re 
(8) 

where r and v are the heliocentric position and velocity, respectively, v  is 
the gravitational parameter for the Sun, 
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0 COSij/ -s1ni|/ 0 

a* . R- s1ni|) COSip 0 

0 0 0 1 
»e - 

L Z J 

(9) 

where * Is the heliocentric orientation angle (see Section 2.1), and e Is 

governed by one of the following differential equations: 

Model 0. Q-matrlx compensation for process noise 

e s u (10) 

where u Is a random vector with statistics given by Equation 12 and the 

state vector Is X   ■ [r   v ].   This model Is based on the assumption that 

the thrust errors are purely random process noise; thus, an arbitrary constant 

state noise covarlance matrix Is used to maintain a positive definite state 

error covarlance. 

Model 1A.   A first-order Gauss-Markov process 

e = UE 

where u  Is a random 3-vector with a priori statistics 

E[u] E[u(t)u(T)] = q(t)«(t-r) 

(ID 

(12) 

The state vector Is XT = [rT vT eT]. 

Model IB.   A first-order Gauss-Markov process 

e = -ae + U 
E 

a = u 
(13) 

where a is a diagonal matrix and u and u are random with the same generic 

expression for their statistics as Equation 12 above. The state vector Is 

A » [r V e a ]. 

Model 2A.   A second-order Gauss-Markov process 

e  =  n 

n = u_ 
(14) 

where u Is random with statistics given by Equation 12. The state vector 

Is XT -V1 vT J nT]. 
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Model 2B.   A second-order Gauss-Markov process (undamped harmonic 

oscillator) 
E = n 

n r -(3e + u (15) 

(3  =  U, 

where ß is a diagonal matrix and u and u0 are random statistics given by n    p 

Equation 12. The state vector is X = rrT v e n ß ]. 

In each of the models abo^ e, for each equation that is driven by random 

noise, an arbitrary noise «covariance sub-matrix q is added to the correspond- 

ing differential equation governing the state error covariance. The ful1 

state noise co-variance matrix is symbolized by Q, 

A characterization of the solution of each of these models as an approxi- 

mation to time correlated and random thrust errors is shown in Figure 4, 

These characterizations are as follows: 

Model 1A - horizontal straight line 

Model IB - exponential curve 

Model 2A - non-zero slope straight line 

Model 28 - sinusoidal curve 

Since the values of the acceleration as well as those of the parameters in the 

equations are reset by the extended sequential filter after each observation 

is processed, the particular solution is valid only until the next observation 

epoch, when it may change again. 

SIMULATION 

Figure 5 is a conceptual flow diagram of the computation. The right side 

of the figure, labeled Simulation, is the real-world for this study. It 

represents the Sun, the spacecraft, the observation stations moving with the 

Earth, all hardware associated with spacecraft navigation and tracking, and 

all errors that arise outside the Estimator. All of this knowledge enters 

the Estimator at one point—as Observed Observations—which is the Estimator's 

only contact with the world, whether it be an actual or simulated world. 

As presented above, the true thrust as simulated for this investigation 

may be expressed in the vehicle reference frame as 
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« (a* + fia sin ut + ua) 

"sin Y cos o" 

cos 

sin Y sin e 

(16) 

In simulating the thrust acceleration error, the Instantaneous values of the 

pointing angles, Y and 9, are assumed to be related as shown in Figure 3. 

During the simulation, random numbers are Introduced into a, e, Y. S, and 4 

as described In Reference 5.   A separate random number generator Is used for 

each random distribution specified In the problem.   Typical thrust error 

simulation Is Illustrated by Figure 6. 

As an Indication of the nature of the thrust error components produced 

by the simulation, a series of rough approximations can be made that results 

in the following representation of the type of unknown errors that must be 

approximated by the e(t) of Equation 8. 

ex = (0.35 + .02s1n .6t + .002s1n 144t) /17j 

(.02s1n 6t + .OOlsIn i44t)(cos 3t + .OOlsln 144t) 

RESULTS 

References 6 and 7 give results for this problem where only the magnitude 

of the thrust error Is estimated. The simulations discussed here Include 

estimates of all three components of the thrust error. 

Each figure below shows the error norm and the square root of the trace 

of the appropriate portion of the state error covarlance matrix for 160 days 

of simulation using three tracking stations with an observation interval of 

50 minutes. Model 0 uses only a state noise covarlance matrix, Q, to 

compensate for modeling errors. Figure 7 shows the results of a 35-day run 

of Model 0 with a bad choice of values for the state noise covarlance matrix. 

Figure 8 shows the results of a 160-day run of the same case, but with an 

Improved Q matrix. Note that the Position estimate is Improved significantly 

and, for the latter case, that the error is bounded by the covarlance. 

Figure 9 shows the results for Model 2B. Note the improvement in the velocity 

estimate. Figure 10 shows the simulated and estimated thrust errors. Note 

that for the y component (along the nominal thrust direction) the estimate 

can hardly be distinguished from the actual thrust. Table 1 compares the 
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Figure 6      Simulated Acceleration Errors in x-z Plane for 35 Days 

(10"14 m/sec2) 
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POSITION ERROR.   COV 

lb.00 1^.00     z'o.oo      zb.oo      m.m 
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VELOCITY  ERROR..   COV 

ib.oo      ik-oo      z'o.oo      zfc.oo      äT.oo      sb.oo 
TiriE DRYS 

10,00 

Figure 7   Model 0, Not Well Turned 
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Fiqure 8   Model 0, Well Tuned 
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Figure 9   Position and Velocity,   Model 2B 
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THRUST   HCCEL.   X   TRUE 

0.00 

THRUST   RCCEL   Y   TRU.N 

10.00 

THRUST   HCCtL   Z     TRUE 

>0 00 

Figure 10   Simulated and Estimated Thrust Errors, Model 2B 
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POSITION ERROR (km)  VELOCITY ERROR (m/sec)  THRUST ERROR (m/sec2) x 10b 

MODEL  Average    Peak      Average x     y     z 

0 116.98 450 1.009 

1A 123.70 680 1.123 

IB 148.01 700 1.600 

2A 173.09 1600 2.458 

2.571   6.974   4.141 

7.239   11.92   12.23 

11,57   24.92   26.30 

28 86.17 400 0.613 2.247       1.183        3.653 

TABLE 1. Filter Performance Data 
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performance of the various models.   Clearly, for the particular runs shown. 

Model 2B was the best.   However, just as Indicated for Model 0 above, a 

better choice of Q matrix might significantly Improve the results for the 

other models.   For a detailed analysis of these and other results, see 

reference 5. 

CONCLUSIONS 

For the continuous low-thrust navigation problem considered in this 

investigation It has been found that If sufficient data Is available to 

allow the estimation of the additional quantities In the enlarged state vector, 

then the use of DMC Sauss-Markov models Is superior to Q-matrlx compensation 

for the purpose of estimating the vehicle state, and yields an estimate of 

the accelerations acting on the space vehicle as well. 

Furthermore, the second-order model, an undamped harmonic oscillator, 

gives the best results.    However, It Is apparent that poor choices for the 
state noise  covarlance matrices can result In larger estimation errors than 

the differences In estimation accuracy between the models tested. 
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SYSTEM-LEVEL IMU CALIBRATION 

Richard A. Kitzerow 

Air Force Avionics Laboratory 
Analysis and Evaluation Branch AFAL/NVE-3 
Wright-Patterson Air Force Base, Ohio h3h3i 

Abstract 

The United States Air Force Avionics 
Laboratory at Wright-Patterson Air 
Force Base, Ohio, Is presently conduct- 
ing inhouse advanced and exploratory 
development in the area of system-level 
inertial measurement unit (IMU)  cali- 
bration techniques. 

This paper describes an optimal filter 
IMU error analysis methodology developed 
for simultaneous fault detection, fault 
isolation, calibration and alignment 
utilizing only system-level IMU velocity 
and gimbal synchro angle measurements. 
The analysis methodology is applicable 
to gimballed and strapdovn IMUs in 
either a fixed or perturbed base 
environment.    IMU error parameter 
estimation can be accomplished either 
on-line in real time or off-line using 
recorded IMU outputs. 

Simulation results obtained from a 
CDC-6600 computer simulation of a 57 
state Kaiman filter calibrating a 
gimballed KT-70 IMU indicate that the 
technique is conceptually more compre- 
hensive, accurate, and will require 
less IMU specialized test equipment 
and test time than conventional cali- 
bration methods.    Due to the conceptual 
advantages and the minimal specialized 
AGE requirements, the technique appears 
to be a likely candidate for inter- 
mediate and depot level IMU maintenance 
and calibration. 

I. INTRODUCTION 

Current IMU fault detection, fault 
Isolation and calibration methods 
employ costly specialized AGE and either 
component or system-level tests to 
calibrate only a fraction of the signif- 
icant IMU error sources.    The costs of 

the time consuming testing, specialized 
test equipment and other maintenance 
function items presently constitute the 
major portion of IMU cost-of-ownership. 
The excessive test time and AGE require- 
ments of the current methods also 
prohibit the AFAL/NVE-3, and other 
organizations involved in Inertial 
navigation software development and 
validation, from accurately establishing 
IMU status immediately prior to conduct- 
ing a software validation test. 

Recognizing the need to reduce weapon 
system avionics cost-of-ownership and 
to enhance it's software validation 
capability, AFAL/NVE-3 initiated in 
July 1973 an inhouse exploratory develop- 
ment program to develop a generalized 
IMU check-out, calibration and alignment 
methodology.    Another objective of the 
program is to reduce IMU cost-of- 
ownership by simplifying flight-line, 
intermediate and depot level IMU check- 
out and calibration while reducing the 
associated specialized AGE requirements. 

Methodology versatility objectives 
include on-line and off-line data 
reduction, gimballed and strapdown IMU 
mechanizations and fixed and perturbed 
base applications.    Performance goals 
are to provide a comprehensive calibration, 
maximum accuracy and to minimize IMU 
test time.    It is desirable to estimate 
each significant IMU error source to an 
accuracy such that the navigational 
accuracy achievable with the IMU would 
be limited only by uncompensatable 
random disturbances.    Ground rules are 
that the IMU not be disassembled, only 
easily accessible system-level IMU 
measurements be used,  and that the 
solution be inplementable on a general 
purpose digital computer. 
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ii. Calibration Methodology 

The performance and versatility goals 
dictate that the methodology be based 
on only the essential functions an IMU 
performs.    These functions are realiza- 
tion of a reference platform coordinate 
frame and measurement of the instantan- 
eous specific force vector.    Noting that 
fault detection, fault isolation, 
calibration and alignment are error 
estimation processes, the IMU error 
analysis methodology formulated can be 
understood with the following rationale. 
If the orientation of the platform of 
an error free IMU was initially exactly 
known with respect to the physical 
earth rate and gravity vectors, then 
both the orientation of the platform 
with respect to these vectors and the 
platform coordlnatized specific force 
vector could be deterministically 
calculated as a function of time.    Any 
deviations between the ideal time 
dependent platform orientation and 
accelerometer outputs and those of a 
real IMU must be caused by either IMU 

error sources or an initial platform 
misalignment.    This  fact is true 
regardless of initial platform orienta- 
tion and can be employed for the 
derivation of system-level IMU error 
equations relating measurable IMU 
performance parameters to IMU and 
platform misalignment angle error 
quantities. 

Application of the generalized methodol- 
ogy to a fixed-base gimballed IMU can be 
illustrated with the IMU line schematic 
of Figure 1.    The fundamental function 
of the gyros, gimbals and servo feed- 
back control system is to maintain a 
reference platform coordinate frame 
relative to an inertial frame.    If the 
gyro triad of an ideal IMU were commanded 
to precess in equality with the earth's 
angular rotation vector, then the 
angular velocity of the platform with 
respect to an earth fixed reference frame 
would be identically zero.    This ideal 
IMU performance would result in a fixed 
angular orientation of the gimbals 
relative to each other and constant 

ACCKLEROMTTERS 

FIGURE  (1)     GIMBALLED IMU LINE SCHEMATIC 
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system-level synchro glmbal angle and 
accelerometer measurement outputs.    The 
exact angular orientation of the plat- 
form frame with respect to the earth 
rate and gravity vectors must he known 
for a priori computation of the required 
gyro precession rate torquing magnitudes. 
In the real world, inexact initial 
platform attitude information and IMU 
error sources preclude the above ideal 
IMU performance.    Synchro gimbal angle 
and accelerometer measurements exhibit 
a time dependency. 

III.      Error Equation Development 

The essential task involved in develop- 
ing the error equations is the deriva- 
tion of expressions relating system- 
level IMU synchro gimbal angle and 
velocity measurements to IMU and plat- 
form-to-navigation frame misalignment 
angle error quantities.    A prerequisite 
for the derive-ion is an IMU error 
model explicitly containing each IMU 
error source's functional dependency. 
To achieve the stated performance goals» 
the error model must contain all IMU 
error sources that are significant 
relative to the gyro and accelerometer 
inertial instrument random disturbances. 

A Kearfott KT-TO gimballed IMU was 
chosen for the methodology application 
largely because it is utilized in the 
AFAL/NVE-U Mobile Evaluation Laboratory 
as part of the reference navigation 
system and requires periodic status 
validation and calibration.    Reference 
(l)  contains a suitable error model for 
the IMU. 

Expressions for the time rates of 
change of the IMU gimbal angles cam be 
derived by noting that the gimbals 
rotate in such a manner as to isolate 
the platform from the IMU case angular 
velocity.    The angular velocity vector 
of the platform frame relative to an 
inertial frame coordinatized In plat- 
form frame coordinates is given as: 

I.P 

C    is a nonorthogonal error transforma- 

tion matrix to account for the physical 
misalignments of the gyro input axes 
from the platform reference frame. 

i    ^^ -6xz ** 

6y. 
1 yx 

[> 8« 1 

vJf     is the angular velocity vector of 
Itg 

the gyro frame relative to an Inertial 
frame coordinatized in gyro frame 
coordinates. 

ft-      is composed of two basic vectors. 

The first represents the angular velocity 
at which the gyros are commanded to 
precess relative to inertial space tL „. 

The second represents gyro frame angular 
velocity relative to inertial space due 
to all gyro Imperfections and is commonly 
referred to as gyro drift ft_     . 

I.g I,C        I,D 

To maintain the gyro frame stabilized at 
approximately a constant attitude with 
respect to the navigation frame, it is 
necessary to torque the gyros correspond- 
ing to the best a priori information of 
the coordlnatlzatlon of the earth rate 
vector in the gyro frame. 

ft« 
l.C Vm '  «&?,N 

[K_] is a 3 * 3 diagonal matrix of the 

loaded gyro scale factors.    The true 
gyro scale factors  [Kj_] differ from 

the loaded ones by an error  [AK_].    ffl? 

is a 3 state vector of the gyro torquing 
pulse repetition frequencies.    ÖÜ .. is 

the angular velocity vector of the 
navigation frame relative to inertial 
space coordinatized in the navigation 
freune. 
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WI,N 

ilC{L) 

0 

QS(L) 

Ü is the magnitude of the earth rate 
vector. L is the latitude. cKG 

is the IMU case to roll (outer) 
gimbal frame coordinate transformation 
matrix. 

CASE 

1 

0 

0 

c(ex) s(ex) 

-s(ex) c(ex) 

C^g is the roll global to pitch (middle) 

gimbal frame coordinate transformation 
matrix. 

C™ 

c(ey) 

s(ey) 

o 

i 

0 

.s(ey) 

c(e ) 
y 

CpG is the pitch gimbal to azimuth 
(Inner)  gimbal or platform frame 
coordinate transformation matrix. 

c(ez) s(ez) 0 

^a - .s(ez) c(ez) 0 

0 0 1 

6 , 6   and 6    are the nominal synchro 

gimbal angle readings which are obtained 
by subsequent rotations about the roll, 
pitch and azimuth gimbal axes. 

The gyro drift vector is an error 
quantity composed of all gyro error 
sources relative to and including the 
random disturbances. 

I,D WB      WA      WM      ''O      WRL      WRS 

ff_ is the constant gyro bias drift vector, 

ff. is the platform-to-case attitude 

M dependent gyro bias drift vector,    ft 

is the gyro mass unbalance drift Vector: 

"«Sx 0        "ix 

0 ~%      \ 

0 '"iz     »Sz 

M n 
ML  , hL    and NU   are the gyro spin axes 

mass unbalance coefficients.    M.  , H. 

and M_    are the gyro input axes mass 

unbalance coefficients,    f8 is the 

specific force coordinatlzed in the 
gyro frame: 

CASE CN       is an orthogonal small angle 

navigation to IMU case frame coordinate 
transformation matrix. 

„CASE 

1 

-n. 

-n.. 

-\ 

0 

0 

-g 

g is the magnitude of the earth's 
gravity vector.   ^«1° the gyro 

anisoelastic drift vector: 

K0X • 1y sz 

"o - Koy- sx • ^ 

K0z • 
f« 
SX ■ i. 
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^x» K0y and K0z are the eyro 

anlsoelastic coefficients.    9-. is the 
nL 

long correlation time exponentially 
correlated gyro random drift vector. 
W-g is the short correlation time 

exponentially correlated gyro random 
drift vector. 

wR(t) -V" + a f B( 
t) 

T is the correlation time,    a is the 
standard deviation.    N(t) is unity 
variance white noise. 

The above equations for the IMU error 
sources, IMU case-to-navigation frame 
misalignment angles and gyro frame 
commanded angular velocity permit 
calculation of the angular velocity 
of the platform frame relative to an 
inertial frame.    The IMU gimbals 
and servo-control mechanism function 
such that this angular velocity is 
isolated from that pf the IMU case. 
For the fixed base situation, IMU 
case angular velocity is simply that 
of the rotating earth.    To achieve 
this isolation, the gimbals must 
rotate relative to one another in a 
manner dictated by the following 
equation: 

I,P PG.P ''PG1 RG,PG        RGV  CASE.RG 

-RG    „CASEnN    v, 
^CASE^N    

wi,rJ 

XASE RG ^8 tlle an8ular velocity vector 
of the roll gimbal frame relative to 
the IMU case coordinatized in the roll 
gimbal frame.       r * 

nRG 
CASE.RG 

g* 

fll„ __ is the angtilar velocity vector 
nvj,ru 

of the pitch gimbal fr»uie relative to 
the roll gimbal frame coordinatized in 
the pitch gimbal frame. 

£: RG.PG Or 

VT,- _ is the angular velocity vector 

of the platform frame relative to the 
pitch gimbal frame coordinatized in 
the platform frame. 

if 
PG.P 

0 

0 

e 

g* 

are the time rates of 

gimbal angles. mä  C^G are 

, 6  and 6 
gx' gy    gz 

change of the roll« pitch and azimuth 
pRG   pPG 
CASE* RG 

the three roll, pitch and azimuth 
gimbal frame coordinate transformation 
matrices as defined previously except 
the trigonometric function arguments 
are now the 6 __, 9_. and 8__ gimbal 

angles. 
gx' gy gz 

The roll, pitch and azimuth synchros 
provide a measurement of the correspond- 
ing gimbal angles. The absolute 
accuracy of the KT-70 IMU synchro 
devices is 6 arc minutes. However, for 
sufficiently small deviations about any 
nominal gimbal angle, the synchros are 
capable of 3  arc.second precision. To 
fully utilize the synchro angle 
measurement information, each gimbal 
angle is subdivided into three 
components: 

eg(t) 0 ♦ A0 + de(t) 

6 (t) is the total time varing gimbal 
g 

angle. 6 represents the nominal synchro 
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gimb^ angle used in orientating the 
platform relative to the IMU case 
(considered fixed after initial platform 
orientation).    A0 represents a 6 arc 
minute bias angular error incurred 
between 6 and the actual gimbal orienta- 
tion due to synchro measurement accuracy 
limitations.    d9(t)  represents the 
differential time varying gimbal angle 
component measurable to 5 arc second 
accuracy by utilizing the inherent 
precision of the synchros. 

The foregoing system of equations can be 
manipulated to yield non-linear stochas- 
tic differential equations which relate 
IMU error sources and platform-to-naviga- 
tion frame misalignment angles to system- 
level synchro gimbal angle measurable 
quantities.    The non-linear nature of the 
equations preclude a rigorous solution 
and for this reason a first order 
linearization of the equations Is 
assumed to be an accurate approximation. 
This is a major assumption and will be 
Justified in the sequel.    The manipula- 
tion and linearization of the system of 
equations by the use of partial deriva- 
tives is beyond the scope of this paper. 
The simplified linear stochastic 
differential equation that results from 
this process is given below for the 
differential azimuth gimbal angle. 
Similar equations result for the roll 
and pitch differential gimbal angles. 

dez = -T(9y)c(ez)[wBx+wAx+wRSx+wRLx] 

+T(9y)s(ez)[wB/wAy+wRSy+wRLy] 

+^z+WAz+WRSz+WRLz]+ezMSz-Vlz 

+T(ey)c(ez)[gxMSx-gzMIx] 

+T(ey)s(Gz)[.gyVgzMIy] 

-T(ey)c(ez)6ygzK0x+gxgyK0z 

+T(ey)s(0z)gxgzKOy-T(ey)c(ez)PRFxAKFx 

+T(e  )S{e )PRF AK   +PRF AIC, 
y       z'     y   Ty       z   Ft 

+T(e )c(e )[w_ 6  -w_ g   ] y       z'1 Cy xz   Cz xy 

+T(e )s(e )[w_ ß  -w„ ß   ] 
y       z     Cx yz   Cz yxJ 

-W_ ß    +W- ß 
Cx zy    Cy zx 

+wIN[s(ex)/c(ey)Hs(L)nx-c(L)nz] 

+w   [c(e )/c(e )H-c(L)n+s(L)(Aev+de )] 

-{[c(ez)wCx-s(e2)wCy]/c2(ey) 

-wINT(ey)c(ex)s(L)/c(ey)}[A0y+dey] 

+T(ev)[s(e )w_+c(ejw. ][Ae+de 1 y z    ux       z    cy        z      z 

S(«), C{«) and TM represent the 
trigonometric sine, cosine and tangent 
functions. 

gv = g[c(ev)s(ev)c{e )-s(ev)s(e )] 
A A Jr Z X Z 

«y 
• -g[c(ejs(e )s(6 )+s(0 )c(e )] x       y 

gz = -gc(9x)c(ey) 

wCx = n{c(L)c(9z)c(9y) 

-S(L)[C(9JS(9v)C(9v)-S(9  )S(0v)]} 
Z jT X Z A 

W^ = n{-C(L)S(9z)C(0y)+S(L)[S(9z)S(ey) 

c{ex)+c(02)s{9x)]} 

WCz = fi[C{L)S(0y)+S(L)C(9  )C(9x)] 

Derivation of the equations relating 
system-level IMU velocity measurements 
to IMU error sources and platform-to- 
navigation frame misalignment angles 
follows directly from the specific 
force equation coordinatized in the 
accelerometer frame.    The navigation 
frame is considered fixed to the earth. 
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IL is the position vector from the 
navigation frame origin to the acceler- 
ometer test mass. p„ is the derivative 

with respect to time taken relative to 
the navigation frame. 

For the fixed hase situation being 
considered, the last two terms on the 
right hand side of this equation 
represent tangential, centripital and 
eoriolis acceleration specific force 
components produced by a finite 
accelerometer test mass displacement 
from the origin of the accelerometer 
frame and both an angular acceleration 
and velocity of this frame relative to 
the earth fixed navigation frame. 
These components can, however, be 
shown to be insignificant relative to 
the inertial instrument random 
disturbances for the KT-TO IMU. Under 
these conditions, the accelerometers 
provide a measure of the earth's 
gravity vector coordinatlzed in the 
accelerometer frame. 

rCASE-N 
"P^PG^RG^CASE H  g 

Cp la the platform-to-accelerometer 

frame non-orthogonal transformation 
matrix to account for physical mis- 
alignments of the accelerometer 
sensitive axes from the platform axes, 

4- -Y, yz 

*y 

xz 

1 

Yzx 

•xy 

Y yx 

1 

In addition to Ideally providing a 
measure of specific force, the acceler- 
ometer outputs are corrupted by bias 
and random noise errors.    For the KT-70 
IMU, the accelerometer output signals 
are Integrated in capacltive reset 
integrators which index velocity 
registers with delta velocity pulses. 
The accumulated velocity pulses are 
subsequently multiplied by computer 

loaded sc(^.e factors to obtain total 
velocity in the appropriate units.    If 
velocity quantization effects are treated 
as errors in the system-level IMU 
velocity measurements, then the acceler- 
ometer output signals can be used to 
define an artificial time derivative 
velocity vector modeled as follows: 

* - KX ♦ W 
[Kj is a 3*3 diagonal matrix of the 

loaded accelerometer scale factors. 
Ihe true scale factors [K._] differ 

from the loaded ones by an error [AK. ]. 

JL is the accelerometer bias vector. 

a- is the exponentally correlated 

accelerometer random noise vector. 

ipU) - "*R(t) * tf||B{t 

In contrast to the gimbal angles time 
rates of change, the accelerometer 
outputs do not have an error free value 
of zero.    A zero mean accelerometer 
error vector equation can, however, be 
defined as follows: 

av • v - CpQCjyjC^jjg 

All terms cure as previously defined 
with the gimbal frame coordinate 
transformations being computed as 
functions of the initial 6 , 6    and 6_ x     y z 
synchro angle settings. 

Hie above system of equations can be 
manipulated and linearized to yield 
linear stochastic differential equations 
for the accelerometer output signals, 
nie resultant error equation for the 
x-axis accelerometer is given below 
for Illustration. 

AVV - -g[c(e )s(ev)s(e )+s(ejc(e )]n 

+g[c(e )c{ev)]n 
Z 3 J 

SOI 
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-g[s{e )c(0 )+c(e )s(e )s{e )][Ae +d6 ] 
z        x 2        y        x xx 

+gc(e )c(e )c(e )[Ae +de ] 0    z      y      x      y     y 

-g[s(e )s(e )c(e )+c(e )s(e )][Ae +de ] 
zyx zx zz 

+g[c(6z)s(ey)c(0x)-s(ez)s(ex)]&KAx 

-g[s(e2)s(ey)c{ex)+c(ez)s(ex)]Yxz 

-gc(ey)c(ex)Yxy+ABx+aRx 

IV.      Separation of IMU Error Sources 

The preceding derivation baa resulted 
in six equations relating the six IMU 
measurable quantities to roughly 
fifty error sources.    Since a set of 
six simultaneous stochastic differential 
equations cannot be solved for fifty 
unknowns, a means of functionally 
separating the error quantities had 
to be formulated.    In view of the 
stochastic nature of the equations and 
IMU measurement noise, stochastic 
estimation of the error quantities 
is the best solution possible. 

The conceptual approach to error source 
separation is the generation of new 
equations by angularly orientating the 
platform at various attitudes relative 
to the earth rate and gravity vectors. 
This approach follows directly from 
the observation that the measurable 
IMU parameters are functions of both 
the IMU error sources and the coordina- 
tization of the above vectors in the 
platform and inertial instrument 
reference frames. 

In developing this approach,  it is 
convenient to group the error 
quantities into three groups.    The 
first group consists of the time 
independent IMU error sources which are 
modeled as random biases and commonly 
denoted as calibration parameters. 
The second group consists of those 
angular misalignment errors associated 
with platform-to-navigation frame 
alignment.    The third group consists 

of the stochastic process modeling the 
inert.'.al instrument random disturbances. 

If the error sources associated with the 
second and third group are omitted and 
IMU measurement noise neglected, then, 
the set of six stochastic differential 
equations can be seen to reduce to a 
system of ordinary differential equations. 
This system of ordinary differential 
equations can be indefinitely expanded 
by positioning the platform at new 
attitudes.    A deterministic solution to 
the system of equations can be obtained 
by application of Laplace transforms 
and utilizing the initial and final 
IMU measurements for each attitude. 
Table 1 illustrates how the IMU 
calibration parameters become separable 
as a function of the cumulative number 
of attitudes utilized.    The specific 
attitudes shown were determined by a 
combination Judgement and trial-and- 
error process. 

The first order effect of introducing 
the platform-to-navigation frame 
alignment errors of the second group 
into the solution for the separation 
of the IMU calibration parameters of 
the first group can be understood with 
reference to Figure 2.    For a small 
platform-to-navigation frame misalign- 
ment, the effect is precisely the 
classical problem of separating west 
gyro drift from the west platform axis 
commanded angular velocity error due 
to the azimuth misalignment angle i. 
In order to null the angular velocity 
of an ideal  IMU platform with respect 
to the navigation frame, the gyros 
must be commanded to precess at 
exactly the magnitude of the earth rate 
vector coordinatized in the gyro frame. 
Since ^ is a zero mean random variable 
whose magnitude is not known a priori, 
the west platform axis vould not be 
commanded to precess.    For this condition, 
the angular velocity of the west plat- 
form axis with respect to the navigation 
axis  is approximately given by: 

N,P -    W. WTEC(LH 
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TABLE 1 

Separation of IMU Calibration Parameters 

Cumulative Platform Attitudes 

Hottinal Qiafcal Angle 
6 -Roll z 
e -Pitch 

9 •Arimuth 

Calibration Parameter 

*B« 
AK 

AK 

AK 

Ax 

Ay 

As 

x« 

yi 
v Tyx 

'IX 
WBx 

V 
WB. 

^x 

»•ix 

\ 

ßxx 

B 
y« 

yx 
ß.y 
ß„ 
Sx 
% 

1 1       2 1    3 1   u    1 5 1    6 1   7 
0 

0 

0 

!     " 

0 

0 

1  "^ 
0 

0 

1     IT/2 

0 

IT 

n/2 

0 

n/2 

n/2 

V/U 

n/U 

-n/1» 

0 

X 

i    x 

X 

x 
X 

X 

X 

X 

i     x 

X 

X 

X 

X 

X 

X 

X 
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X 
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x    1 
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X 

X
X

X
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Given \,he standard deviation of the 
aaimuth misalignment angle o.  and a 

perfect measurement of W        , the stand- 

ard deviation o,t of the W_    estiiiation W Dy 
error is given ap: 

0W- VlEC(L) 

This inability to separate the ves- 
platform commanded angular velocity 
error from the composite vest gyro drift 
does not permit separation of all the 
IMU calibration errors as predicted in 
Tsble 1. The error source separation 
problem can, however, be overcome by 
noting that the north and up platform 
axes do not encounter this first order 
limitation due to a different commanded 
angular velocity attitude dependency. 
The solution is to add additional plat- 
form attitudes until all IMU calibration 
parameters become separable.  It was 
found that by adding three new attitudes, 
similar to the first three in Table 1 

except with the x and y platform axes 
interchanged, the calibration parameters 
became separable. 

Consideration of IMU measurement noise 
and inertia! instrument random 
disturbances of the third group of IMU 
error sources changes the problem 
description from one of ordinary 
differential equations and a determin- 
istic solution to stochastic differen- 
tial equations requiring some form of 
stochastic estimation if optimal results 
are to be obtained. Separation of some 
of the IMU calibration parameters 
from the random disturbances will have 
to be made on the basis of time rather 
them platform attitude since it is 
the only difference in functional 
dependency exhibited. 

V.  Kaiman Filter 

Selection of the technique for 
estimating the IMU error sources was 
made in consideration of three major 
criteria, (l) The technique should be 

FIGURE (2)  PLATFORM AZIMUTH MISALIGNMENT GEOMETRY 
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optimal in the minimum variance sense. 
(2) nie technique should provide a 
statistical measure of the accuracy 
to which the IMU error sources can be 
estimated. And (3) the technique 
should provide a convenient means of 
validating the first order linearization 
and other simplifying assumptions. 
While many optimal stochastic estimation 
techniques are available, the Kaiman 
filter algorithm with it's associated 
covarlance matrix was considered to be 
the most applicable approach. Conversely, 
the formulated problem satisfies the 
linearity, a priori system dynamics and 
Gauss-Markov stochastic process modeling 
restrictions under which the Kaiman 
filter algorithm was derived. 

The specific Kaiman filter equations 
mechanized correspond to the continuous 
system-discrete measurement case and 
are given in reference 2. Due to the 
rather large dimensionality, the various 
matrices could not be pictorially 
illustrated here. Formulation of the 
developed equations in state variable 
vector and matrix notation is, however, 
a straight-forward procedure. The 
resultant 37 element state vector is 
mechanized as: 

^Bx* V* "BZ* 
AM* VAyl  "äZ* 

RSx' "pSy* WRSz, 

RLx' "RLy* VnU' 

x* Sy, i3z, 

X 

V 

w. 
w 

^x' Sy 

^x,  ly, ^z, 

^x* %* ^z* 
AKFx. AK^, AKFz, 

p » P i P • xy  xz* yx* 

yz* zx* zy 
n » n , n » x  y  z 
A6 , Ae , AG , 

x*  y* t* 
do , d9 , d6 , 

.  x*  y*  z* 

^x* ^y* ^z» 
AKAx' ^Ay« ^Az' 

(Disturbances) 

(Disturbances) 

(Measurements) 

^x* V "RZ* 

V* ^z* v* 
V* Y8X» Yzy, 

AV  , AV , AV 1 
x*      y*      z 

(Disturbances) 

(Measurements) 

The six measured states  represent 
error quantities as computed by 
subtracting the nominal values from 
the absolute system-level IMU velocity 
and synchro gimbal angle measurements. 
The great majority of the non-zero 
57 x 57 system matrix (F) elements 
are located in the F matrix rows 
corresponding to these measureraent 
states.    Specific F matrix elements 
are readily identified from the 
previous stochastic differential 
equations.    The nine   iisturbance states 
correspond to these of the inertial 
instruments.    The F matrix contains 
the negative reciprocals of the 
correlation time^ as  diagonal elements 
in the corresponding rows.    The remain- 
ing state vector elements are considered 
as IMU calibration parareters with the 
exception of the three states modeling 
IMU case-to-r-avigation frame misalign- 
ment angles.    These remaining states 
are modeled as  random biases and do 
not contribute any non-zero F matrix 
elements.    The F matrix elements are 
independent of time but do change in 
magnitude each time tha platform frame 
is re-orientated due to the nominal 
synchro angle dependency. 

The 57 x 9 system noise distribution 
matrix (G)  cc^.tainu nine ncn-zaro 
elements located in the rows correspond- 
ing to the disturbance statej.    These 
non-zero elements are  readily 
identified  from the nine stochastic 
differential equations modeling the 
inertial instrvment  disturbances. 
The 57 x 6 measurement matrix (H) 
contains six non-zero elements of unity 
magnitude in the columns correspo-.iing 
to the rows of the measurement states. 
The measurement  (z)  ana measurement 
error (v)   vectors contain six states. 
The first tnree elements of the v vector 
are zero mean Gaussian-White random 
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variables with 5 arc second standard 
deviations and model the differential 
synchro gimbal angle measurement noise. 
The last three elements have similar 
properties and a standard deviation 
representative of that of the acceler- 
ometer quantization process and model 
the artifical velocity measurement 
noise. 

The 57 x 57 covarlance matrix (P)  is 
initially a diagonal matrix composed 
largely of the IMU error source 
variances as given in reference 1.    The 
initial variances of the measurement 
states are identically zero due to the 
manner In which these states were defined. 
The initial variances of the IMU case- 
to-navigation frame misalignment angles 
depend on the laboratory test table used 
and the manner in which the alignment 
is performed.    A partial P matrix re- 
initialization is required each time 
the platform frame is re-orientated 
due to the piatform-to-IMU case 
attitude dependent random variables and 
the measurement states. 

In addition to those errors sources 
included in the Kaiman filter state 
vector, it is desirable to compute 
optimal estimates and estimation errors 
for several composite error quantities. 
Inertia! navigation system parameters 
such as total gyro and platform drift 
and platform and accelerometer-to- 
navigation frame misalignment angles 
provide additional insight to the IMU 
calibration and alignment methodology's 
capability to initialize an IMU for 
the subsequent navigation function. 
Optimal estimates for these system 
parameters are computed as functions of 
the sum of appropriate state vector 
element's optimal estimates.    Optimal 
estimation errors for these composite 
error quantities are computed by use 
of the expectation operator and appro- 
priate elements of the covarlance 
matrix. 

VI.    Simulation Results 

A CDC-6600 computer simulation of the 
KT-70 IMU, Kaiman filter and overall 

calibration procedure has been developed 
in consideration of three major 
objectives:    (l)  conceptual validation 
of the calibration and alignment metho- 
dology.    (2) Analytic verification that 
the stated performance goal can be 
achieved.    And (3) preparation of a 
computer software specification and 
laboratory test procedure for the 
ensuing engineering development program. 

In order to obtain the highest level of 
confidence possible by the use of computer 
simulations, the concept validation 
philosophy of demonstrating strict 
convergence of the Kaiman filter optimal 
estimates to the error sources of a 
simulated KT-70 IMU was adopted.    Strict 
sense convergence implies that the 
ensemble average of the simulated 
estimation errors conform to the zero 
mean Gaussian processes having time 
dependent variances given by the filter's 
covarlance matrix. 

In keeping with the concept validation 
philosophy, the developed KT-70 IMU 
simulation contains all error sources 
given in reference 1 with the exception 
of the inertial instrument warm-up 
transients.    A warm-up period of fifteen 
minutes is sufficient for these transients 
to decay to insignificant levels and is 
assumed to have preceded the start of 
the calibration test.    The IMU simulation 
is based on the whole number, non- 
linear equations developed above and 
utilizes random number generators to 
simulate the random bias and stochastic 
process error sources.    Digital gyro 
torquing and accelerometer pulse 
quantization effects are included.    The 
adequacy to which the reference 1 error 
sources model the real KT-70 IMUs will 
be addressed in the engineering develop- 
ment program. 

Figure 3 Illustrates the filter's 
capability to estimate IMU platform 
drift and artificial velocity errors In 
terms of the standard deviation of the 
estimation error.    Platform drift is a 
composite error source containing up to 
sixteen error sources per axis for the 
platform and navigation frames 
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approximately aligned situation shown. 
Similar remarks apply to the velocity 
errors.    Estimation error standard 
deviations for these parameters are 
computed separately from the filter 
calculations hut utilize covariance 
matrix elements as data. 

Each graph contains two sets of data, 
corresponding to the absence and 
presence of IMU measurements.    The 
symbols indicate the time instants 
the six simultaneous IMU measurements 
are taken and are uniformly spaced at 
thirty second intervals.    The plots 
between the measurement points indicate 
how the estimation uncertainty propagates 
in time.    The primary information 
conveyed by these graphs is that the 
filter is capable of estimating 
composite system-level IMU performance 
errors to an accuracy limited by the 
instrument random disturbances in a 
five to ten minute IMU test.    The 
length of the test required to achieve 
this level of accuracy is heavily 
influenced by the measurement errors 
and the magnitude of the disturbances. 

While the filter can accurately 
estimate the composite error sources 
from a single platform orientation test, 
it cannot separate or observe the 
individual IMU error sources.    The 
filter has, however, heavily correlated 
certain groups of error sources from 
an initially uncorrelated condition. 
To calibrate the IMU, the error sources 
must be decorrelated and accurately 
observed.    The means by which this  is 
accomplished is by the use of numerous 
platform orientations as discussed 
previously. 

Figure U is a graphic illustration of 
the separation process.    The upper 
figure shows an increasing filter 
capability to estimate the y gyro bias 
drift component as additional platform 
orientations are introduced.    Platform 
attitudes #1 thru #5 and #10 and #11 
correspond to those of Table 1. 
Attitudes #7 thru #9 are the additional 
attitudes introduced to permit error 
source separation in the presence of 

the west gyro commanded angular velocity 
error due to the azimuth platform-to- 
navigation frame misalignment.    Attitudes 
#6 and #12 are identical to #1 and 
illustrate that repetition of the same 
attitude does not improve error source 
observability.    Ihese attitudes are 
synomous with the navigation frame axes 
of north, west and up. 

The IMU is tested for five minutes per 
attitude as suggested by the estimation 
accuracy versus measurement time 
characteristic of Figure 3.    Total IMU 
test time would be somewhat longer them 
the one hour measurement time due to the 
one to two minute platform slew time 
required to periodically re-orientate 
the platform.    The sequence of platform 
attitudes shown was selected such that 
the most significant IMU error sources 
are calibrated first and allow the 
option of omitting latter test attitudes 
in favor of reducing test time. 

The upper and lower bounds superimposed 
about the simulated y gyro bias represent 
three standard deviations of the optimal 
estimation error stochastic process. 
For a Gaussian process, three standard 
deviations imply that, on an ensemble 
average basis, over 99% of the optimal 
estimates will fall between these bounds. 
Since all 120 optimal estimates are 
seen to fall within the three standard 
deviation bounds, the  criterion is met. 
Satisfaction of this criterion is 
considered a:3 Justification for the first 
order equation linearizations, the 
simplifying assumptions and use of the 
Kaiman filter as the optimal stochastic 
estimation technique. 

The lower graph in Figure U shows the 
optimal estimation errors  for all three 
©rro bias drift components.    This 
representation contains the same 
estimation accuracy information as the 
upper figure but  is plotted as one 
standard deviation on an absolute scale. 
This data is obtained by taking the 
square root of the appropriate diagonal 
element of the updated covariance matrix. 
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The upper graph in Figure 5 corresponds 
to the lower one in Figure h except the 
synchro gimbal angle measurements are 
not utilized.    After the one hour test, 
level axis gyro bias calibration accuracy 
is about the same as before but the 
vertical gyro bias drift component has 
not been completely separated from 
other IMU error sources.    The implication 
of this graph is that system-level IMU 
calibration appears possible by utiliz- 
ing only velocity measurements.    Addi- 
tional platform orientations will, 
however, be necessary for separation 
of the error sources. 

The lover graph in Figure 5 shows the 
estimation accuracy for the random 
variable defined as the sum of the gyro 
bias and long correlation time random 
gyro drift disturbance components.    The 
purpose of this graph is to illustrate 
the IMU calibration accuracy limitations 
imposed by the gyro disturbances.    The 
two exponentially correlated disturbances 
per gyro have 1 and 3600 second 
correlation times and 0.003 and 0.005 
degrees per hour rates respectively. 
Reference to the lower graph in Figure 
k shows that the long correlation time 
disturbance imposes an approximate 
lower bound on gyro bias calibration 
accuracy.    The reason is that time 
is the only difference in the functional 
dependency of these two error sources 
and accurate measurements taken over 
roughly a correlation time period are 
required to separate them.    This limita- 
tion is illustrated In the lower graph 
of Figure 5 by the ability of the 
filter to estimate the sum of these two 
error sources to an accuracy now 
limited by the short correlation time 
disturbance. 

Gyro spin axis mass unbalance drift 
calibration is shown in Figure 6.    The 
mass unbalance drift is a function of 
both the magnitude and the orientation 
of the gyro relative to the specific 
force vector and drifts higher than 
those indicated will be experienced 
during maneuvering flight conditions. 
The mass unbalance drift rather than 

the mass unbalance coefficient estimation 
error is shown to emphasize the relative 
significance of this error source and 
the calibration accuracy limitations 
imposed by the gyro disturbances.    It 
should be noted that the initial 
uncertainty corresponds to an operational 
system and not to that of a totally 
uncalibrated or raw IMU. 

The lower graph in Figure 6 iu.u.-'trates 
the well known result that platfom 
drift about the vertical axis pro^ ■••e 
only higher order effects in the level 
axes accelerometer outputs.    To calibrate 
the spin axis mass unbalance drift by 
use of only velocity measurements, 
additional platform orientations similar 
to #10 would have to be used such that 
the mass unbalance drift produces first 
order effects in the accelerometer 
outputs. 

The filter's capability to estimate 
total gyro drift is shown in Figure 7. 
Total gyro drift has been defined as the 
sum of the disturbances, constant and 
attitude dependent bias,  input and spin 
axis mass unbalance, and anisoelastic 
drift components.    The simulated x gyro 
drift is plotted with straight line 
segments connecting the 30 second inter- 
vals and does not show the fine grain 
structure due to the disturbances. 
Filter convergence is illustrated for 
one sigma upper and lover bounds which, 
implies that 68% of the optimal estimates 
fall within these boundaries.    Optimal 
estimation errors appear consistent with 
this criterion. 

In certain military aided navigation 
situations, it is conceptually desirable 
to accomplish continuous in-flight IMU 
alignment and calibration to reduce 
weapon system reaction time and enhance 
self-contained navigation accuracy in 
the event the aids are lost.    Continuous 
in-flight IMU calibration is also 
desirable since it provides a means for 
IMU fault detection and performance 
monitoring.    The conceptual requirements 
for accomplishing these functions are 
shown by the total gyro calibration 
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characteristics of Figiire 7.    Accurate 
external measurements of vehicle velocity 
or position by OMEGA, LORAN or satellite 
navigation systems would be essential. 
The other essential requirement would 
be to periodically alter the relative 
orientation of the gyro frame with 
respect to the specific force vector. 
In-flight, these re-orientations could 
conceively be accomplished by aircraft 
maneuvers rather than changing the 
platform's attitude. 

Gyro input-to-platform axes misalignment 
angle calibration accuracy data is 
shown in Figure o.    For the KT-70 IMU, 
these six error sources do not produce 
a significant platform drift relative 
to the gyro disturbances which precludes 
the filter from reducing the uncertainty 
associated with them.    The lower graph 
of this figure was obtained by omitting 
the synchro bias errors and effectively 
results in very accurate platform 
attitude measurements.    Attitude 
measurements of this accuracy are highly 
improbable with synchros but analytically 
demonstrate that absolute calibration 
accuracy is largely a function of the 
disturbances rather than the measure- 
ment accuracy. 

An IMU cost-effectiveness consideration 
can be noted in relation to Figure 8. 
Due to the relatively insignificant 
effect of the manufacturing related 
gyro misalignment error sources, the 
production specifications for the 
hardware could be relaxed resulting in 
lower prcluction costs.    Specification 
relaxization to the point where the 
misalignment angles become significant 
error sources is also permlssable since 
the IMU calibration error sources can 
be software compensated for in the 
navigation computer.    Considering all 
manufacturing related IMU error sources, 
a cost-effective navigation system 
design could be obtained by trading-off 
the IMU hardware production costs 
against delta computer and software 
compensation costs. 

The inherent fault detection and fault 
isolation capability of the IMU error 

analysis methodology is illustrated in 
Figure 9.    The upper graph shows that 
the nominal computer loaded gyro scale 
factor errors do not contribute signifi- 
cant platform drift convonents.    The 
lower graph shows the filter's perform- 
ance against a simulated IMU containing 
a x gyro scale factor error an order- 
of-magnitude larger than assumed in 
the initial covariance matrix. 

The optimal estimates for two simulation 
runs are plotted in the lower graph. 
The plus symbols correspond to the first 
run and an initial covariance matrix 
based on the nomina1  error data.    The 
filter begins to estimate an abnormally 
large error, optimal estimates compared 
with the estimation error standard 
deviation, during the forth platform 
attitude test as predicted by the error 
source separation data of Table 1.    The 
optimal estimates do not, however, 
strictly converge to the simulated error 
in accordance with the three sigma 
bounds.    This divergence is due to the 
non-conformance of the initial covariance 
matrix with the simulated IMU.    Having 
accomplished fault detection, successful 
filter fault isolation requires that 
the optimal estimates for all the other 
error sources converge to those simulated. 
This convergence did indeed occur during 
the simulation runs. 

The second simulation run was made to 
verify that filter convergence could 
be obtained by increasing the initial 
covariance matrix in accordance with 
the x gyro scale factor optimal estimates 
obtained from the first run.    This 
capability is desirable since it gives 
the user the option of software compensat- 
ing the error rather than repairing the 
IMU.    The zero symbols represent second 
run optimal estimates and show that 
final convergence is consistent with the 
estimation uncertainty obtained from the 
first run.    This result is another 
indication that calibration accuracy is 
essentially determined by the disturbances 
and insensitive to the initial covariance 
matrix.    The two step process of 
accurately estimating abnormally large 
errors can idealy be reduced to a single 
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test by increasing the initial covariance 
matrix in accordance with the expected 
IMU fault magnitudes. 

Figure 10 provides cm illustration of the 
process required to separate vest or 
y axis platform drift due to a 
commanded angular velocity error from 
all the other error sources as discussed 
under separation of IMU error sources. 
Platform gyro dependent drift contains 
all platform drift compenents, shown 
in Figure 3| except those originating 
from the platform-to-navigation frame 
misalignment angles. 

Accelerometer bias and scale factor 
calibration accuracy data is shown 
in Figure 11.    Separation of these 
error sources occurs after an acceler- 
ometer has been orientated up and down 
in navigation frame coordinates. 
Separation occurs in this sequence« 
rather than that predicted by the group 
1 errors in Table 1, because the group 
2 platform-to-navigation frame angle 
bias errors do not produce a first order 
effect in the vertical accelerometer's 
output. 

Failure of the linearized vertical 
accelerometer output .equations to 
exhibit any first order angular 
dependency results in marginal filter 
convergence for the bias and scale 
factor error sources separated by i-his 
effect.    The amount of filter divergence 
is a function of tht  accelerometer1 s 
sensitive axis angultr tilt from the 
gravity vector.    Simulation results 
indicate that the bias errors can be 
estimated to roughly one raicro-g, rather 
than a fraction of a micro-g indicated 
by Figure 11, for the anticipated 
calibration tests.    While techniques 
such as closed loop platform control, 
extended Kaiman filter algorithm and 
inclusion of second order effects in 
the propagation of the optimal estimates 
can be utilized to improve filter 
convergence, these techniques complicate 
the data reduction process and are 
considered unnecessary in view of the 
above accuracy. 

Calibration accuracy of the tvo small 
angular misalignments of the x acceler- 
ometer's sensitive axis from the platform 
frame is shown in Figure 12.    To achieve 
accurate navigation, the major criterion 
is alignment of the accelerometer'a 
electrical null axis to the navigation 
axis.    "Hie filter can estimate these 
composite misalignment angles with a high 
degree of accuracy, as will be shown in 
the sequel, but cannot effectively 
separate the components of these composite 
angles.    Introduction of new synchro 
gimbal angle bias errors each time the 
platform is re-orientated precludes this 
separation process.    The lower graph 
in this figure illustrates that separation 
of these angle error components is possible 
if a highly accurate platform attitude 
measurenrent system was  u-i»d. 

The purpose of Figures 13 thru 15 is to 
illustrate the estimation accuracy 
achievable for the platiorm-to-navigation 
frame component and ccmpobite misalignment 
angles of the  group 2 error sources. 
The IMU case-tc-navigation frame mis- 
alignment and synchro angle bias errors 
are shown in Figure 1^.    The upper 
graph chows that the vertical IMU case 
axis can be alipned about as accurately 
as the level axes.    The ]o^er graph shows 
that the six arc minute platform-to-case 
dependent synchro angle bias error un- 
certainty can be calibrated to one and 
a half arc minutes.     It should be noted 
that the marginal accelerometer bias 
error filter convergence problem can be 
eliminated by compensating for these 
random bias error--, on succeeding cal- 
ibration *e3t-j. 

The platform-to-navigav o>-  -■r-me align- 
ment accuracy  is ahown in Figure lU. 
These are composite error sources 
composed of the IMU case-to-navigation 
frame, faynchro angle bias and differential 
synchro angle errors.    These are commonly 
denoted as platform tilt angles and are 
only computed when the platform frame is 
approximately aligned to the navigation 
frame.    One and one aa a half arc minutes 
are the level  and vertical axes estimation 
accuracies respectively. 
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Accurate estimation of the accelerometer 
electrical null axis-to-navigation frame 
misalignment angles is the major 
alignment criterion for navigation. 
The non-orthogonal transformation matrix 
includes six random variables as 
elements.     The six misalignment angles 
are composite error sources composed 
of the platform tilt angles plus the 
accelerometer-to-platform frame and 
the pseudo accelerometer electrical 
bias angle errors.    The misalignment 
angles can be separated into two 
similar groups.    The estimation 
accuracy for one group is shown in 
Figure 15.    The x symbol represents 
the non-orthogonality error of a 
level axis accelerometer with respect 
to the gravity vector.    The y symbol 
represents the non-parallel error of 
the vertical accelerometer with respect 
to the gravity vector.    The z symbol 
represents a level axis accelerometer 
azimuth misalignment error with respect 
to the navigation frame. 

The pseudo accelerometer electrical 
bias angle error components were ommitted 
from the  first platform test attitude 
to illustrate the accelerometer tilts 
that occurs when aligning with un- 
calibrated accelerometers.    Comparison 
of the upper and lower graphs show that 
the synchro angle measurements do not 
have a significant effect on alignment 
accuracy.     The final alignment 
accuracies are essentially limited by 
the inertial instrument random distur- 
bances . 

The specific IMU calibration and 
alignment parameters selected to 
illustrate the separation process wer^ 
chosen from the eighty three component 
and composite error sources analyzed 
on the basis of emphasizing the 
methodology's salient performance 
characteristics.    Simulation results 
obtained for the other error sources 
conform to the established performance 
characteristics.    The adequacy of the 
error source estimation accuracies is 
examined in the next section. 

VII.    Verification of Performance Goal 

The purpose of this section is to 
conceptually demonstrate that the 
formulated methodology is capable of 
satisfying the stated performance 
goal.    Estimation of each significant 
IMU error source to an accuracy such 
that the navigational accuracy 
achievable with the IMU is essentially 
limited by uncompensattvble system 
disturbances can be illustrated by 
running the simulation in a pseudo 
pure inertial navigation mode.    The 
limitations of the computer program 
permit only a static open-loop 
navigation simulation.    Dynamic nav- 
igation effects of Schüler tuning, 
gravity perturbations, specific force 
vector variations,  etc.   -ire not 
included. 

A cause and effect type validation 
philosophy was assumed and is 
illustrated in Figure l6.    The upper 
left graph shows the pJatfcrm drift 
uncertainty associated with an 
ideally calibrp.tei and aligned IMU. 
This configuration was simulated by 
making all initial  covariance matrix 
elements, except those corresponding 
to the disturbance states.  Identically 
zero.    The simulation tegins with the 
platform exactly aligned with IMU 
measurements and filter updating 
occurring for the first  five minutes. 
The twenty five minute pure inertial 
navigation pevfomance is simulated 
by omitting the IMU measurements and 
propagating the covariance matrix. 
The upper right graph was obtained in 
the same manner except the group 2 
platform-to-navif,!ition frame mis- 
alignment angle error sources were 
included. 

The lower left j^raph was obtained by 
retaining all the error sources and 
calibrating the IMU prior to the five 
minute alignment sequence.     The 
twelfth calibrntion test sequence was 
utilized lor the initial  five minute 
alignment period.     The lower right 
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graph was obtained In a similar mahner 
except the synchro angle measurements 
were not utilized. 

Comparison of the first three graphs 
Illustrate that platform drift 
uncertainty after twenty five minutes 
of navigation is roughly equivalent 
for each situation.    The fourth graph 
shows the difficulty in estimating 
platform drift about the vertical 
axis from level axis accelerometer 
measurements.    Vertical axis platform 
drift results in an increased azimuth 
platform misalignment angle, which, 
produces a larger west platform commanded 
angular velocity error component. 

The manner in which the platform drifts 
integrate to produce accelerometer-to- 
navlgation frame angular misalignments 
is shown in Figure 17.    The x and y 
symbols represent the non-orthogonality 
errors of the level axes accelerometers 
with respect to the gravity vector.    The 
z symbol represents the platform 
aximuth misalignment.    The first graph 
shows the rapidity with which the 
gyro disturbances produce the mis- 
alignments.    The level axis alignment 
uncertainty initially Increases but 
begins to decrease after the filter 
has a knowledge of the corresponding 
platform drifts. 

The second graph illustrates the 
problem of functionally separating 
the azimuth platform misalignment 
angle from the composite west platform 
drift.    This is reflected by both the 
large azimuth angle uncertainty and 
the rather high rate at which the x 
accelerometer alignment uncertainty 
increases between measurements. 
Comparison of the second and third 
graphs shows no significant differences 
in the filter's capability to estimate 
the misalignments for the perfectly 
calibrated IMU as opposed to the 
calibrated one. 

Figure 18 illustrates the erroneous 
velocity indicated by the stationary 
IMU.    The open-loop navigation accuracy 
data shown approximately corresponds 

to that of a closed-loop Schüler tuned 
system since both of these systems 
exhibit similar performance character- 
istics over the first quarter cycle of 
the 8k minute Schüler oscillation 
period.    This data is also similar to 
that resulting from a nominal Kaiman 
filter IMU alignment technique.    The 
nominal techniques being employed do not, 
however, include all the significant 
IMU error sources or utilize vertical 
axis accelerometer and syncho angle 
information in the estimation process. 

Comparison of the first two graphs 
indicates that the five minute align- 
ment time is not quite long enough 
for the filter to effectively remove 
the velocity error components associated 
with the misalignment angles.    The 
second and third graphs again show 
equivalent level axis performance for an 
IMU containing no calibration errors 
as opposed to the calibrated IMU.    The 
vertical axis errors are of little 
practical concern in cruirj navigation 
systems since this channel is inherently 
unstable and must be damped with 
altitude information derived from an 
external source. 

The filter's inability to accurately 
estimate vertical axis platform drift, 
without the precise azimuth synchro 
angle measurement, it reflected in 
the fourth graph.    Comparison of the 
third and fourth graphs suggests that 
both the alignment time and subsequent 
navigation errors can be reduced by 
incorporating a more effective means 
of determinating vertical axis drift in 
the nominal Kaiman filter alignment 
techniques. 

In summary. Figures 16 thru 18 
illustrate that the estimation un- 
certainty associated with platform 
drift is the major factor determing 
navigation accuracy for the KT-70 IMU 
type system.    IMs uncertainty can be 
reduced to a level approaching the 
theoretical minimum, imposed by the 
gyro random disturbances, by use of 
the postulated calibration methodology. 
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VIII.    Software Concepts 

Digital computer computational, storage 
and associated programming requirements 
for implementation of the IMU calibra- 
tion and alignment methodology vary 
greatly in accordance with the applica- 
tion and software concept.    All soft- 
ware concepts must, however, satisfy 
three functional requirements:    (l) 
the platform must be commanded to 
precess at earth rate during each IMU 
test sequence.    (2) System level IMU 
measurements must be recorded.    And 
(3) IMU error source estimates must be 
computed.    The first two requirements 
could be met in essentially the same 
manner for all concepts with software 
complexity being a function of the 
desired automation.    The manner of 
accomplishing the third function 
distinguishes the concepts. 

Three approaches to estimating the IMU 
error sources are outlined in the sequel 
to Illustrate the software variations 
possible.    These approaches cover the 
spectrum of expected methodology 
applications.    Variations of the out- 
lined approaches are also possible. 

Depot and intermediate level IMU fault 
detection,  fault isolation and 
calibration applications might utilize 
an off-line parameter estimation soft- 
ware approach.    The Kaiman filter 
mechanization and IMU test procedure 
formulated purposely omitted real time 
closed-loop platform control in favor 
of the off-line software flexibility. 
The IMU test would be automatically 
conducted by a small general purpose 
digital computer with IMU measurements 
being recorded on a magnetic tape. 
This test equipment could also be 
used with other IMUs by slight 
modification of the software. 

The recorded IMU measurements would 
serve as input data to a comprehensive 
computer program hosted on a large 
digital computer.    This program would 
contain extensive fault detection and 
fault isolation logic in addition to the 

Kaiman filter algorithm.    The program 
could be written in FORTRAN or 
another higher order programming 
language to reduce developmental costs 
and permit easy modifications. 

Laboratory and field IMU status 
evaluation and calibration applications 
might utilize the small GP test 
computer and stored Kaiman gain matrices 
to accomplish on-line in real time 
parameter estimation.    This technique 
is possible because the filter's 
covariance matrix can he propagated and 
updated independently of the IMU 
measurements.    This allows prior 
computation of the covariance and 
related Kaiman gain matrices on a 
large digital computer.    The precomputed 
Kaiman gain matrices, crrresponding to 
specified IMlj measuremerit times, would 
be stored on a magnetic tape and read 
by the small test computer as required 
during the test. 

Figure 19 shows the esti-matlon accuracy 
possible with this technique when 
only a siryle stored Kaiman gain 
matrix is used per platform attitude. 
The final 0.007 degree per hour level 
axis gyro bias calibration accuracy 
compares  favorably with the 0.005 
degree per hour accuracy obtained with 
the ten filter updates per attitude 
as shown in Figure k.    Estimation of 
the error sources Is well within the 
small tes';, computer's capability and 
is accomplisheii by multiplying the 
measurement v» ctor hy the Kaiman gain 
matrix after each IMU me-vsureinent and 
propagating the optimal estimates 
between measurements.    The software 
program could be written in either 
assembly or a higher order language 
depending on the test computer's 
capabilities. 

Navigation reference uystem applications 
could utilize a reduced dimensionality 
Kaiman filter algorithm for real time 
error source estimation and platform 
alignment.     This would permit the 
subsequent  aided-navi^ation function 
to be performed by the calibration and 
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alignment filter by suitable algorithm 
modifications at the start of the 
navigation phase. 

The filter's dimensionality can be 
reduced by software compensation of 
those IMU calibration parameters 
whose magnitudes are relatively fixed 
in time. These error sources would 
be periodically calibrated using either 
of the above approaches. Error states 
modeled by the filter would Include 
only those calibration parameters 
having correlation times of less 
than several weeks or exhibit significant 
turn-on to turn-on variations. 

If reference system IMU calibration and 
alignment is to be accomplished on a 
mobile base, whose perturbating motions 
introduce IMU measurement outputs 
significant relative to the inertia! 
Instrument noise levels, additional 
filter states will be required to 
model the perturbation errors. These 
perturbation errors can become the 
major factor limiting error source 
estimation accuracy, nie total number 
of filter states implemented will depend 
to a large extent on the special 
purpose navigation computer resources 
available. 

IX. Conclusions 

A generalized IMU error analysis 
methodology has been formulated for 
simultaneous fault detection, fault 
Isolation, calibration and alignment. 
Methodology application to a gimballed 
IMU results in a system of stochastic 
differential equations that can be 
manipulated into a form consistent 
with the Kaiman filter algorithm. 
Simulation results indicate that 
optimal estimation of the IMU calibration 
and alignment error sources, to an 
accuracy limited essentially by inertlad 
Instrument random disturbances, can be 
accomplished in approximately one hour 
of open-loop testing utilizing only 
system-level IMU measurements. IMU 
fault detection and fault isolation can 
be accomplished by comparing the 
magnitudes of the recovered error 

sources with their a priori statistical 
distributions. 

A small digital computer is required 
to conduct the IMU tests. On-line 
parameter estimation can be accomplished 
with a minimum of software by utilizing 
stored Kaiman gains. Parameter 
estimation flexibility and a comprehen- 
sive fault detection and isolation 
capability can readily be achieved by 
using recorded IMU measurements in 
conjunction with an off-line higher 
order language program hosted on a 
large general purpose digital computer. 
On-line real time filter operation 
appears possible for those navigation 
reference system applications where 
the calibration and alignment filter 
would also be utilized for the sub- 
sequent aided navigation phase. 
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MODIFICATIONS TO THE ITERATED-EXTENDED 

KALMAN FILTER THAT CAN IMPROVE PERFORMANCE 

Ronald E. Janosko, Captain, USAF 
Research Associate 

Frank J. Seller Research Laboratory 
USAF Academy, Colorado 80840 

ABSTRACT 

In any nonlinear estimation problem modifications can often be 
made to the standard iterated extended Kaiman filter that will in 
some sense inprove the performance of the filter.    These modifica- 
tions are generally tailored to treat the specific nonlinearities 
of the problem being studied.    Often these changes to the filter 
are not reported in sufficient detail to make them useful to other 
investigators.   Thus researchers are often led down blind alleys 
because others have not reported their methods conpletely or given 
attempts that may have failed. 

Several mutations to the standard filter were atteirpved for a 
problem that is quadratic in the measurement nonlinearity.    All 
attempts,both successes and failures, are reported in this paper. 
These changes include updating the state error covariance matrix 
more often, artificially changing the assumed measurement error co- 
variance matrix, using a variable step gain in the filter, and 
various combinations of the above.   The results of nunerous computer 
simulations are included for all modifications attempted. 

INTRODUCTION 

The extended Kaiman filter attempts to account for measurement 
and/or state transition nonlinearities by using a first order expan- 
sion of the nonlinear equations about some nominal value of the 
state to produce equations that are linear in the states     By con- 
tinually iterating about an updated state estimate at each measure- 
ment until a prespecified criterion is met, some of the convergence 
properties of this filter can be inproved. 

This paper presents some further changes to the filter that can 
affect the convergence properties of the filter.    No claim is made 
that the modifications to be presented will improve filter performance 
in all situations.    However, it will be demonstrated that these changes 
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do help the estimator for the particular problem studied.   The 
modifications listed in this paper are changes to the form of the 
filter as well as to how some of the filter parameters are selected. 
These mutations were determined through corputer simulations and 
are not analytically derived. 

Before presenting the modifications, the basic Kaiman filter 
equations will be presented so as to indicate the notation used 
and the problem simulated.    The situation studied is restricted to 
a discrete problem with constant states and a nonlinear measurement. U) 

That is 

xi+l " xi ' 

and 

^ - hCx.) + ^ 

In the above x. is an n dimensional s 

(1) 

(2) 

ith 

measurement time,   z.    is the corresponding   m   dimensional measure- 
ment vector,   h(x.)    is a nonlinear measurement function relating the 
n   states to the   m   measurements and   v.    is a random noise with 
 T 1 

E(v.v. ) ■ RJ 6. • where R. is the covariance matrix of the measure- 

ment noise at time i. The quantity x.+1 is the estimate of x. 

before the (i+l)st measurement, and x.+, is the estimate after 

the (i+l)st measurement. 

The extended Kaiman filter obtains an estimate of 
^♦1 based 

on the zi+l 
via the relation 

xi+l 
xi+l 

+ Ki+l(^l 
h(xi+1)). 

In the above equations 

'i+1 
PiHiIl(Hi+l 

PiHiIl + Vl)"1 • 

(3) 

(4) 

and 

i+1 KÄlhK+l^l)1 + Ki+l
Ri+l

KiIl ' ™ 
The quantity K.+1 is the Kaiman gain, P.+1 is the state error co- 

variance matrix. Note that because the transition matrix is the 
identify matrix the P matrix does not have to be updated between 
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measurements.   The elements of   H.+1   are defined by 

141       >J 
I = l,...m 

evaluated at      j = l.-..n 

x = xi+l 
= xi 

(6) 

TTie superscripts    £ 
vector or matrix. 

and   j    are used to indicate elements of the 

In the iterated extended Kaiman filter the same measurements are 
repeatedly used in updating the estimate of the state obtained from 
Equation (3) except that the   H.  ,    and   K.+1   matrices are reevaluated 
after each new state estimate. (2)    This procedure continues until the 
difference between successive updates is below a prespecified criterion. 

matrix is updated by means of Equation (5) with 
the latest   H. ,    and   K.+1   values.    The filter is then ready to 
process a new set of measurements. 

At that point the   P1 

and 

Helpful though this technique is in dealing with nonlinear prob- 
lems, it does not solve all of the associated pitfalls.    Jn general, 
two problems often remain.    The first is common to almost all forms of 
the Kaiman filter in that as time progresses the Kaiman gain becomes 
extremely small.    Should a change now occur in the states, the filter 
is unable to track it accurately.    The second is more limited to non- 
linear applications.    In this area, the change in the state estimate 
given by the Kaiman filter, called   Ax-    and defined as 

Ax, Ki+i(
zi+i - R(v) • (7) 

may not be useful for hi^ily nonlinear problems.   This is because the 
step taken may be too large and the linearization used in extending 
the filter may no longer be valid. 

The modifications to be presented will attempt to alleviate the 
above problems. 

SIMULATION EXAMPLE 

All modifications were attempted on one particular example.    This 
problem is quadratic in the measurement nonlinearity and is given 
below 
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z.4   "   xi
rxi -  2x^5^ + v        il = l,2,...m    . (8) 

0 
In the above   x.    is a three dimensional constant state vector,    z. 

is the   Hth   element of an   m   element measurement vector,   and 
o 

s.      is a time varying, but known, quantity.   The matrix   R.    is 

diagonal with the value   2 x 10   km    on all nonzero elements.    For 
0 7 2 reference the magnitude of   z.      is approximately   1.6 x 10   km . 

The initial state error is about^ 78 km  with the true state,   x., 
and the initial approximation,   x0,   as given below 

1683.50 \ /1633.81 

2871.61 km , 
A. 

( 2911.18 

506.34/ \ 461.08 

xi   •    I 2871.61  1 km , ^   «    I 2911.18 1 km . (9) 

The measurements were simulated using the true states and then 
corrupted by a random number generator so as to have the above 
variance.   No claim of a Monte Carlo simulation is made because of 
the extensive ntmber of simulations that would have been needed to 
place any confidence in the results.O   The technique used for the 
simulations is mentioned later in the paper. 

NUMBER OF MEASUREMENTS STUDY 

Because we can essentially have any nmnber of measurements in 
any one data set, it was at first reasoned that processing as many 
measurements as possible simultaneously would give a better and 
faster state estimate.   That is, taking four measurements per data 
set and processing all four as a set should give a better result 
than taking and processing only one measurement per set.    However, 
it was found that this is not necessarily the case.    In general 
there is a point where inprovement in state estimate no longer in- 
creases significantly with an increase in the number of measurements 
processed as a set.^   The above fact is clearly depicted in Figure 1. 
In this figure the rss state error after 100 data sets are processed 
is plotted as a function of the number of measurements processed in 
a set.    It is noted that after 3 measurements per set there is not 
much improvement in the final error. 

In this simulation the measurement error covariance matrix used 
in the filter equations was given the value    2 x io   km'' on all 
elements of the diagonal and zero elsewhere.    That is, the filter 
was using the actual value for the variance of the measurement error. 

536 

•^-^■MIIMMa 



tmmmmmm i wmm 1 ■ ■".'i ?»w^ mmtm 

Because the final rss state error was still larger than desired. 
regardless of the nunber of measurements processed, it was decided 
to vary another filter parameter.    TMs time the value used on the 
diagonal of the measurement error covariance matrix used in the filter 
equations was varied.   The measurements were, however, generated to 
have the same variance as in the previous case. 

Figure 2 shows the results of this study.    In this figure the 
rss state error after the processing of 100 data sets is plotted as 
a function of the nunber of measurements taken per set for three 
values of the measurement error covariance matrix.    It is noted in 
this figure that the point beyond which increasing the number of 
measurements processed no longer significantly decreases the rss 
state error is a function of the value used for the measurement 
covariance. 

It appears from this figure that increasing the error covariance 
matrix inproves the response for a low number of measurements but 
deteriorates it as the number of measurements increases. 

Because this performance was still not acceptable it was decided 
to try to modify the form of the filter.   This modification is given 
below. 

FIRST MODIFICATION 

The attempt to change the form of the filter at first seemed 
very logical.    In this first modification it was decided to try to 
update the   P.+,    matrix every time the state vector was updated, 
that is at every iteration and not just once per measurement set. 
It was felt that if the state estimate was being updated, the 
confidence in that update should also be changed. 

The result   of using this change is given in Table 1.    In this 
table the nunber of iterations used for 50 data sets is listed for 
both the standard and the modified filter.   The data is given as a 
function of the stopping criteria in the state iterations.    It is 
noted that this modification does produce a filter that requires a 
lower nunber of iterations.    The error in both filters was about 
equal.    In this set of simulations the value used for   R.    was 
2 x io2 km\ 

Again it was decided to vary the value used for   R..    The 
results of that exercise are given below. 
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ERROR OOVARIANCE SUM 

Because this was a simulation study the actual error covariance 
could be calculated.   Varying the value used for the error covariance 
in the filter equations from its true value indicated that lying to 
the filter can inprove the convergence properties at least for the 
particular problem studied. 

Figure 3 shows the results of varying the estimate of the measure- 
ment error covariance for processing 4 measurements per set.    In this 
figure the rss state error after 100 data sets is plotted as a function 
of the value used for the diagonal elements of the measurement error 
covaraince matrix. 

From this figure we note that in general using a smaller value 
for the error estimate will yield better results than using a larger 
value.    This however is contradicted by the unusual behavior at about 
2 x ioI2 km".   Also it is seen that too small a value can cause the 
filter to diverge. 

The response of the system starting from a new initial condition 
was also studied.    In this case the initial rss state error was 
234.56 km.   Also this necessitated a new initial state error co- 
variance matrix to be calculated.    The rss error after 100 data sets 
for various measurement error covariances for this case is shown in 
Figure 4.   Of note is the sharp decrease in error at   2 x io7 km1* 
almost indicative of some form of resonance behavior.   Also it is 
noted that increasing the estimate of the error covariance matrix 
above its true value will improve the response whereas decreasing it 
will first deteriorate and then inprove the response.   None of the 
above behavior can be adequately explained at the present time. 

In addition to this extreme sensitivity to the   R.    value,    this 
filter had another larger drawback.    In this filter the value obtained 
for the   P.+1   matrix was extremely optimistic and generally of no 
value.    Because of the above difficulties and the filter's unexplain- 
able behavior it was decided to abandon this type of modification and 
look for another approach to improve the filter performance.    The 
mutation listed below is to an otherwise standard filter. 

SECOND MODIFICATION 

Because the value chosen for the   R.   matrix did seem to control 

the response characteristics of the filter it was decided to see what 
role this value playt J in the filter equations.   Mich has been written 
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about the part that the   R matrix has in relationship to filter 
divergence; it is treated somewhat differently than what follows. ^J»^J 
To gain some insight into the role that it plays in this particular 
problem assume that the   R.   matrix can be written as a constant times 

the identity matrix.   We now note that this constant then determines 
T the relative weights given the   H.  ^P.H.  ,      term and the   R.+,    term 

in Equation (4).    Further because this is a scalar weight it seems 
reasonable to assume that it might affect the value of   K.    in the 

same manner as a scalar multiplier.    Strictly speaking this is not the 
case although there does appear to be good reason to assume that the 
Kaiman gain can be controlled by a scalar multiplier. 

The above gives us reason to rewrite Equation (3) as 

xi+l xi+l 
+ ai Ki+l(

zi+l * ^i+p)  ' 

«i 

(10) 

is where   a.    is a scalar multiplier greater than zero.    Thus if 
small it minimizes the step size taken to aid in highly nonlinear 
problems.   On the other hand a large   a-    can condensate for the gain 
becoming too small.   The problem that remains is how to choose an   a- 
that is optimal in some sense.    It should be noted that   04 = 1   yields 
a standard Kaiman estimate. 

First let us consider possible criteria under which   a.    can be 

chosen, along with their obvious advantages and/or disadvantages.    In 
general most criteria fall into two broad classes:    those that consider 
sane type of average value for a data set, and those that treat only 
individual components.    Most often we desire some minimum within these 
classes. 

Under the first heading the following are possible criteria: 

[1] minimize : average measurement error 

weighted average measurement error 

average absolute measurement error 

rms measurenent error. 

[2] minimize 

[3] minimize 

[4] minimize 

The characteristic coninon to all of these is that the measure thus 
obtained is not overly biased by one excessively lar,ge error if all 
of the other errors are small. 

The disadvantage of [1] is that large positive errors can cancel 
out large negative errors for various values of   a-.    Thus this 
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criterion may show no change as    a.    is varied or it may even decrease 

when in fact large errors do exist.   This same situation is possible 
with criterion [2] with the additional drawback that the weights have 
to be properly determined in order to make this measure of much value. 

Criteria [3] and [4] eliminate this positive-negative cancella- 
tion problem.   However, it is still possible for bom of these measures 
to be decreasing while some of the individual errors are increasing. 
This will happen, of course, if the remaining errors are decreasing 
faster than those that are increasing.    This phenomenon is due to the 
averaging property of these measures.    Most often this property is an 
advantage, though at times it can be a disadvantage.   This is particu- 
larly true if it is desirable to keep all individual error components 
minimal. 

To eliminate this problem, the criterion can be based on individual 
component behavior.   A conmon exanple of this is the technique to be 
presented in this paper.    That is the criterion: 

minimize : maximum measurement error 

will be used. This measure allows a good index of performance and 
also stops divergence of any one individual error. In effect, all 
error components will now be kept within some upper bound. 

This criterion is satisfied by finding an   a.,   denoted by   (L, 

that minimizes the maximum deviation between each   z.+1   and h^x) 
for   Ä » l,2,...m   as the state estimate moves from   x.+1   along the 
direction Ax. i given by the Kaiman filter. 

The minimization can be shown diagramnatically in Figure 5.    In 
and this figure,   e^C^). ^(0^)    and   e^Caj) 

the measurement error vector.    The function   f. 

are conponents of 

Li+1(a.)   is seen to be 

the least upper bound of the momentarily largest error component. It 
should be noted that the largest error can be any element of the error 
vector and more importantly the element number can change as a. is 

varied. The optimal step, V is also shown in this figure. 

It cannot be claimed that the algorithm used to solve for the 
optimal is the most efficient possible, however, it is felt that it 
is rather conplete. 

Further, as will be shown later, the reduction achievable in the 
number of iterations required for each data set by using the variable 
step process more than compensates for an/ inefficiencies.   This 
algorithm is extremely straightforward considering it is used to 
minimize a function that can have a discontinuity. 
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The algorithm used will not be presented in this paper but is 
contained elsewhere.(7) 

It should be noted that this approach might be sensitive to 
measurement noise.   To see this possibility assume that we have a 
scalar measurement and a scalar state to be estimated.    In this case 
the algorithm will solve for the state which exactly corresponds to 
the measurement and disregards the fact that noise is present^  However, 
with a large nunber of components in the* measurement vector   z.+,    this 
should not be much of a problem.    This is because we would expect the 
noise to be better distributed with a large number of samples.   The 
example presented in this paper has   m > n,    that is, more measure- 
ments than states.   The sensitivity of this criterion to the relative 
size of   m   to   n   is to be investig?.ted at a later date. 

Table 2 shows the results of using the standard extended iterated 
Kaiman filter and the variable step modification for the problem 
studied.    In this table it is noted that number of iterations re- 
quired to process the data from 50 sets is significantly less for the 
modified filter.    It is also seen that the modified filter is less 
sensitive to the stopping criterion used to terminate the iterations 
than is the standard filter.   This later fact allows the use of a 
tighter convergence criterion without an increase in the nmrber of 
iterations required. 

The fact that both forms of the filter give nearly the same 
estimates for the states is shown in Figure 6.    In this figure the 
magnitude of the state error vector is plotted for both forms of the 
filter as a function of the number of data sets processed.    It is 
clear that both filters exhibit the same ba^ic response characteristics 
with the possible exception that the modified filter is not quite as 
smooth as the standard form. 

The same filter characteristics are shown in Table 3 when a 
step change is made in the true state at the 26th data set.    The step 
was such as to give a magnitude change in the state vector of 10.34 km. 
Here the advantage of using the variable step is even more evident. 
It is noted that the standard filter shown hit the maximum number of 
iterations allowable per orbit at least once during the 50 data sets. 
This maximum was arbitrarily set at 500 to control the amount of 
computer time required in case the filter failed to converge for any 
data set. 

Figure 7 reinforces the fact that the variable step filter can 
track a step change in the states.    The magnitude of the error vector 
for both the fixed state and the step change simulations using the 
modified filter are drawn on this figure.    It is seen that there is 
little difference in the error for both cases.    This was not the 
situation with the standard filter. 

541 

mma—mmm MMMMMti 



mm »■"l"«" w ) nPMUMPP iBPgwwg laiainw-',1»» 9fm ww .-"i»1 BW "'-'-' ."'^■■'-' 

Table 4 shows the effect of varying the value of   R..    It is 
noted that the response is fairly independent of the   R.    value. 
The rss error associated with each case was approximately the same 
except for the one situation noted as having a large error.    Ihis 
was not the case for the standard filter. 

It should also be mentioned that the value obtained for the 
Pi+1   matr^x was consistent with the actual state error for the 
variable step filter. 

RB1ARKS AND CONCLUSIONS 

The numerical simulations for this problem were performed on 
a Burroughs B6700 computer and programmed in the FORTRAN IV 
language. 

Instead of using Monte Carlo techniques most simulations were 
run for two cases, one adding and the other subtracting the randan 
component to the true measurement.    No noticeable differences were 
noted between these two cases.    In all of the simulations the random 
nimber generator was started at the same initial value, thus all sets 
of random numbers were identical.    Ihis eliminated the possibility 
that one filter simulation would have a "better" set of measurements 
than another and thus bias the results. 

At present the results are limited to the particular problem 
studied although it is felt that other problems may exhibit a 
similar phenomenon.    It is hoped that the presentation of these 
results will stimulate analytical investigations whose goal will 
be the determination of the correct filter parameters to use for a 
variety of estimation problems. 
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ITERATION 

STOPPING 

CRITERIA 

IQTAL ITERATIONS FOR 50 DATA SETS 

STANDARD STEP VARIABLE STEP 

1   1 x 10"' 

1 x 10"6 

1 x 10-5 

4662 

1843 

130 

127 

127 

113 

Table 2. 

ITERATION 

STOPPING 

1   CRITERIA 

TOTAL ITERATIONS FOR 50 DATA SETS    1 

STANDARD STEP VARIABLE STEP 

1 x 10'7 

1 x 10-6 

j   1 x 10-5 

5732 

2657 

859 

158 

158 

141 

Table 3. 

1ITERATION 

STOPPING 

CRITERIA 

NUMBER OF ITERATIONS (50 DATA SETS)   1 

R - 2 x 10* R « 2 x 102 R - 2 x 10", 

1 x 10-' 

1 x 10-' 

ll x lO"5 

102 

100 

63* 

127 

127 

113 

128 

127    j 

113    j 

* Large Errors Present 

Table 4. 
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INFORMATION PROCESSING FOR AN 

AIRCRAFT TERRAIN-FOLLOWING SYSTEM 

MaJ. Jutes E. Funk 

Th« purpose of this study was to investigate and Improve the Infor- 
mation processing In au aircraft terrain system.    The Input to the 
"system" vas specific terrain data points, while the output was the air- 
craft flight path, from a non-linear digital simulation.    Specifically, 
the question: "Is it feasible to incorporate an optlmal-path-deter- 
mlnatlon scheme Into a real-time terrain-follower?" was to be answered. 
The information processing was divided into four phases: 

1) terrain model construction from discrete data points, 

2) "clearance path" determination for a specified mini- 
mum clearance distance above the terrain, 

3) "optimal" or "ideal" flight path determination con- 
sidering aircraft acceleration constraints and the 
the desire to fly as close to the terrain as possible 
without descending below the "clearance path", and 

4) design of s tracking system, or proper inputs to the 
aircraft control system,  to make the aircraft fly 
very near the determined "ideal path". 

The source of the terrain data points Is not specified for this 
study.    Usually a forward-looking radar system would generate the points, 
but conceivably other sources are also possible-such as satellite 
acquired data.    The preprocessing of any radar data to obtain the terrain 
points is beyond the scope of this study.    Certainly it is a vital link 
in the total system, but the stress here is on deciding what path the 
aircraft should fly assuming reliable terrain information is available. 
Thus, effects such as "shaddowing", which occurs because the forward- 
looking radar cannot see the back sides of hills, are not considered 
directly.    However, any terrain following system using a forward-looking 
radar will be subject to the same practical litci tat ions.    So the concern 
here is for the best response to the available terrain data. 

The design concept stressed in study was to consider the physical 
system and problem with as many of its actual constraints and limitations 
as possible.    Then »he mathematical problem was formulated with those 
in mind, so that the solution to the mathematical problem would apply 
directly to the physical problem.    This is somewhat    opposed to the more 
usual approach of setting up a mathematical problem which can be readily 
solved and then attempting to adapt its solution to a physical problem 
with many more limitations. 
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Current operational terrain-following eyateoe generate pitch coaaanda 
to the aircraft control aysten based on essentially a single critical 
point for terrain ahead of the aircraft.    The aethod of determining the 
critical point differs with different systens.    In this atudy the attenpt 
is to use all available terrain points Insofar as possible.   This concept 
agrees with that used In a aysten proposed and tested by General Electric 
[1»2J; however, the Information processing Is considerably different. 
One would expect systens based on all terrain points to schleve a greater 
degree of "doaeneas" to the terrain than those baaed on a single point. 
Results Indicate that thla Is  true    While this study does not Include 
eoeparlaona of different types of systems, the Ideal paths obtained are 
such that there could probably be little. If any, algnlfleant Improve- 
ment In the aircraft flight path as obtained by any other system.    One 
significant place for iiaprovement In the overall system would be the 
addition of dlrect-llft to the aircraft.    This could substantially Improve 
the teak of tracking the Ideal path. 

A continuous terrain model or curve was desired for clearance com- 
putations.    The slant distance to the terrain waa conaldered a more 
reasonable criteria for safety, rather than Just the vertical clearance 
distance.    A cubic spline was selected to .represent a smooth terrain curve. 
The cubic spline consists of plecewlse-cublc-polynomlal segments there 
are Joined at each of the "KNOTS" between two segments such that the 
first and aecond derlvlatlvea of the two segments are equal, respectively, 
at that point.    The knot positions were the terrain data points, so that 
the terrain curve paased through each data point, aa Illustrated In Fig. 1. 

clearance. 

tki^r 

ftangC 

Fig.   1 
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The clearance path was also selected as a cubic spline^ fitted 
through points vertically above the terrain data points. The clearance 
points were calculated by an Iterative routine to allow slant clearance 
equal to the mlnlnua clearance distance. This path Is also illustrated 
In Fig 1. 

The attempt to Include as Aany physical constraints as necessary 
in the mathematical formulation created a more difficult optimization 
problem. The primary and most difficult constraint was that the optimal 
flight path should not be lower at any point than the specified minimum- 
clearance distance above the terrain. Restrictions on the aircraft 
normal-acceleration are also placed on all terrain following systems [3]. 
This is primarily for pilot comfort, but can also be performance and 
structural limitations on the aircraft. The final constraint added to 
the formulation was on the behavior of command signals to the aircraft 
control system. They should be reasonably smooth and somewhat limited 
In frequency, so that the aircraft will respond well. 

The clearance-distance constraint appears mathematically as a state- 
variable inequality constraint (SVIC). There has not been very much 
success with general optimization algorithms that attempt to apply the 
SVIC's "directly". Most direct methods require some assumptions of how 
often the constraints are active or inactive ( 4, 5]. The greatest 
success with SVIC's has been In treating them indirectly with penalty 
functions. [ 6 ]. That approach was orginally tried in this study. A 
Davon-Rank-One parameter optimization scheme with an exterior penalty 
function was used with reasonable results. After some revisions to the 
optimization problem it was found that it could be stated as a quadratic 
programming problem. That currently appears to be the most promising 
approach, although no results from that are available yet. Direct 
methods for the quadratic programming problem with Inequality constraints 
are readily available ( 7 ]. 

The normal acceleration constraints were approximated by "control 
constraints" which can be applied directly by most optimization methods. 
The control variable for the ideal path determination was second deriva- 
tive of the altitude with respect to range— referred to hereafter as 
"curvature". The class of allowable control variables was purposely 
restricted to achieve smoothness and frequency limitations in the ideal 
path, since it should be a path whid» the aircraft can follow. The class 
of controls was selected as linear splines (continuous plecewise-linear 
functions of range). Illustrated in Fig ?.. Upper and lower bounds on 
the control values tend to limit aircraft accelerations.  And the com- 
bination of these hounds with limits on the number of linear segments in 
the control produces frequency restrictions, as well. Double Integration 
of this constrained curvature produces a path with continuous first and 
second derivatives with respect to range and with limited frequency 
content. 

549 

-^-*L*diaMMiMfeflMliBMMl 



**m<******^mmmi'ii* npwt^jnii.   . "^■-».»^■Bujm,^ Lii 11 mijim^i'muva I'^.-WWJ'J .. ■■ ■ i T*w*m wv'^'V"'T^ ' 

C*rv«ture 

The choice of a. llneer-spllne control variable reducea the dlaen- 
alonallty of the control problem from a function apace aearch to a para- 
■eter apace aearch. The Ideal path nodal was choaen to be aa slnple aa 
poaalble and atlll contain the most significant restrictions associated 
with the physical problem. The equations of motion were simply: 

(1) 

(2) 

h' (R) - a(R) 

■ '(R) -K(R) 

where h is the height, 

■ la the slope, 

and    R la the range. 

The restrictions on the curvature and height were, for all R: 

(3) »in i K(R> ^ K 

(♦) h(R) > c(R), the clearance path value 

The performance, or measure of closeness, was baaed on the elevation, or 
error, above the clearance path. 

(5) e(R) - h(R) - c(R) 

Uaing the linear apline control form, eqs. 1 and 2 can be integrated in 
doaed form to yield an expression for e that la an explicit function 
of the K.. 

Originally an integral cost function wss used, but this was sub- 
sequently simplified to a summation of the effecta at diacrete points 
along the terrain, R . J of eq. 6 was to be minimized, by optimal 

n 
selection of the K. - ((R.) parameters. 
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(6) 

a 

I 
n-1 

(v L e ) n n + M 

The quadratic term penalized the peak errors more heavily while the 
last tern allowed for the possibility of a mln-max criteria with the added 
constraint: 

(7) e(R) < For all n. 

When constraints (3) and (4) are applied only at the R   points the 

optialxatlon problem reduces to a quadratic progranmlng problem.    Since 

a    Is a linear combination of the K. values, J becomes quadratic in the 

K. parameters.    The spacing of the control parameters (R.) was not the 

same as for the performance summation (R ).    It was found the number 

of parameters could be effectively reduced by using a fine spacing near 
the aircraft where only the low frequency terrain components are of 
concern. 

A typical Ideal path Is shown In Fig 3 for a fairly rough terrain 
segment.    The curvature bounds corresponded to +3g and ~1.5g accerela- 
tlons.    The path was generated by repetitive optimizations - optimizing 
a path segment, or frame,  24000 ft ahead of the aircraft, position then 
repeating the optimization for a new 24000 ft frame after the aircraft 
position moved 4000 feet down range.    The control parameter values were 
at ranges of 1000, 2000, 3000, 4000, 6000, 8000, 14000, and 24000 feet 
from the stsrt of each frame. 

The tracking problem was evaluated using a non-linear digital simu- 
lation of an F-4C aircraft with its SAS (Stability Augmentation System) 
Included.    The SAS provided attitude response improvement for the air- 
craft, but additional control commands were necessary to obtain desire- 
able positional response of the aircraft.    The only linearizations used 
In the simulation were the aerodynamic force coefficients and a portion 
of the control-surface-actuator model.    However, control surface deflec- 
tion limits were considered.    The aerodynamic force coefficients were 
used because non-linear aerodynamic data was not available. 

Initially, the tracking systems considered maintained a constant 
aircraft thrust and allowed the speed of the aircraft to vary during 
the maneuvers.    This approach was used because extensive throttle cycling 
usually reduces engine life.    But tracking ability suffered severe degrad- 
ation for rough terrain and "rough ride" (relatively high accelerations). 
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11 
The tracking control system under current Investigation uses a conmand 
signal which Is the sum of signals proportional to the errors In the 
heights, slopes, and curvatures.    The errors are determined hy subtract- 
ing the ideal path values from the simulated aircraft values.    This gives 
a control system which Is predictive as well as a feedback system.   As 
«as expected the tracker does not do well In a open loop mode of oper- 
ation.    The tracking system portion of the study is not yet complete. 
Convention linear control frequency response techniques which were tried 
have not proven helpful In this tracking problem because the non-linear 
effects are significant, especially for rough terrslns. 

From the work that has been completed It sppears that a real-time, 
optimal-path system Is feasible for terrain following, though addition 
verification of this must still be completed, particularly In the tracking 
phase.    The penalty-function FORTRAN optimization routine can run In 
approximately real time on the CDC 6600 (S seconds per frame).    The quad- 
ratic-programming optimization should reduce computation time, which is 
the significant factor in adapting the scheme to an airborne computer. 
Program size and reduced word length would not appear to be significant 
problems in adaption to an airborne computer. 
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