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1. INIRORUCTIJON AND SUBHARX

This report to the Advanced Research Projects Aqency (ARPA) is
the final one for the poriod 1 Octobher 1973 through 15 September
1974 on Svystes Development Corporation's (SDC's) research and
developsent prograa in Interactive Systeas Research (ISR). An
interia report covering the first six months of this progras
{through 31 March 1974) has been submitted (Bernstein, 1974).
The prasent report concentrates on the proqress, results, and
problens for the last half of the yvear's work and contains plans
for the future activities of the ISR proqraas. The progras
presently includes three projects: (1) Speech Understanding
Research, (2) lexical pata Archive, and (3) Common Inforaation
Structures. The overall inteat of SDC's ISP progras is to
develop basic technology for isproved man-machine interactive
systeas with application to a variety of anticipated military
needs. Tke mafor emphasis at present is on speech understanding
and related probleas.

The Speech Understanding Research profect contains nmany
developaents that will re material in enhancing and improving
intetactive systeas by making thea more capable and productive
wvhea used by the casual user. The continuing effort to perait
such users to easily and effectively coamunicate vwith a
coaputer~based system in lanquage forms that are natural to ther
is of particular importance.

In support of ARPA's Speech Understanding Research proqraa and
other lanquaqge-~based efforts, the Lexical Data Archive project
was Sstarted to create (as its name implies) a central archive of
lexical information for, and of particular interest to, ali ARPA
contractors working in speech understanding as well as other
lanquage-based activities.

The world of intormation processing has been one of continuous
evolution and change since its creation. The ever increasing
dependence of users of information processing systeas upon data
bases and data managesent systess has become obvious. WKith the
continuously changing environment of hardvare, operating systeas,
and data management systess vithin vhich data bases reside, the
need to move A data base with sinimal effcrt, cost, and
disruption to its uscrs is becoming as isportant as smooth,
vell~-enagineered user interfaces. The Coamon Information
Structures profect is continuing to develop the aethodology
necessary to perfora data base transfers in the appropriate way.

The following sumaarizes these profectst! activities during the
past vear.




Rttt G G

T

15 Roveaber 1974 4 Systea Developsent Corporation
T™-5243/002,/00

1«1 SPEECH UNDBRSTANDING RESEARCH

The Speech Understanding Research (SUR) project is continuing its

efforts to create a demonstrable prototype Voice-controlled Data
Management Systen (VDNS), using free-foram spoken English as
inpat. Although it vas oriqginally intended that an enhanced
version of the nrtototype that was demonstrated to the SUR Group
Reviev Tean in December, 1973, would bhe demonstrable in the fall
of 1974, the eftort has been redirected to produce a version of
Yyoms later in 1974 that incorporates the linquistic processor
being developed by the Stanford Research Institute (SRI) in
confunction with SNC's SUR proiect, along with improvements that
have been made in SDC's phonological and acoustic-phonetic
processes. The develovment work is all being done on the SDC
Cozputer Coentet Facility's IRM 370,145 YK-370 Operating Systea
¥ith remote uysers accessing the system via the ARPA Network.

Te2 LEXICAL DATA ARCHIVE

The Lexical Data Archive (LDA) profect was bequn in October,
1973, with the obiective of providing, via the ARPA Netvork, a
centrally availatble collec ion of lexical information on the
union of lexicons used by the ARPA SUR contractors in their
collective and irdividual endeavors. The Semantically Oriented
lexical Archive (SOLAR) has been desiqned, and most of the
relevant data have Leen collected. Proqrams have been developed
for deriving aachinue-readahle data files and for discovering and
displaving links asonq lexicon words, and a file management
facility has been developed, To date, data have been manually
distributed to the SUR proiects and others. Automatic access
will be provided in the near future.

1.3 COMMON INPORMATION STRUCTURES

The COsmon INformation Structures (COINS) project has devised a
sethol for transferring data Lases betveen disparate data
panagesent systeans (D4Ss) that requires minimal eftort and cost
by utilizing to a max’gus deqree the functional capabilities of
the two DNMSs involved. The aethod depends upon the existence of
threc lanquages to describe the various phases of the
intersadiate process of the actual transfer. They are a Coason
Data Description Lanquage, a Comsmon Data Translation Lanquage,
and a Common Data Poremat Lanquage., These langquaqges have been
detited, and cffocrt is now concentrating on refinement and the
iaplementation of lanquage processors that will perait a thorough
test and evaluation of the method.

|
I
i
I
1l
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2. SRBBCH DMDBRSTAMDIRG RESEARCH
2.1 INTRODUCTION

The continuing loud-term goal of the SDC Speech Understanding
Research (SUR) profect is to develop and implement a data
manageaent systea that is controlled and operated by its users
through free-form spoken PEnqlish, T™he basic approach taken to
achieve this qoal is distinquished by a modular systea
architecture that esbtodies phonoiogical and linguistic processes
and an acoustic-phonetic processor. The syster acchi tecture
enables a coaplete assembly of multidirectional parsing processes
to operate in parzllel on the same or different seqments of an
input utterance. Two sador advantages are obtained trom this:

{1) the systea may start vorking on the least ambiquouvs portions
of the input, and (2) predictions need not he limited to near
neighbors of a recoqnized input seqment but may be applicd to any
portion of the entire utterance.

The acoustic-phonetic processor contains the processes that
extract acoustic information from the speech signal and make
acoustic-phonetic labeling decisions. The processor vwe are
develoring reflects the fact that the specech signal is never
vholly unambiguous; any attempt to precisely label phones and
their boundarirs aust recoqnize and allew for this ambiquity inp
zapping the 2xtremely large number of sveech sounds into the
relatively small set 0f acoustic-phonetic transci!ption syabols.
Accorlingly, in ¢his processor, each acoustic-plonetic saqeent is
sultiply labeled, and each label is assiqnre? o score. Scores are
based on a measure function that is, in turn, based on feature
paramcters previously developed for each speaker (uscr).

As a tirst step toward the long-term goal, ve constructed ani
refired a limited Voice-controlled Data Managesent Systea (VDMS)
that could accept continuous speech and be demonstrably usable by
at least two spea¥ecrs. Within this systeam, there were
limitations with respect to both the size of the vocabulary and
tle syntax of the Tnqlish subset permitted.

2.2 PROGRESS FOR THE FIRST STX~-MCNTH PERTIOD

At the beqinning of the present contract year, tvwo separate
versions of VDMS had been constructed and tested: Version A,
which operated on the SUR laboratory Raytheon 704 minicomputer in
confunction with an IEM 170,145, and whiclk incorporated the
sodular system architecture, and Version B, whiclk operatad
catirely op the Ravtheon 704, and which embodied the
sultiple-labeling philosophy of the acoustic-phonetic processor
described above. Both versions allowed the user to access a data

I
|
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base of information about the lenqth, beam, draft, arsament, and
other characteristics of submarines in the naval fleets of the
United States, the Soviet Unior, and the United Kingdom. The
total vocabulary of each systea vas approxisately 150 words. The
query lanquage used to access *his information could be described
Lv about 35 syntax cquations for Version A and about 30 syntax
equations for Version B: the difference is accounted for by the
fact that Version A contained report generation capabilities that
Version 5 did not. Typical queries that could be accommodated by
either systea are:

"TOTAL QUANTITY WHERE TYPE EQUALS NUCLEAR AND CCUNTRY EQUALS
USA."

“PRINT TYPE WHERE MISSILES GREATER THAN SEVEN.*

Both of these initial versions of VDKS had been tested with a
larqe number of utterances and had achieved reasonably good
results (Bernsteirn, 1974), The first major task undertaken
durina this contract year was the constiuction of a single
full-scale versiorn of VDMS that combines the best elements of the
tvo versions., This newv version of VDKS (Ritea, 1974a,b) vas
comvleted and successfully demonstrated in late 1973, Its major
characteriestics are described in this section.

2.2.1 3ystew Qveryiew

The cverall confiquration of VDMS is characterized by three najor
processing aodules:

(1Y The lirquistic processor, which contains the parser angd
a discourse-level controller:

{2) Tbe acoustic-phonetic processor, vhose results are
contaired in an array of data called the A-matrix;

(3) The lexical matching procedure, vhich perforas matches
of predicted words at the syllable level, using various
applications of phonclogical rules to assist in its
ratchinags.

The pattern of communication amonq taese modules js illustrated
in Figure 2-1. The speech froms the usec is input to the
acoustic-phonetic processor, which foras an array of
acoustic-phonetic data for use by the parser. At the beginning
of the procescing of an utterance, the discourse-level controller
provides a variety of predictions and restrictions on what is
allovable or expected in this utterance. The predicted vords ar
transamitted to the lexical matching procedure, which looks for
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et  USER R ECH s PHONETIC
PROCESSOR
ACOUSTIC-
DISCOURSE Spradls
Y STEM  l——a  LEVEL DATA
RESPONSE CONTROLLER
DATA LEXICAL
MANAGEMENT | SYMBOLIC tP“ED‘C"O& MATCHING
SYSTEM UTTERANCE ‘r PROCEDURE
SYMBOLIC
UTYERANCE .
L_ FOUND WORDS
PARSER |

Fiqure 2-1, oGverview ot VIF;

the werde in the acoust ic~phenetic data, The rvarser and lexical
patcaing procedure thenp pass predictions an?d verifications back
Aand fo1th to on. another in an effort to uaderst and ¢ he
utregance.,  Cnce it is, understocd, the uttorpance is passed to the
data sanagement sy¥s5tee, which forms an anpropriate tesponse. The
Ceitonse 15 passed to the discourse-level canticller and ty the
uset.  The discourse-=level] controller is then updated to aid in
tutur- predict fons.

The logical flow of control and data botweor 411 of the modules
i> specitied Dy a language unigue to VDNS, called the Contro}
Structure Lanquage IC5L). Using CSL for prearam control, new
rodu.-s may te isplepcnted, and data paths aronqg amodules in vDus
#ay he endified without mafor cteproqramming of the system, In
ad?ition, CSL bas the tolloving features:

(1 1t allovs tor loqical parallel execution ot modules.,
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) it provides tor the running of modules on treaote
soaputers.

{3) Jsina a trace an? lebugging provision, hreiakpoints can
be 1nserted for monitoring the flov of data through the
system.

(4 Changes in the order of execution ot the various
sofules may te spuecified,

{5) F[aca dependzrcies amcng modules may be controlled.

N ecre detailed discussicrn of CSL is given Dy Rarnet: (1974b).

Lode? Ihe LisQOUFSe-lcyel Contrgiles

The discourse~level zontroller cesprises twe poiuies: the user
gciel ane the *xematic eemanty. The uscr madel cetermines wvhat
SNeryY State tie user is in and predicts the kinds of grasear that
#AY Appear 1, hls Lert interacticn with the systea., Somn sasple
states are "ryotes jogin¥®, "interactive query mode¥, "report
qunetation pode®, and Yuser 2ids®, If the user is in interactive
CUery fode, tAe uter acdel will predict syntax equations tor the
n=xt ont rsction, suct as tnose for "Print®, ®ERepeat™, "Count®,
Poubnot®, o "Total", cach of which is the first word of an
AiP*eTACt Ve JULEY Stategent, The vords "Explain" and "Dos~ribem
ar - the tipsy words ol typical user-aid comaands. Fach

DL .3CtLak CA1Tles with 3r a confidence level such tha® the
Kldbei the conticence level, the aore liberal the system will te
ir overlccring v1r00LsS A0 C2coqnition,

The thenat {c merory 15 ccncetned with particula- content words
tr3t Tight occul ih +he pext utterance; it 18 not concerned with
svutactiec tersin lo such as the digits or the wnrd "Print®,
Trveral plecos Ut ointorsiticn are kept about each word as it is
Uiedl Beles hGH a0 fhaw sany utterances ago) it has been since
the wold was usned and how likely it %s that *he word will
resocour, teventing on kow it was used originally. For exasple,
1 othe whel sadd Yobew cateqory®, the assumaption is that the next
coaman! will prolicly 1nvolve soaething abour the categories of
submaripes in the lata tasec,

In adlitior to loneiny for cortent words in aser compands, the
thepatic mepory also beeps a tecourl of any non-puscric syabolic
responies trom *¢o- data mansaqoment systex. These responses are
2)s50 uszed to predict words that are hiqhly likely to occur in the
neXxt uttel atice,
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Throughout a dialogue, the variocus content words as predicted by
the thematic menory are aged from uttorance to utterance, and
their likelihood of being used is diminished if they have not
been reused. If the confidence of prediction drops belov a
threshold, then the vord is removed froa tne thematic semory and
dropred from consideration until it is used aqain. 2Also, if
duprlicate entries occur within an utterance, then the age and
orioinal merit are modified to take care of this effect.

R.2.3 Ibe Earser

The basic linquistic unit used for the parsing strategy in VDMS
is the phrase, which consists of one or sore vocabulary wecrds (up
to the cosplete uttorance) linked together in a syntactically and
sexant ically correct order. Some examples of rhrases ara
"country and cateqory” and *quantity equals five". The parser
attesvts to predict phrases using the user model, thematic
ratternira, and gqrammatical and semantic coanstraints information
orovided Ly the discourse-level controller. Predicted phrases
at~ patched aqainst the acoustic-phonetic data for acceptance or
tcdection. Accepted phrases are then concatenated to fora a
larger phrase, vwhich is then analyzed to sec whether it is a
cosplete utterance,

ire vorser consists of four mafor modules:

{Y The classifier

(2} The bottos driver

{3) The top driver

(4) The side driver
Th2 classifier's task is to assiqn a syntactic category to each
word accepted by the lexical matching procedure. Some typical
syntactic cateqories and examples are:

[tens name ("country")

Itea value ("USA")

svyntactic terminal ("print")
A svntactic cateacry, as generated by the classifier, is used by
the other modules of the parser to generate predictions about
dallovable syntax in ot her parts of the utterance. The bottom

driver is 1 typical hottom-up modsle, vhich vakes found phrases
and determines how they may be used ian completing the parsing ot
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a coeblete uttecance. The top driver takes predicted phrases and
fros ttem derives either a syntactic terminal or a shorter phrase
to be looked for next.

~»| THEMATIC MEMORY TOPDRIVER  [e=prcange =  USERMUDEL

COMPLETE

PREDICTED PREDICTED___ | PREDICTED UTTERANCE

WORDS WORDS '  PHRASES & SYSTEM
RESPONSE

¥
TEXICAL : y .
PREDICTED COMPLETED o| POST-PROCESSORS
MATCHING pe =  SIDEDRIVER | Fiy
Loty WORDS ~ [FurTenance (DMS, ETC.)
3
PARTIALLY COMPLETED
F%‘f{g COMPLETED  PHRASES
w PHRASES
\ 2
FOUND WORDS
CLASSIFIER  p———eWiTH=—==p{ B8OTTOM DRIVER
CLASSIFICATION
COMPLETE UTTERANCE
& SYSTEM RESPONEE

Fiqure 2-2. The Pacrser

The svrtactic teiminals - te sent to the lexical matching
proc-rdvre, which then at.cmpts to matc. each ore against the
acoust1 -phonetic data. The side driver takes completed or
partially completed phrases from the bott - driver. If a phrase
is incomvlete, the side driver determines which part to look for
rext, and it will ask the top driver to locate the missing part.
Oon the other hand, if the phrase has been completed, the side
ériver ainalvzes it to sec vhether it is a legqal coaplete
utterance. If it is, the side driver terminates the parsing
activities of all modules and transeits the symbolic form of the
hypothesized utterance to the lata management system and the
discourse=-level controller. Other completed phrases (which do
not cover the entire utterance) are used to bottom drive the
sy¥stew UD cne level to create larqger, more comfplete phrases. The
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B 4

flow of processing within the parser is shown in Fiqure 2-2.

2.2.4 The lexical Matchipg Procedure

The lexical matcaing procedure verifies or rejects a predicted
wvord throuah pattern~satching against the available
acoustic-phonetic data., A detailed description of the procedure
is gqiven by Veeks (1974a,b).

The syllable is the unit that is used in tue laxical matching
i process. The linquistic issues concerning the existence or fors
of the svyllable have h¢en sidestepped by giving it the foliowing
alanrithesic definition: a vowel amucleus preceded by a c~1sonant
cluster (possiblv null) and followed by another consohant ~luster
(also possibly null). All words have syllable divisions marked
; ir the lexicon, and sose of the phonemic rules are wcitten in
teras of these boundaries. Within a syllable, most of the
co-arliculation is internal:;

i PREDICTED
WORD

!

PHONEMIC
EPRESENTATIOJ’ =]  LEXICON

LEXICAL |, PHONEMIC
E & VARIANTS | RULES
. MATCHING | i WORD
. PROCEDURE SCORE

1
¢ 3

SYLLABLE ACOUSTIC- BOUNDARY
MATCHING PHONETIC DATA : ANALYSIS

Fiqure 2~-3, Lexical Matching Procedure
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efiects cver boundaries are handled separately. Because a good
percentage of phonetic dependencies occur within these units,
rules can conveniently be applied. Under this approach, a
separate set of rules nust de set up for dealing with
interactions over boundaries. Word boundaries can then be
considered as special cases of syllable boundaries, so that the
rules acply to inter-vord co-articulation.

Pigqure 2-3 is a block diagrem of the lexical matching procedure.
When a vord is predicted in orthographic fora, its phoneaic
representation is extracted from the lexicon. A set of phonemic
tules is applied *0 the phonemic representation to obtain a sot
of lexical variants. These variants arise by phoneaic
replacements as dictated by the rules. 7The get of lexical
variants is then sent to the main matching procedire, vhere each
is matchaed one by one against the acoustic-phonetic data on a
svyllable-by-syllable basis. The boundary analysis is done in
conqfunction ith the syllable matching and atteapts to compensate
for acticulacion across svllable and word boundaries. The
resulting scores for cach lexical variant are then sent to the
pain matching procedure, which decides which possibility gives
the best over-all score. The structure of the phoneric rules
pass is describod ny Barnett (1978a).

2.2.5 The igoustic-Phopetic Processor

Specoch i8 input interactively in an acoustically controlled
envirunment (a sound booth with a signal-to-noise ratio hetter
than 50 4B) vsina a Sony ECHA-377 condenser s’crorhone, vhich has
au essentially flat frequency response to beyond 10,000 Hz.
Lovw-level preemphasis is emploved, shaping the frequency response
vith a zero at 300 Hz and a pole at 3,000 Hz. This speech signal
is randlirited to 9,000 Hz and digitized at 20,000 samples per
second using a 12-bit analog-to-digital converter. The input
specch is saved directly on diqital sedis with no intervening
analog recording steps.

The digitized speech is then passed through a digital-to-analog
converter, and the resulting analoq wavefora is passed through
three hardvacre filters having nominal bandpasses of 150 to 900
Hz, 900 to 2,200 vz, and 2,200 Hz to 5,000 Kz, respectively. For
each 10-msec. interval, two parascters are extcracted from each of
the three filter outputs: (1) the maxisum peak-to-peak
amplitude and (2) a count of zero crossings. The resulting six
parameters (tug from each of the three filtered signals) are used
to assian a rough acoustic label to each 10-msec. segment. Five
labels are currently used: VW (vowel-like), SS (mtrong

B =
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frication), SI (silence), OV (low-asplitude voiced or unvoiced),
and YC (all other--usually weak voicing). The next step in the
processing is to refine these rough labels, imsposing a sore
accurate classification on each segment.

Within the classes VW ané VC, sore specific labels are assigned
using a vowel-recognition strateqy bised on speaker-dependent
vovel formant information (Kaseny and Weeks, 1974). This
inforsation is cospared with the torsants (cbtained with the use
of a Linear Predictive Coefficient (LPC) spectrur) at selected
instants in time for each vcowel to be identified. A modified
Euclidearn distance function is used to comspute the relative
distances between the cagdidate formant values and pre-stored
speaker-dependent vowel formant values. The closest three vowels
are selected, and associated scores are assiqned to these choices
based on the values of the distance function.

Fricatives and plosives are characteristically found within
sequences of seqeents labeled SS, VC, or UV. For these areas, a
technique called the Low-Coefficient LPC (LCLPC), described by
Polho (1974a,b), has been shown to provide seaningful spectra
that correspond well with both acoustic-phonetic theory and with
the experimental results of others. Time resolution is
sufficiently nacrov to allov independent spectral analysis of the
release, frication, and aspiration porticns of an unvoiced
rlosive or to desonstrat> spectral change within a consonant
c.uster, so that clusters such as /ks/ and /ts/ say often be
distinquished, For analysis of unvoiced speech, the LCLPC uses
the autocorrelation sethod with eight coefficients and a 6-msec.
Haweing vindov. Analysis of spectra obtained in this way allovs
the following five classes to0 b. distinguished:

(N labial or dental (LD)

{2) alveolar (AL)

(3) alveopalatal (AP

{4y pdlatal or velar (PV)

(5) voiced or low enerqy (VS)
Thes~ classes correspond rouqhly to the spectral characteristics
n¢ unvoice? fricatives and plosives. Moreover, there is a
correspondence betwecn these classes and the articulatory
rositions of unvoiced fricatives and plosives. The classes LD,
AL. AP, and PV ideally contdain the following rhoncemes:

LD: /v/./t/. /6/
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AL: t/. /s/
AP: S/
pV: /v /

Experimentation has also confirmed that the glide /vw/ and the
liquid 71/ characteristically occur within the VW or ¥C classes.
The present approach to recognizing these phonemes is to augment
a speaker's vowel formant table with the formant frequency values
for /w/s and /1/. These formant values have consistently been
easily distinquishable from the formants of the vowels and have
enabled the systea to accurately isolate and recognize /w/ and
/1/. The qlilde /y/ and the liquid /t/ are handled indirectly,
again with the use of the speaker-dependent vcewel formant table:
if a 10-msec. seivent has been iabeled /i/, it is assused that
the segment could he a /y/ with equal probability, and both
labels are then assiagned to the segment with the same score. If
A scament has Lteen labeled /3/ (again with the aid of the vowel
tanle), the label /r/ is assiqned to the same seqmient with an
equal score.

Altiouqgh the vstem is not vet able to distinquish the various
elements within the class of nasals, viz., /8/, /0/, /0/. N/ .
/y/. 31 single class name (NA) is used and has proved quite
reliable. A scqgment is labeled NA based upen some simple tests
involving the applitudes and bandwidths of formants F1, P2, and
?30

All of the aforeomentioned scqment labeling procedures are used to
construct an array of acoustic-rhonetic data called the A-matrix.
The construction of the A-matrix is shown in Fiqure 2-4. Each
row ot the A-matrix corresponds to a 10-msec. seqment of speech
and cont ains a rough scgment label (V¥W, SS, SI, V¢, or UV): one
or eore refined seament labels and associated scores based on the
above procedures: formant frequency values:; and estimates of
fundamental trequency, RKS enerqy, and other acoustic-phonetic
parameters us?d in the assiqnment of the phoneme and
phoneme-class latels.

!
[
|
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SPEECH DIGITIZATION
AND HARDWARE FILTERING

!

ROUGH SEGMENT LABELS:
VW, VC, SS, UV, SI
AMS
PITCH
1
= ¥
VOICELESS
VOWEL-SONORANT FRICATIVE-PL OSIVE
IDENTIFIER IDENTIFI:R

R !

COMPLETE
A-MATRIX

Figure 2-4, A-Batrix Processing

2.2.6 §ysten Testina

In the present confiquration, speech is digitally recorded and
saved on disk, as descrited above, using the Baythecon 704. The
704 then creates an A-satrix from the digitized vavefors. The
A-uatrix is then sent (via direct hardvare 1ink) to the IBM
3707145, vwhich then performs all subsequent linguistic processing
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of the utterance and returns a response to the user. Since the
systems 1s dependent upon thesatic patterning for assigtance in
understanding an utterance, it is necessary for the user to
interact with VDMS using goal-directed dialogs. Por testing
purposes, ten dialogs vere created, vith an average of ten
utterances per dialog. Each of two sale speakers (for vhom vowel
formant tables had previously been qenerated) recited the sets of
dialoagas. I. _.nas initial test of VDHS, an average of 52% of the¢
utterances vere correctly understood. Analysis of these
rreliminary results has shown that this figqure can te increased
by isrlementing sose modifications to the phonoloqical processes
ar:! lexical matching procedure,

2.2.7 Related Besearch

A continuing program of Ltasic acoustic-phonetic research is
rroviding algorithms that will improve the over-all accuracy of
current and future spec:ch-understanding systems, An experisant
desianed to comvare the ¥1 and F2 freguency scveRments of wowsels
next to /ry/ with the same vowels hefore other consonants vas
conductcd (Fameny, 1974). Lehiste's {1964) data (obtained froa
sprctrograms) on the vowel allophones associated vith /r/ vere
usal for cokparison purposes., The data for this experiment were
basei on formant trafectories computed by LPC techniques on the
Tavthoon 704. The results of this experiment confirsed Lehiste's
werk, which indicates that there “; a change in soese vowels in a
tetrcfloxed cavirorvent. The clange in vowels after /r/ is
painiral except focr f1/, bhut the change in vowels bhefcie /r/ is
considecable. Tvis was a prelicinary experiment in which the
nusber of subiects api samples vwas small., However, tnc results
c#y be used to develop A retroflexed vowel space on the basis of
a non-retrofleyed vowrl space and to coepare the identification
of vowels using this nev P1-F2 space vwith the identification of
vovwels using the non-Ttetroflexed P1-F2 space.

Ar algorithm that autopatically distinguishes the nasals /an/,
/n/. and /n/ from ~ach cther was designed (Gilleann, 1974
Gillmann and Rites, 1974). Spectral analysis is pecformed on the
Ravtienn 704 using an LPC mcil to locate the formants of thcese
phonew:s, By comparing the tormant frequencies of unknown nasals
to protntyve values derived frce normalization utteranc:»s, the
algorithy was able to correctly identify nasals in 72% of the
cases tenteds Experimentation has indicated that (1) auroratic
techniaues can b egploved to distinquist nasals in continuous
sucach: (2) liwear prediction can be uscd effectively to analyze
the spectra of these phoneres; and ()) speaker-dspendent tables
of prototypo nasal forsants extend these results to
rnitiole-spcaker eanvircnments,
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2.3 PROGHESS FOR THE FINAL SIX-NONTH PERIOD

The origdinil qcal to be r2ached by the end of the current
contract vear (as specified in SDC Proposal 73-5674) consisted of
enlarqing the vocabulary of the query lanquaqge and loosening the
urassar to make the lanquaqe easier and sore natural to use.
Specifically, VDHS was to contain a vocabulary cf about 500~600
wvords, and the qraemar vas to he modified to adsit the following
capabilities:

(1) A sore nrtural Jurm of expression for integers (for
example, "thirty four™ instead of “three four¥%).

(2) A facility tor inter-ites comparisons (for example,
*Print cateqory vhere surface speed qreater than
ulmerged spead.") .

(3) U5 oi =trings of inequalities (for exasple, "Print
type where draft qreater than seven and less than
rine."i .

(4) Simple arithmetic calculations (for exasple, "Print
cateqory vhere surface speed gqueater than three tipes
subserqed speed.").

(5) Interroyative sentences.

However, recent discussions and negotiations (at the¢ request of
ARPA} with the Stanford Research Institute (SRI) have yielded a
cooperative research plan for further developaent of a joint
speech understanding systee. Within this plar, SOC is
concentrating prisarily on signal processing, acoustics,
phonetics, phonolcgy, and systeam software and hardware support.
SRI is concentrating on syntax, sesantics, pragsatics, and
discourse analysis. Systez desiqn and architecture, and
prosodics, are shared ccncerns.

The firs*t pmafor gqoal to be achieved under this cooperative
tesearch plan will be the successful developsent, implementation,
and demonstration of a speech understanding system in late 1974,

2. 3.1 Demopgtgatiop System Overview

For the initial ieplementation of the 1974 descnstration systea,
vhich operates on the Raytheon 704 and IBM 370/145 computers, the
task domair ix data sanaqement, and the data base consists of
information on thte subsarines fleets of the United States, the
United Xingdom, and the Soviet Union. The acoustic-phonetic
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processing and lexical mapping routines ate essentially as used
in VDAS, modified to handle a vocabulary of 300 words. There is
a vord-string mapping procedure that handles coarticulation
betveen pairs of words. The parser is a mafor revision and
extension of the previous SRI parser (Paxton, 1974), in which
sources of knowledge are separated from the procedures for
applying theme A best-first strateqgy still prevails, but it is
now rossible to start from any fixed point im the utterance, to
skip over portions, and to accept input froam word-spotting
routines. The qraemar encompasses that of the previous SRI
systea but has been extended to cover istolated noun prases and
rosinals. In addition to being independent of the parser, it has
pret: rewcitten as a series of context-free rules with factors
that specify restrictions or conditions on rule application; as a
resuit, it can b= used top-down, bottos-up, or vith missing
seqguents. The semantics have been completely revised from the
proviovs $:I s stem. WNow, information is stored in a network
representatic . s corresponding to each syntactic rule there is a
semantic int rperetation rule that operates on the netwvork, A
praggatic coaponent, based on an analysis of protocol studties,
has heen added to handle anaphora and ellipsis and to provide
discourse constraints for processing dialog dependencies.
£lthough tie acoustic-phonetic processor and the system hardvare
atil software will underqgo little or no change for this systee, a
fair isount of research has been accomplished in these areas.

2.3.2 Acovustic-Phouetic Besecarch

For purpose¢s of acoustic feature extraction, two proqrams vere
deve:loped: one for automatic formant frequency analvsis and
ancther for fundasental frequency extraction.

The formant frequ=ncy analysis proqraam assigns frejuency,
amplitude, aid bandwidth to each of the first three formants for
«ach 10-msec. voiced seqment of continuous speech. Its input
parameters are fundamental frequency, RMS, and up to five
spectral peaks celovw 5,000 Hz., with theicr respective amplitudes
and bandwidths. FPcak inforsation is obtained from linear
prediction spectia. Techniques distinquishing this formant
tracrer frcm previously reported ones are that: (1) all spectrus
computations ar» accoaplished in the peak-picking phase, prior to
formant tiracking (this say vield sputious formants but few
pissing formants): (2) archor points are located by sclecting
three consecutive 10-msec. seqments in vhich three possible
forrant frequencies do not differ fros one seqment to the next by
rore than a threshkold amount; and (3) decision-making is aided by
treuuency patterr matching vhen more than one forsant is possible
tor a niven slot (this is particularly useful for nasals and /l/
anl /u/). Frequencv-pattern information is derived from speaker
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vovel-sonorant frequency tables.

Fundamcntal frequency is extracted by a three-stage process. The
speech is first digitally lov-pass filtered and dovn-saapled froa
20,000 sarrles per second to 2,000 per second., Autocorrelation
spectra are then taken every 10 ssec. using what Skinner (1973)
describes as the "end-off" sultiplication technique. Pinally, a
pitch-tracking pass extracts peake from these spectra, refines
thea by parabolic curve fitting, and asseables these values into
a coherent pitch track by editing out octave errors (mistaking a
harmonic cr sutharmonic for the fundasental frequency) and
isolatcd anomalies.

In addition to acoustic feature extraction, research vas
conducted on the acoustic correlates of style of speech. A smajor
problem in speech research has been the selection of test
material tor both acoustic-phonetic experimentation and speech
understanding system exercising. Some experimenters favor the
uce of read spevch: others favor the use of spontancously spoken
speech. PBowever, nrothing had bheen done to detersine the acoustic

‘ effi:cts of these different styles cf speech cr to determine

E wvhoether there were actual édifferences. Our qoal was to construct
a carefully desiaqned experiment in which both read and
spontancous {ags wll as other speech styles) could be compared.

E To this e¢nrnd, recordings vere made of ten spcakers of “California

P cnqlish" producing the set of test words: "bee, bov, hoy, bed,
tad, bud® it seven different styles of speech, as follows:

] (1) Free speech duriug an interview in which subjects were
1 induced to say the test words without their having been
b previously spoken by the experirenter;

: (2) Spontaneously spoken lists of words;

{3) Svoutaneously produced sentences;

(4) repetition of sentences spoken by the expetrimenter;

(5) PReading a continuous passaqe;

B ) i R R

(6) Reading the text words in the sentence "The word is
... .e«%: and
(7) Reading the test words im lists.
, Each word was made to occur in phrase final, stressed position.
E The Jata were analvzed using the formant frequency analysis

] proaras to determine the frequency, asplitude, and intensity of
= the first four formants. The nucleus of each vovel in each word
in each style vas determined by an algoritha. The nucleus of the
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vovel differed in sorL.: styles of speech. Preliminary conclusions
indicate that differencea in the forsant structure of vowvels in
read and spontancous speech do exist.

2.3.3 systen Hardware «Rd Softyatce

Acoustic featuyre extraction and phonetic processing for future
SPC/SRL speech understanding systeas will be done by linked
PDP-11/40 and SPS-U1 computers. (Fxperimentation to determine
vhat processing is required will continue tc be done or the
tayvtheon 704,.) The PDP-11/40 wvas delivered in June. We are
currently awaiting a comfpleted version of the ELF operating
system for the PDP-11/40, which is beinqg prepared by SCRL. Once
this 15 received, we will implement a nuaber of user-level
proqrars, which are now in a desiqn staqe. Delivery of the
SPS-41 15 curtently scheduled for late Novesber.

in late 1973, ar ARPANET interface for the PDP-11 was devaloped
at SDC. CLerignated the HSI~-11A, this interface has been
orerational at SDC since January, 1974, In March, 1974, the
designer (Lee Molho) was asked by the ARPA Interface Cormittee
{ISCY tn subait HSI-11A {or possible selection as a standard
ACPANET interiace {or PDP~-11 combuters. 1In May, the HSI-TIA
design was selected. Feor scveral sonths thereaftcr, ISC ameabers

ard tuo SPC star: conducted technical discussions, primarily by |
ARFANET ®"wetwork %ail"., The purvose of these discuscions was to

sgeciiy an 4S51-11¢ design surtable for production ny some

frganizatien ror widespread, gqeneral use on the ARPANET. These
d:iscussi10ng r~sulted in 11 enqineering changes to the original
£ESI-113 desi1gr 1L order to meet! ISC requiresents.

In additiop to system hardvare and softvare efforts on the
PDP-11/5PS5-41 comnputer confiquration, system support work for the
5UP effort is teinqg Jdone in the form of the development of a
proeqrameing laryvage and system that is specifically designed for
the ixplemcntation of SUR systems. This lanquaqe, called CRISP,
vill be operational in July, 1975, on the IBM 370,145 under
V*/37C. A ficrst 4draft of the lanquage and system Adesign document
vill be coszpleted in December, 1974. CRISP offcrs a set of
capabilities that, taken together, make it a uniquely appropriate
tool for the 1eplrementation of our speech understanding systeas,
Asong thesge capabilities are:

e A structured data capability similar to that available in
PL/1.

» Flexible pointer manipulation similar to that im LISP,
ancluding functicnals,
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e Multi-processing and "spaghetti-stack" prisitives.

o Ff{icient cospilation of both arithmetic and pointer~
manipulation algorithas (incresental and betch modes).

e Three levels of extensible lanquages available to the
user:

(1) Source Lanquage (SL)--an ALGOL~-like .anquage vith
fafix operators.

(2) Internal lLanquage (IL)--A LISP-like Polish-prefix
ligt structure langquaqge.

(3) Assenbly Lanquage (CAP)--a macro-asseably language.
e Avajlability of dvuasic, local, and own variables.
e Name pooling.
e Systeam aids to better utilize victual sesory resources.

e QA variety of aids for qroup comstruction of large
proqarams.

Also being prepared is a tramslator proqras that converts SNC
Infix LISP o CRISP/SL.

Using CRISP, the bottos-end numerical algorithass, sapping
crocedures, and top-end componeat say all be combined :n a single
languvade and systes without loss of afficieancy. This is
advantageous for several reasoans, the soat isgortant being the
increased ability of the mocdules to coordinate and commuaicate
vith one another.

2.4 PLANS

The objective for the 197&-1975 contract year is the successful
overation of 1 milestone systes, developed jointly by SDC and
S¥l. capakle of handling utterances in ordinaty ¥nqlish
atpropriate for task-oriented dialoques of the data sanageseant
tastr. This milestone systes vwill have the following
characteristics:

e A vocabulary of approxisately 600 wvords.
e Ability to accomsodate aix apeakera (sale and fenale).

s Fesponse tOo the user in about 25 tisem real tinme.
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e Operating-eavironment siqnal/noise ratio of approxisately
30‘“0 dBo

e Accuracy in understanding at the utterance level of 90%.

For this joint systea, SDC will amsume prisary responsikbility
for:

e Signal vroceasing alqorithes, wvhich wvill perfors acoustic
feature extraction fros the wavefors on the PDP-11/40 and
SPS=-41 ccepyters.

e Acnustic-paoretic analysis, vhich vill include
investigations ot voiced ‘vicatives and plosives,
segroentaticn sechniques, and developsent of pracedures
for ascicning shonetic features to vowvels, nasals, and
sonorants=,

e lex:cal ratching procedures, which will consist of the
doveliopac:t ot bottom-driving techniques, lexical
sutrsetting rethods te quickly rrune unlikely caniidates
frcn lists ot proposed words, and prosodic mapping
techniques tC map phrases using prosodic inforsation.

s system hai'ware and softwvare, including interconnection
of *he PLP=11/64C and SPS-47 computers, assocliated
sottvare develoraent, and the creation of formal test aad
val.lation otocedures for modules of the speach
urnderstarding systes.

SDC and 5Fi wili shate responsibility for the systes artchitecture
and the analvysis of prosodic inforsation. SRI will have pricary
rtesponsitility tor:

e Prctocols anl discourse analysis.
¢ parser dvvelopasent.
e Grammar ahi sepantics.

The activities f.r which SPC has primary respeonsibility are
descrited in detail in SDC Proposal 74-5490.

The Hijective for the 1975-1976 contract yvear is the successful
demonotratior . the Flve-Year System (Nevell, et al., 197V).

Fo. tuis system, a second task dopain will be added. Each domain
v '1 have a vocabulary of 1,000 words. The systes will
accoascdate about 30 speakers and will run on the PDP-11/40,
“kS=41, and IBE 370/145 computers.
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3.  LEXICAL DAIA ARCHIYE
3.1 INTRODUCT ION

The Lexical Data Archive (LDA) project has addressad itself to
the task of providing the ARPA Speech OUnderstanding Research
{(SUR) proiects with sesantic and syontactic data for the words in
their lexicons. Peinqg devoted exclusively to lexical research,
the LNA project can assure & broad range of services for each SUR
profect without the tiiplication of effort and resources that
would be required if the three SUR profects were to collect and
analyze these data thesselves. The project is monitoring a broad
ranqge of lexical data sources, selecting the data having
potential payoff for speech understanding, formatting those data
for archival purposes, and providing for their dissemination to
the appropciate SUR projects. The data in the archive are
centered on the 3,000 or so vords appearing in the twelve
lexicons currently being used by the SUR profjects at Bolt Beranek
and Newman Inc., Carnegie-Kellcn University, and Systen
Develcppent Conrporation. Althouqh there is considerable overlap
asonqg the lexicons, the vords treated cose frcm guite disparate
dosains: chess playing, analyses of moon rocks, subsarine fieet
data, prodect manaqesent, and the daily news releases of the
Associated Press.

3.2 PROGRESS A¥D PRESERT STATUS

Since the initiation of the LDA profect in October, 1973, the
following six tasks have been pursued:

(1) cConmpletior of the desiqgn of the Semantically Oriented
Lexical Archive (SOLAR).

(2) Collection of data fros the linguistics and
philosophical literature.

(3) DbDevelopment of compu.er programs “or deriving
sachine-readable data files,

(4) Development of computer prusrams for discovering and
displaving links among words in particular lexlcons.

{5) Levslopaent of a file-manaqgement facility.
(6) Distribution of date to the SUR proiects.

These tasks are described in the followvwing sections.
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3.2. 1 coanletion of SQLAR Desian

Pirst, the desiqn of the Semantically-Oriented Lexical Archive
(SOLAR) has been coapleted. This includes the decision as to the
tvrpes of lexical data to be collected, the detersination of the
data collection procedures, the specification of proqrass needed
to extract data fros sachine-readable transcripts, and the design
of the loqical structure of the files to be built. 1In accordance
vith the responses from the SUR qroups to a questionnaire,
initially distributed in June, 1973, SOLAR will consist of ten
files (seven 0f which have been iaplesented wholly or in part):

(1) A word index, which allouws a user to easily determine
the words for which data are being collected and the
types of data currently available for a given word.

(2) A bibliographic reference file, which can be used as a
resource tor accessing the literature and vhich can
also be used ir conjunction with cther files to
abbreviate references within SOLAR,

(3) A file of semantic analyses, which contains formsal
treataents of the sasantic properties of individual
words as found in the literature. This file is being
built manually, by locating and reading documents
relevant to the SUR lexicon words, extracting the
essence of each docusent's analysis, writing a critique
of it, and entering this inforsation un sheets for
kevpunching. Although each analysis of a particular
vord is treated separately, the analyses are tied
together by cross-referencing in the critiques appended
40 the analyses.

t3) A file sumsarizing the theoretical backgrounds fiom
which the sesantic analyses have been extracted.

(S) A file explaining and commenting on the Cescriptive
constants eaploved in the semantic analyses,

(6) A file of integrated sussaries of analyses given in the
literatures of philosophy and artificial intelligence
for concepts invoked by the descriptive constants.

(7Y A file of collccational information found in the

definitions of Yebster's Seventh Nex Collegiate
Dictionary (¥7N, which has bcen sachine-extracted and

is accessible via the vords to which it pertains.

(8) A file of definitional links between words within a
patticular SUR lexicon. These ate being constructed so
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that a user can observe the semantic interrclations in
his lexicon,

(9) A file of semantic fields, which are being designed for
each SUR word by tying to it vords found in certain
definitional, aynonymitive, and antonysitive
relationships in W7, Hebster's JNex Dictiopary of

ixnnnxfs (WNDS), and Rogst's Intecpationsl) Thesaurus
ROget).

(10) Finallv, every context of each SOR word as found in the
W7 definitious, in the Brown Corpus, and in selected
speech dialogs is being entered in a keyword-in-context
(KWIC) file.

For a sore detailed discussion of the contents of each of these
files, se¢ Diller and Olney (1973).

3.2.2 Hand Qellsstiop of Data

A sianificant amount of data has been collected for the
hand~built files (files 1-6, above). The approximately 3,000 SUR
words existing as of Sertember, 1974, have been entered intn the
word index together with their W7 parts of cpeech and an
indication of the SOLAR data available for each. About 2,700
references to docunents in the linguistics and philosophical
literature have been collected by LDA permcnnel and entered into
the bibliographic file. Slightly more than 1,600 other citations
to articles in experimental phonetics, psychoacoustics, speech
analysis and synttesis, and phonoloqy have been entered through a
data exchange with Bell Laboratories, Another 1,000 entries in
psvcholingquistics and phonoloqy have been entered through an
arrangement with the UCLA Department of Linquistics. Indexing by
author, title, and keyword (amcnq Other paraseters) is possible
for each biblioaravhic entry. Approxisately 300 semantic
analyvyses have been written, and about 150 have been converted
into machine~readable data sets to facilitate updating and
distribution. (Section 3.2.2, titled “Sample Semantic Analyses",
of the interim rcport (Bernstein, 1974) presents four such

sena itic analyses.) Explanations of about 200 descriptive
constants used in the semantic analyses have been vwritten, and
aboi'~ 100 have been cosputerized. (In Section 3.2.3 of the
interis rerort, some sasple axplanatory notes vere given.) The
file containing inteqrative summaries of conceptual analyses has
received considerable attention in recent sonths. Approximately
2C susparies have been written: half of them have been
computerized and are nov being translated into a formal-logic
lanquage to facilitate their incorporation into the knovledge
structures o€ the SUR systesms. (In Section 3.2.4¢ of the interins
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report, three sample conceptual analyses vere presented.)

3.2.3 dachbine Qexdiyation 9of Datas

Several prograss have been developed to allow the creation of two
of the four machine-derived data seta. Pirst, a set of proqrass
vas vritten that restructured the W7 parsed transcripts into a
forerat suirtable as input to other programss. Thisg set includes
one proqras that reassembles the definitions froa their parsed
format and another that extracts froam all of 87 just that subset
of definitions relevant to the current list of SUR words.

second, a proqgrasm for building the collocational feature file was
written, cospiled, debuqged, and run. The resulting file
contains asbout 10,000 lines of text containing W7 definitionms
that shov petmissible contextual features for particular senses
of the SUR vords. Third, the program that ccnverted the Brown
corpus KWIC data set to SOLAR foraat wvas vwritten and run. Since
ve limited the nuaber of sasple contexts per word to a sax.aue of
450, the resulting file contains about 300,00) lines. The
addition of the W7 definitional contexts is awvaiting an
evaluation of the utility of the Brovwn contextg, We are
currently adding contexts fros dialoas collected by the SUR
aroups.

3.2.4 Prograss under Degyelopment

Considerable progress was made in creating the prograss and data
sets needed to build the file displaying defiritional links
between words in particular lexicons. The data sets being built
comprise the words particular to a given lexicon, the syntactic
parts of gveech for each, the W7 definitions for each, vords
standing in an inflectional relationship to the core lexicon, and
a list of stop vords for vhich no definitional lirks are
followed.

Work on the file of semantic fields has centercd mainly on the
definition of a data structure and the collection of relevant
data sets. Keypunching of the antonyms relations found in WNDS
began in October, 1974. The quasi-synonysitive relations found
in Poget must avait the release of the Roget trauscript by the
Sedelow gqroup at the University of Kansas. Prof. Sedelow expects
to cosplete the editing of the tramscript near the end of 1974,

3. 2.5 Dats AADIgcEeDnt

The six files that are currently computecrized are accessible via
CDNS, an SCC data nmanagement systea vwith exceptional update and
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rerort qeneration cavalhilities. This systea has greatly
facilitated the creation of the hand-derived files. Hovever,
since the systea vwill not he available after October 3%, 1974,
consider le effort was spent late in contract year 1974 in
preparing to msove all SOLAR data to another SDC data managesent
systes that is accessible via the ARPANET. The logical structure
of all SOLAN filrs was reevaluated and revised vhere necessary,
and tne first of eight proqrams needed to ccnvert the data sets
to the revised format was coded and run.

3.2.9 Data DRissributice

Early this vear, the archive wvas publicized throughout the United
States, Canada, Pustralia, and Europe. Approxipatoly 20
researchers resoonded to our Zolicitation for documents dealing
vith lexical sepantics, and about 35 expressed interest in
receiving data froa the archive,

In April, 1974, initial cistribution of author and keyword
indices tc the biblioqraphic citation file was made to the SUR
projects and to five university lingquistics departmeuts. 1In
Nctober, 1974, a revised listing of the citation file was
distributed, toqcther with initial listings of the word index,
*the semantic analyses, the descriptive constants, thc conceptual
arnalyses, the collocational features, and portions of the KWIC
file.

3.3 PLAKS

buring the next (1974-75) contract vear, the LDA staff will focus
on five tasks, Pirst, ve will ccntinue data collection from the
literatute. This %111l involve extending the bibliogqraphic files,
gore than doubliny the semantic and conceptual analysis files,
and upda