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SOME FROBLEMS IN
GERMAN TO ENGLISH MACHINE TRANSLATION

by

Gretchen Purkhiser Brown

ABSTRACT

Thie paper discusses some probiems in the machine transiation of naturai
language, in particuiar, for translation from German into Engiish. An
impiementation of some parts of the translating process has been buiit. The
syetem consists of 8 German interpretive grammar, to take in German text and
output a set of semantic representations, and a gensrator, to produce Engiish
sentences from singie semantic representations. Aithough based on the
assumption that understanding is necessary for correct transiation of text,
the system does not nou contain sn understandirg component to choose betueen
semantic representations. The repressntation of knouiedge and ite use in
naturai ianguage understanding is a research area that is aiready under
intensive investigation eissuhere. The impiementation described hers ie based
on a systemic grammar analysis of German and Engiish, and it appiies and
extends the work of Winograd. Special attention is paid to queetions of
semantic representation in a multi-ianguage setting and %o styiistic iesuee In
Engiish generation.

This report is a revised version of @ thesis eutmittoed to the Department cf
Eiectricai Engineering on January 23, 1974 in partiai fuifiiiment of the
requirements for the Degrees of Master of Science and Eiectricai Engineer.
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Chapter 1 -- Introduction

1.1 The Probiem

The foilowing pages deecribe a model of the translating process, in
particuiar, a eystem designed to accept German text and produce an Engiish
traneiation. The modei is not in any sense a compiete one, eepeciaiiy in the
cruciai area of ianguage understanding. An impiementation of eome parte of
the model, however, has besn uritten. In view of the considerable hietory of
the mechanicai translation probiem, | should stress that the objective of thie
project was not to construct a large-scale worxing systsm but rather tc see
hou far some existing programs and technigues couid go in handiing a group of
probie 'a that come up in text.

Does it even make sense to speak of mechanical translation as an
independent problem? [n the early 68°'s it was wideiy recognized that
mechanicai translation required the fuii resources of language understanding.
[f the transiating procese ie strictiy a matter of undsrstanding in one
language and generating in another, doss the mechanii! transiation problem as
euch merit attention? [ think it is fair to answer "yes" to this quesation.
Translation seems to require the full power of language interpretation but not
the full power of generation. The hardest problem of generation, ocuciding
what to afy and organizing the message, ie geanerally not at issue in
transiation. So transiation offers a somewhat circumscribed context within
which to discuss issues of underetanding, |anguage representation, and
production.

The transiation probien aleo hae the attraction of a readable output,
namely the transiation. The output is a criterion by which euccess may he

measured, although of course thers are @ numbsr of pitfaiie heres first, it is
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not hard to recognlze, but rather difficult to describe, what a good
translation is. Second, a limited system |ike the one diecussed here can be
groomed to accept particular sentsnces gracefuliy, so that its performance
cannot .~uly be judged eithar on the text it can process successfully or on
the no doubt unlimited amount of text for which it will sputter and die. Once
we know the scope af a particular system, houever, we can use a given output,
or a lack of one, as a basis for comparisons and evaluations. Through the NMT
problem, then, it Is possible to consider soms problems common to 8 number of

areas of natural l|language processing.

1.2 The Evolution of the Problem

1f the translating system discussed here is not in any sense a "eolution"
to the mechanical translation problem, it does represent the evolution that
has occurred since Warren Heaver's 1343 memorandum on the subject. In its 25
year history, mechanical translation has not really been involved nith a
singie probiem, but rather there have been & series of problema, as each
system that was built pointed up other areas that nseded attention. Earlieet
attemptes at MT were essentially mechanlized dictionarier, doing substitutiona
urt @ word-by-word basis. Any more involved processing uas left to human pre-
and post-editors. ihen it became clear that word-by-uord substitutions did
not produce acceptable translations, the problem uas refineu to include
syntactic recognition. Attention in the 58's and early 60’s was centsred on
parsirg With, for example, Oettinger's predictive ansiysis, or top-doun,
approach and the work of Yvnge's group at 117, The more sophisticated the
approach to syntax became, however, the more sharply the nagging probliem of
syntactic ambiguity came into focus. Machanical translation began to mean

semantics as weli as syntax, but It uas not exactiy clear what semznticse
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meant. Three approaches represented |imlted answers: probabliities of
lexical co-occurence could be used to select the "like!lest” parse, a group of
eemantic categoriaes such as abetract-concrete could be used to reetrict
participants in a grammatical relation, and 8 fixed set of keywords cuuid be
used to choose possible Interpretations and hence possible parcee. Houever,
as Bar-Hille! and others remarked, even if such methods could claim 98%
reliability, they would have the Qiaquieting property that it would be
impossible to predict where the errors would occur. A systematic approach to
semantics uas neceseary.

In recognition of the difflculty of thic "new" mechanical transiation
problem, support for shurt-term, i.e. practical, projects dried ur. The eariy
60's saw a shift away from attempts to build working systems to an emphasie on
Qore basic research. Limited deduction came Into use in systems such as that
of Raphael (Z9) with the implication that language use incliuded not only a
static "meaning" but also a deductive ability as well. Then in 1378 uith the
deveiopment of PLANNER and Hinograd's question-answering system, the "!imited”
was deleted, and more gecneral deductive ability was advocated for natural
language processing. Implicit in Winograd's system, but not clearly evident
tecause of its question-ansuering nature, was also the racogni&ion ihat a
senteiice is not realiy an independent semantic unit but instead part of 2
targer context. Eugene Charniak's detailed analysis (2) of the probieme of
dealing with context Imples that sentence-by-sentence apgroaches must go the
Hay of word-by-iord translating systems. This is not to say that the sentence
is not an important basic unit, but it does imply that the only eystem that
has a chance of success at high leve! language processing is one that can deal
Hith the interreliationships uithin text,

While we have not yet come full circle, mechanicai translation is
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sur tacing again as the nams of the problem, or, more properly, as the name of
on probiem, since (anguage research has dlverged considerably eince the
irception of rese.~ch rn NMT. Avoued translation work is underuay at the
Univereity of Tuxas at Auetin, the University of California at Berkeley (3),
at Montreal, and at Stanford (Wilks, 37). At lea." one coupany, Logoe
Development, is marketing an MT eystem for English to Rueeian, among other
‘anguages. The system relies on posteditors uith a knouledge of the source
language, but the company claims a high rate of accuracy before poeteditting.
i could not get any detailed information _out eemantic proceesing -one in tha
Logos 11! syetem, but from examining the company's |iterature, | get the

impression that some eort of semantic type-checking is used.

1.3 A Sampls Text
Assuming that the teet of c trenelating sye.em is not ite adility to

handie isolated sentences, but rather ite ability to deal uith connected text,
| selected a paragraph from a pape~ by Hempeimann on octopuses (17). Thoe text
was used as 3 goal for the syetem, and | have tried to handle, in a8 general &
uay as poseible, ine types of difficultiee that the paragraph presents.
Choosing texts seemed much more deeirable than uriting them, since conecioueiy
manufactured examples often have an unnatura! sound, while the moet innocent-

looking sample of "founc" text will usually contaln a numoer of subtle

difficulties. The full paragrar” is presented and diecueeed below, but let me
firet display the accomplishmer.. of ths translatir - systsm,
Ein ‘eutiich sichtbares Isichsn fir die im Ner.>ne ' .°m ver|sufenden

Erregungen iet das Spiel der Chromatophoren der Cep:.alopoden.

T Ry W T~ =Vl —
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k cleariy visible indication of ths excltations that run through the

nervous systsm is the r'ay of ths chromatophores of ths cephaloped.
The skeptical will say thut this is not a vsry imposing output, but let me
remark that a major factor limiting the output of the system Is the very
constrained scope of the Engiish dictionary. Although many important probiems
still do remain, it would taks oniy a rsiatively small amount of routine work
to increase the output of ths system considsrably. | should mention here
again that this transiation uas produced without @ component to do
understanding, so that disambiguation of word senses and marking instances of
coreference uas done by the user. This understanding by-pass w..s not jone for
the sake of exhibiting translation uithout understanding, but rather, it was
in the interest of getting an outout from a partial system.

Let us look at the full text considered, and discuss some of the probleas
that a mechanical translation system uould havs to facs. Here is the German

text, and following it is my oun (hand) transiation.

(1) Ein deutlich sichtbares Zeichen fir die im Nervensystem
verlaufenden Erregungen ist das Spis| der Chromatophoren
der Csphalopodsn, jsner unter dsr Haut 1iegenden gelb,
braun, schuarz, violstt oder karminrot geflrbten Zellen,

(S) die sich entusder zusammenziehen oder durch radid:
énsetzende Muskeln fl8chenhaft ausgebreitet usrden
k8nnen. Mit ihrer Hilfe vermbgen sich die Tiere bis
Zu einem genissen Grade dsr Farbe des Untergrundes
anzupassen. Die das Chromatophorsnspiel vsraniassenden

(18) Reize werden nicht nur durch die Augen, sondsrn auch

durch disse Farbzellen ssibst aufgenommen. So werden




(15)

(20)

(25)

(28)

(35)

14

Kraken bei piBtziicher Zunahme der Lichtintensitit

ganz dunkei, auch wenn sie gebiendet eind. Anderereeits
h3ngt der Zustand der Ballung oder Ausdehnung der
Chromatophoren auch von den Saugnipfen ab. MWenn

diese nicht greifen, so sind im aiigemsinen die
Chromatophoren in Ruhe; wenn sie aber saugen, eo
spieien jene. Seibst die Oberf|achenbeschaffenheit

dee Untergrundes Obt, je nachdem, ob sie glatt oder
rauh ist, eine verschiedene Wirkung auf die
Chromaiophoren aus. Eine Eledone, deren simtiiche
Saugndpfe entfernt worden sind, bleibt standig
gelograu, farbt sich auf Reizung aber noch dunkei
(Steinach). MNit dem durch Lichtreiz hervorgerufenen
Chromatc horenspiel pflegen Beuegungen der Arme
einherzugehen, was sich besonders schdn an Sepia
becbachten !dsst. Auch der Trichter pfiegt dabei Waseer
auszuspritzen. Ob die Cephaiopoden eesibst auf Farben
reagieren, ist nicht bekannt. Nach von Hees eciien eie
sich wie der farbenblinte Menach verhaiten. Da aber
manche in der Tiefsee l2benden Tintenfische in
verschiedenen bunten Farben erstrahiende Leuchtorgane
besitzen, von denen man annimmmt, dass sie zum
gegenseitigen Sichauffinden der Geschlechter dienen, eo
scheint das zum mindesten fOr diese Formen fOr einen
Farbensinn zu sprechen. Eingehende

Untersuchungen liber einen stuaigen Farb:usinn der

Cephaiopoden sind sehr erulinscht. Neusrdings hat
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Fr8hlich Unterschiede in den vom Auge ahgeleiteten
(48) Axtionsstrdmen auf verschiedene Farbrelze festgestellt,
uas sbenfalls sehr daflr spricht, dass disse Tlere

Farben zu unterscheiden vermbgen.

A clearly visible Indication of the excitations that run through the
nervous system is the play of the chromaicrhores of the cephalopod, thoee
cells that lie under the skin and are colored yellow, brown, black,
purple, or carmine red. They can contract themselver and, again, via
radially fastened muscles, be spread out under the st.in surface. HWith
their help, ths animal is anle to adapt to some degre. to the color of
its background. The stimuli that trigger the play cf the chromatopiores
are perceived not only through the syes, but also by the color celle
themseives. So It Is that cephalopods become quite dark in response to a
sudden increase in light Intenslty, even when they have been blinded. On
the other hand, the state of contraction or relaxation of the
chromatophores is also dependent on the suckers. When these are not
grasping, the chromatophores are generally at rest; uwhen they adhere to
somethirg, housver, then the chromatophores begin to play. Even the
nature of the bottom, whather it is smooth or rough, has a certain
influence on the chromatophores. An eledone whose suckers have all been
removed remains a ye!lowish gray, although it will still go dark if given
a stimulus (Steinach). Along with the play of chromatophores elicited by
light stimulus, there are generally movements of the arms, which are
particularly easy to observe In Sepia. At the same time, the ambulatory
funnel usualliy squirts out water. HWhether the cephalopods even react to
color is not knoun., According to von Hess, their behavior Is |ike that
of a color-blind man. But since ma-y deepsea duellling cephalopods
possess light organs that shine in various dright colors, and since one
assumes these serve the purpose of helping the sexes find each other,
then for at least these forms one would be inclined to assume a sense of
color., Thorough investigations on the existence of a sense of color in
cephalopods would be very desirable. Recentiy, Fr8hilich was able to
distinguish differences in the neural impulses sent out by the eye when
given different colored stimuli, which again very strongly suggeste that
these animals are able to distinguish colors.

The choices that had to be made in producing the translation will be diecuesed

in more detail in the chapters that follow, but a rursory look at the text

reveals the following sorts of problems:

(a)

SYNTACTIC AMBIGUITY: Choice of a parse can have rather etrliking

influence on a translation. For example, line 28 and 29 can be parsed in two
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uays:
Ob (dle Cephaiopoden) seibst auft Farben rsagiersn...
Whsther {the csphaiopods) svsn rsact to color ...
Ob (die Cepha'opoden seibst) auf Farben reaglersn...
Wnhether (the cepaphaiopods themselves) react to
color ....
(b) PRONOUN REFERENCES are quite common In the paragraph. In line 7, to
what does ijhrer refsr? The muscies? The chromatophores? It Ils our
underetinding of the preceding sentsncs, rather tran some hard and fast rule,
that determines a choice here. The phenomenon of pronoun reference ie not
only limited to personal pronouns, but includes relative pronouns such as
denen in line 33, and demonstrative adjectives used as pronouns such as diese
and jene in lines 16 and 18. In addition, compounds iike dabei and daflr may
be used to refer backuard (line 27) or to refer forward (line 41),

Going from German to English, ue can often get away with transiating an
ambiguous pronoun reference with an equaiiy ambiguous English pronoun. MWhen a
sentence nsede considerabis rearranging, houever, this wili not always work.
For exawpie, we may have to put in a noun group where ths originai had a
pronoun. Nots also that the iimitsd succsss of this approach is partiy a by-
product of the language pairs chovan. Going from English into German, where
gender agreement is necessary betuesn pronoun and referrent, a definite choice
of pronoun refsrrsnt wouid bs forced mors oftsn than when the direction of
transliation is from Gsrman Into Engilsh. So while a decision about pronoun
reference will not be forced in every case, a transiating eystem must be
equipped to make the decision when necessary.

{e) As if pronouns a: ¢ not enough, ue aiso have a series of NOUN

REFERENCES. Lins 7 usas "dis Tiere” to refer back to the cephclopods of |line
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-3, and it 2guires an understanding of tha paragraph to detormine that the two

noun groups are corgferential. ¢ the noun groups are coreferentieal, we can
translate "dle Tlers" simply as “the animzis" (or, as "the animal,” eince this
scunds more natura! In English). [f, on the other hand, "dle Tlere‘ refers to
animals in general, then ths English would have to be just "animale.”
(d)  CHANGES OF TOPIC: Taking the sentence starting with "eins Eledone" on
line 21, and reading the main clause of the next sentence, it Is not spec!fled
whoss chromatophores and arms us ars talking about - the sledone’s or those of
any cephalopod. There ars cluss, but we have to understand the context to
find them. Probably the easiest way to decide Is to uss the Information In
the sutordinate clause: we can reason that sepia is a subclass of cephalopods,
but not of eledones, so the discussion must psrtain to csphalopods In general.
As in (b) and (c) above, a translation can usually get by without keeping
track of changes of toplc. But sltuations ulll come up in which we have to
make something explicit that was left implicit in the original, and, for this,
knowing the topic could be crucial,
{e) Another very difficult area is HORD CHOICE. The paragraph here is &
mixture of technical and common language. In general, the more common the
word, the more varied ite usss. For exawpls, .o translate the word Farbe frou
line 8 the dictionary (28) says we must choose betueen:

1. coior, tint, hue

2. stain, paint, dye

3. complexion
Therefore, even if we know enough to untangle, say, pronoun snd noun
reference, ue still have to know more: there ars fine distinctions betusen
different words, differences of connotaticn bstwesn synonyms, and |ssues of

what words combine best with wuhat other uords.
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Note that technics| langusge |s often quite 8 bit easler to work ulth In
terms of uord choice, since the meanings tend to be cerefully circumscribed
and usages are limited. This might lead one to think that a highiy technicai
text uould be s whiz for a mechanical transliator. Compared to poetry, of
course, |t would be. Nevertheless, sven the mos* technical writing cannot
avold prepositions, and prepositions (or thelr equivalent syntsctic
structures) are probably the most ambiguous words In sny language. HWord
choice, therefore, is a problew that |s aluays uith us.

What these five problems - (3) through (e) - have in commcn is that they
are unifled probiems in nane only; esch particular situation pres;nts its oun
difficulties and requires its oun unique solution. This, In the end, is what
makes ianguage processing so difficult. The best that a small scaie rusearch
project can do is to examine & sampling of problams, uitih the hope that
similar techniques can be used to deal ulth the varlous other casss that

occur,

1.4 Limitaticns

Before beginning in earnest, It migh. bs 4 good idsa to eketch out the
boundar ies of the project. Some areas could have been Incorporated into the
project given more time, while some are major problems in thelr oun right. So
here is a ilst of uhat the system is not:
(a) The project uas limited to uritten text and not speech. Thus, probieme
iike intonation, fixing word boundaries, and vocal differences between
speakers did nct have to bs touched.
(b) Also, input nas assumsd to be grewmatically well-formed: no attsmpt wase
made to extract a message from a form that uas not fully-defined for the

system., Readers Interested In the problems of handl ing ungrammatical text ars
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referred to Levine (21), who has developed a program foir grading German
sentences in 3 classroom eituation,

{c) No understanding of the text is attempted. Thie is because the problems
of repreeenting i:nouledge and ueing thie knowledge for disambiguation are
extremely complex. A coneiderable amount of research is underway in this
area, and whatever reeults appsar in the field of natural |anguage
understanding will have direct releveice for tranelation. The German
interpretive grammar in the system ie connected to the English generator via
an understanding by-pass routine trat requiree human intercession. This is
intended for demonetration purposes only.

(d) The system is a very poor corvereationalist. The German grammar, which
is the moet complete component in the system, is prepared to parse questions
and commands, but the rest of the eystem is geared strictly for declarative
text. This limitation is the result of tire constraints, but also reflecte
the focue of the project on connacted written text.

The reader by nou has an idea of uhat the eyetem doee not do, and the
following pages will hopefully make it clear not only what the eyetem doee,
but how it goes about doing it. | have tried to give Englieh equivalents for
German examples, so that a knculedgs of Gsrman should not be neceeeary.

Familiarity with Winograd'e systes (39) and LISP, however, would be useful.

1.5 Organization of the System
The implementation was uritten in MAC-LISP and rune on the POP-18
Incompatible Time-Sharing System at H.I1.T7's Project MAC. The translator has
8ix major componente, whose functions are outlined below. [t currently
occupies about 180K of core, which includes the LISP interpreter. The eyetem

has only been run interpretively, but could be compiled, The major componente
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are:

The GERMAN DICTIONARY, which contains syntactic and semantic information for

the approximateiy 250 german words currently defined in the syetem.

The morphoiogy routine calied INPUT is the first pase in processing a text.
Given a eentence, the input routine anaiyzss each word into its root and
endings, then uses the dictionary to construct possibie syntactic feature
iists for the combination. This syntactic information, along wiih eemantics
picked up from the dictionary definition, is then adsscciated with the sentence

sord.

The GERMAN GRAMMAR is written in PROGRAMMAR, a LISP-embedded ianguage designed
as a grammar-writing tool (Winograd 38). The grammar routines use the resuit
of INPUT to construct a singie paree tree of the ssntence. To do thie, the
grammar interacte with the semantic component in an attempt to iimit syntactic
ambiguities by the |imitsd semantic case checking currentiy impiemented.

Where a syntactic ambiguity cannot be eliminated immediateiy, & choice ie made

and backup ig used if nscessary.

When the grammar has parsed a section of the ssntence, it caiis the SEMANTIC
COMPONENT for initial ssmantic procsseing. Semsntice constructe as many
representations as poesibie. |f this nuaber is zero, syntax is asked to
reparse the section. :f the number is non-null, ail possible interpretations
are carried foruward. These semantic ambiguities wili be eliiminated iater in
the sentence either by the ssmantic component or by user intervention, so that

only a eingie representation is esnt to the gsnerator.
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Associated uith ths semantic structure are the routines of the ENGLISH
OICTIONARY which, when exscuted, supply a sst of relevant English words.
Ueing these words along with other information available from the semantic
representation, th: ENGLISH GENERATOR can then construct an English equivalent
for the input sentance. QOutput is not nscessarily sentence for sentence,
since the translator does have a limitsed facility for breaking doun long
German sentetces into tuo or more short English onee.
KK

The sections that follow dsa! with the system in approximately this
order, uith the exception that information about the dictionaries is
distributed throughout as it becomss reisvant. Chapters 2, 4, and 6 discuse
the sections of the modei that have bsen implemented, and chapters 3 and S
discuss some issues in reprassn*ing knowlsdge and understanding natural

language.
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Chapter 2 -- Ths German Interpretive Grammar

2.1 The Und:rlying Theory
The analysis of Go~man was based on the theory of systemic grammar
developed by M.A.K. Halliday (18-16). Some of Halliday'e ideas on diecourse
have also been usad, but discussion of this ie deferred to section 4.9. In
describing systemic grammar, | sust necessarily be brief, and the reader who
Wants an in-depth treatment is referred to Halliday, Hudson (208), and Winograd
(39).

The central precept of Halliday's theory is that language is structured
to convey meaning. That is, a2ny analysie of language cannot, and should not,
divorce form from this eingle, cverriding function. The job of conveying
meaning is delegated among different syntactic ynits, of which there are three
ranks: glause, groul, and gord. At tha group level, there are noun groupe,
preposition groups, and adjective groups (I follow Hudson here in exiling the
verb group; see section 2.6.1). The mechaniem of rankshift permite one unit
to assume the role of another, for example, 3 clause may take the place of &
noun group. Associated with each unit is a netuwork of features, with a eet of
mutually exciusive features knoun as a gystem. These networks specify the
ctoices available in the languags. He move from cne level to another in the
netuwork by satisfying the gntry condition of a system. Each choice made may
set up certain constraints on the surface structure of an utterance by means
of realization rules associated with it. For example, the decision to put an
adverbial (a preposition group or an adjective groun) in the first poeition of
the eentence in German means that subject and finite (i.e. conjugated) verb

uill have inverted order. An important point about Haflidau'e theory ie that

the choices at a given stage are not ordered with respect to each other.
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Uniike traneformationai grammar, we are not deriving one fuiiy-specified
etructure from ancther. Instead, as we procsed through the netucrks we
accumuiate partiai information, untii in the end the eurface structure of an
utterance is fuiiy spucified.

A netuork for the German clauses handied in the system appeare in Figure
2.2, along uith exampie sentences. | have tried to keep the presentation
ciose to that of Winograd, so that 3 reader famiiiar with his Engiieh charte
ehouid have no difficuity here, The notation used in the netuork is ehoun in

Figure 2.1. In Figure 2.1a, the verticai line indicates a eystem, and the

B
LABEL
a)
C
r
b) }—=8 c)
A c
o
A
o)
By 1]
[ +—t
Figure 2.1

horizontal lins on the left specifies an entry condition. The system may be
labeied, as it is here, by uriting the iabel above the entry condition. 1If
tuwo independent systems share the same entry condition, this is indicated as
in Figure 2.1b. 1f there is more than one entry condition sescciated nith a
given system, it may only be necessary to satiefy one vf them (Fig. 2.1c).
Features indicated by a dashes (---) are unmarked, and are defined mereiy ae

the absence of the o.her features in the system.
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IMPERATIVE
REGULAR-ORDER (1)
MA DECLARATI
INVERTED-ORGER (2)
QUESTION
BOUND (3)
CLAUSE— ZU-ANCT (4)
ADJUNC e
PRESP 15)
PASTP (6)
DASS (7)
|DEL-DASS (8)
ZU-RSQ (9)
SEC RSQ
REL (18)
PASTP (11)
PRENOM
PRESP (12)

( DASS (13)

REPORT.
DEL-DASS (14)
ZU-RSNG (15)
RSNG—

SUBJ
0RJ

\

Numbers in parentheses refer to example eenterces on the follouing page.

Figure 2.2




The foliowing exampie sentences corresnond to the numberecd featuree on the
previous page. The troneiations attempt to give 8 rough idea of the
etructures invoived.

(1) Ein Semi-kolon genlgt.
A semi-colon suffices.
(2) O0ft, genlgt ein Semi-koion.
Dften, sufficee a semi-colon.
(3) Sie wlrden eingentiich nur asuffallen, yann pia

ausfallen.
They wouid actuaily oniy be noticed, when theu ace
{4) Um den Hund zu petten, stirzte sich der Bauer ine
Wasser,
To save tihe dog, the far' ar plunged into the uater.
{S) Alte Lieder singend, kamen die Kinder hinein.
The children came in ginging old songs.
{(6) Am Pflock angebunden, achzte ein verlaesenes Boot in
Wel lenechidge.
Bound to 3 post, an abandoned boat groaned in the uavee.
(7) Eben bekommen wir die Nachricht, gdass der Zug noch
nich* abgefahren sei.
We have just recieved neus that the train has not jeft
yet.
{8) Eben bekommen uir die Nachricht, der Zug sel noch nicht
atgefaqren.
We have juot recieved neus the train h2s pot left yet.
{3) Ich hatte dle Gelegenheit, Berlin zu besuchen.
] had the opportunity to visit Berlin.
(18) Eine Eledone, deren samtiiche Sauandpfe entfernt worden
!.i_ng. oo
A eledone, all of whose suckers have been cemoved, ...
(11) Mit dem durch Lichtreiz hervorgerufenen
Chromatophorenspiei ...
Along with the py light stiaulus elicited play of the
chromatophores ...
(12) Ein deutlich sichtbares Zeichen fOr die im Nervensystem
verlaufenden Erregungen ...
A clearly visible indication of the through the nervous
system running excitations ...
{13) Ich nehme an, dass sie schon fort sind.
I assume that they are alreacy gong.
(14) lch nehme an, gje sind schon fort.
I aseume they are already cone.
(15) Ich bitte d' 'h, mich morgen zu basuchen.
I request you to yisit me tomorrou.
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2.2 A Definition for Syntax

Dietinguishing syntax from semanti~s ie a slippery bueiness, eepecially
when | have just claimed to subscribe to the idea that the structure of an
utterance is intimately entuined with the meaning it conveys. Still, there
seems to be some life left in this very old distinction, so let me make an
attémpt to delimit a useful boundary. Traditionally, syntax has dealt with
the form of language and semantics with its content, or meaning. Thie
definition is a start, but it is too much of a simplification, eince it
ignores the effects that eemantic content can have on form. In German, for
example, the default adverbial ordering ie time before manner before place.
Here, time, manner and place ook like semantic categories, but their presence
hae a direct effect on the surface structure of the utterance.

The whole situation becomes even more compiex when one coneidere that
moet choices about the form of an utterance have what are, in terms of the
traditional definition, semantic implications. It is true that there are
choices that seem to be motivated by syntactic rules alone, such as the fact
that the preposition ghns takes the accusative case in German, while one |ike
bsi takes the dative. (Here, and in what follous, | am using "rule” in the
broad sanse, to mean a regularity in language.) fore common, however, ie a
situation such as plural formation. In German, there are several uays to form
the plural for nouns, with different nouns taking -en, -e, -"e, -"er, er,
etc. The choice betueen endings is a syntactic or morphological one (although
many wWords are fairly idiosyncratic), Lut at the same time, the addition of a
plural ending refiects a distinction betusen one and more than one that ie
basicaliy semantic, in the traditional sense.

To firm up our definition, one uay to go from here would be to identify

the syntactic aspect of language with rules that govern sentence formation and
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say that semantics is the great morass beyond. This definition bege the
question, houever, since the content of language may be just as rule-governed
as ite form. For exampls, there might be a ruie to express the fact that "The
blue horse is blue” is redundant, or the fact that “Ths blue hores is green"
is contradictory. To call such phenomena syntactic because they are ruie-
governed is fine; the only trouble |s, houever, that then it is not clear
what, if anything, is left for semantics.

In building the system, my decision whether a given aspect of |anguage
uas syntactic or semantic was based on the following definltion for syntax.
Sgntactig rules give:

(i) a minimal specification of word order

{(ii) a specification of the mc~phemic and lexical tags that explicitly

mark the relationships betueen words and ths reiaticne within and bet.ieen

syntactic structures

{iii) a specification of punctuation
All the rest goes into semantics. (I am ignoring the semantic/pragmatic
distinction, since | find it even mors difficult to draw than the
syntactic/semantic one.) Note that English syntectic rules rely very heavily
on word urder, while German strikes more of a balance betusen word order and
morphology (i.e. case distinctions). Witk more reliance on expliclt tags for
its syntactic distinctions, German has a concomitantly higher degree of word
order flexibility than does English. With respect to (i), the definition of
minimal can really only be given in the form of 8 iist of syntactic ruiee.
The closest thing I have to this now is the set of word order constrainte
built into the interpretive and generative grammsrs, but of course theee are
not complete. To give you an idea of whet | have in mind for (i), | would

consider something |ike vern ordering In snd-order 8 syntactic rule. On the
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other hand, such things as adverbial ordering (mentioned above) and adjective
ordering before a noun ("the big red biock” as oppoeed to "the red big
block"} are orderings beyond the minimai, and are based on sesantic criteria.
Relating thie definition of syntax to the networks of syetemic grammar, |
would call a feature syntactic if its associated realization ruiee ali fall
into the three categoriee given above.

1 reaiize that the definition of syntax given here ie a sketchy one, but
it shoulid be enough to give a sense of the criteria that were used for
deciding which reguiarities should be reflected in the syntactic components
(both interpretive and generative) and which in the eemantic component. 1
shouid add here that these criteria were ignored occasionaiiy for the eake of
efficiency, so that the interpretive grammar program is far from a pure

linguistic statement.

2.3 Word Ciasses

While I will not diecuss the treatment of ciaueee and groupe in detail, 1|
would like to look at ciassification at the word levei. A description ¢t the
different parts of speech used for German words foliowe, whiie a eummary of
the features used in definitions can be found in Appendix A.
2.3.1 Adjectives and Adverbs

A distinction betueen adjectives and adverbs ie especialiy difficult to
drauw in German. Where in English ue have "Fido sings uel(" and "Fido ie
good,” the equivaient in German is "Fido eingt gut® and “Fido iet gut.” To
get an idea of where the distinction betueen adjectives and adverbs ie to be
draun - or whether such a distinction even shouid be draun - we need to know
the functione that these units wiii have. Five likely-looking functions sould

be:
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(1) attribute of a noun (declined), as in "der hblgue Engei” = "the biue

angel”

(2) complement, as in “Die Eledons ist k!ig" = "The eledone ie emart”

(3) postnominal modifier, as in "die Strasse Links" = "the street on the

left

(4) modifier of a verb, as in "Er fihrt gchnell” = "He drives fast”

(S5) modifier of the modifier types (1) through (5), as in "sine gshr

gute Gelegenheit" « "a very good opportunity”

Zepecially when dealing witk German, it may be better to have a eingle
adjective-adverh category ralled "modifisrs” and avoid the probiem of where to
draw the line. A highiy conssrvative iine, however, was drawun for the systenm.
Baeically, an adverb is a member of the class that performs function (5)
above, but there are eeveral conditions that further constrain adverb
menbership.

One criterion for an adverb that will be used is that it may never take
adjective endings, that is, perform function (1). Further, an adverb may
never have a comparative or superlative form. Both criteria must ba present
at once, since eome perfectly good words that take attributive endinge do not
have comparative or euperlative forme, and there are uworde that can perforas
both functione (1) and (S). An example of the !atter ie daytlich in "ein
deutlich sichtbares Zeichen" ("a clearly visible Indication”) and "ein
deutlicher Satz" ("a meaningful sentence"). Candidates for adverb, then, are
worde |ike go, sehr, z4, and a feu others.

It must be obvious at thie point that adverbs ars a rather seiect group,
and that the clase "adjective” covers a iot of ground. f{o aileviate this
problem, the eysiem uses featuree that correspond to the functione given

sbove. Adjectives are either ATTR (attributive, function 1), COMPL
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{(zompiement, function 2), POSTNOM (postnominal, finction 3), or RELMOD
{relation modifiers, functions & and 5). Some RELMOD adjectives may take an
object as a varb does, for exawple, "Das ist nicht der (lhes pert" ("That's not
worth the effort"). 1[f this is possible, then the case of the object must be
specified in the feature list of the RELMOD adjective.

ATTRibutive adjectives are DECLined, which means that they take endings,
which are specified for case, gender and number of the main noun in the noun
group. Adjectives are also said to have a STRONG, WEAK, or MIXED deciension,
depending on the determiner in the noun group. STRONG adjective endings are
usad when an adjective Is in first position in the noun group, for exampie,
"guter kein" ("good wine") or wnc~ the adjective paraliels another strongly
declined adjective ("feiner, lebhafter Wein" / "fine, lively wine"). WEAK
endings appear on adjectives following awy determiner with strong endings
("der gute Wein" / "the good wine"), and MIXED endings follow indefinite
determiners, since these may or may not carry case and gender information:
"einen guten Wein" (accusative), but "ein guter Wein" (nominative).

I should note that calling words that fulfill fuctions (1), (2), and (4)
adjectives is in agreement with the analysis of Gilnz (8), although my adverb
category is more tightiy conatrained than his.

2.3.2 3dinders

Exampies of the ciass BINDER ars dass, pachdem, seit, wepn, etc. Binders
appear in the first place of a subordinate clause. HWenn/dann combinations
(the equivalent of ii/then) are not handied in the grammar, but they would
need 3 special tag in the dictionary.

2.3.3 Cardinals
Cardinals (NUM}, like zuei, drei, etc., occur in noun groups, and right

now the parser assumes that they will not be declined.
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2.3.4 Cor unctions

The coordinating conjunctions - und, aber. gder, sondern and depn - are
not given eynta:tic features, but instead are defined using 8 epecial
function. In the eyetem, the parsing of conjunctione ie done ueing a program
taken from Winograd's eystem uith oniy elight modification. See Winograd (39,
p. 90 ff£.).
2.3.5 Determinere

Determinere (DET) are a fairiy diverse ciass, uith the common property
that they can, and usually do, occupy the first position in a ncun group.
Those uwith the feature DEF - ths definites der, die, das, des, etc. - carry
specification of gender, number, and case. The indefinitee (INDEF) gin and
kein ara distinguished with respect to number (SING or PLUR) and take endinge
that indicate gender and case. Possessive derdrminers (POSS) iike pein, dein
and gejn, specify person, gender, and number from their aseociated pronoune,
then take endings for gender, number, and case of the main noun in the noun
group. Ueterminers that take “der" endings are called demonetrative
adjectives here (DEMADJ) and includs dies-, jen-, etc. There are aieo the
interrogative determiners (INTER) uasich- and pessen. Helch- is declined for
gender, number and case, whiie passen takes no endings and cerries no esuch
epecification.
2.3.6 Interjections

These words, |ike aber and j3, ®ay appear betueen the subject and verbd in
regular or inverted order clauses.
2.3.7 Nouns

Nouns may be either MASS, COUNT, or proper !PROPN), which are relevant to
whether a determiner may be used. They may be S. % or HEAK depending on

what endings are taken. For STRONG nouns, the piural and genitive .~dings are

_— L o )l e e o= L= L
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given in the definition. Ths genitive ending is necessary here because there
is not enough morphoirqical information in the input routine to derive it.
To do this reliably, INPUT would have to take into consideration the number of
eyl lables in t;w word and the nature of its tsrminal letters.
2.3.8 Participies

The PARTicipie ciass consists of past participies (PASTP) - |ike
geschuommen (auum) - and present participies (PRESF) , |ike gchuimmend
(auimming). Participies are not entered in tne dictionary explicitiy, but the
underiying verbs are. [t is the responsibility of the morphology program,
discussed below, to transform a verb definition into one for a participle. If
a participlea is DECLined, then it takes the same endings as an adjective.
2.2.9 Prepositions

Happiiy, this is a simple part of speech syntacticaliy. Prepositions
are either pre-fixed (PRE) as in "2y Hause," or post-fixed (POST) as in "dem
Haus gegenlber.” The cases they govern are either dative (DAT), accusative
(ACC), genitive (GEN) or mixed (MIXED), i.e. either dative or accusative.
2.3.18 Pronouns

As in the case of determiners, there ary a number of varieties of
pronouns (PRON). Most common are ths personal pronotns (PERS), which ie
actually a poor choice of terminoiogy here, since in German they are
frequentiy used to rofer to inanimate objects. Personal pronouns are
specified for person, cass, number and gendsr (if third psreon). There ie
also a group of personal pronouns distinguished by the feature RELMOD. RELMOOD
pronouns |ike gas, uas, and da (when g3 is compouncded with a preposition) may
refer to whole relations or statements rather than just to other noun groups.
The interrogative pronouns (INTER) like yar and yas are speciiied for case,

whiie the possessive pronouns (POSS) - |ike paine - are marked with gender,
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number, and pereon of the pronoun part, t»en endings indicate gender, caee,
and number in the pronoun's role in the noun group. Abstract pronoune
(ABSTRACT) are those |ike man and jemand. The relative pronoune (REL) - der,
die. gdas, deren, dessen. weiche, etc. - look a lot Iike definite determinere
and carry gender, number, and tase information. Finally, DEFinite and
INDEFinite determiners may ~1so be used as pronouns, so they carry the
features PRON DEM (for demon. .-ative pronoun).

2.3.11 Quantifiers

Thie class is used for worde that appear in firet position of the noun
group but can coexist with determinere, o.g. "gll aie Menschen" ("ail the
peoplie”) and “gelbst ein Cephalopod” (“gven a cephalopod”).

2.3.12 Separable Prefixes

In general, these coincide with the class of prepositione, and their
usage corresponds to the English particle, as in "I'Il call them yp."
Separable prefires (SEPPR) appear In the dictionary as eeparate worda in terme
of syntactic features, but they are not given semantic definitlions independent
of their associated verb.

2.3.13 Verbs

Verbs come in the following varieties: First, they are either main verbs
(MvB), auxiliaries (AUX), or modals (MODAL). The auxiliaries are haben, sein,
and yerden, and modals are those that require a maln verb Infinitive. Modals
include k¥nnen, sollen. missen, etc.

It a verb is a MVB, it may be PLAIN, -SEPPR or +3EPPR. +SEPPR meane that
the verb form happens to have ite separable prefix attached (gbhingen), while
-SEPPR means that the separable prefix |s somewhere else right now (hingt
davon gb). PLAIN verbs are all the rest. A verb definition aleo epecifies

whether the verb is regular, irregular, mixed, or takes an umiaut in the
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second and third psrson singuiar (REG, IRR, MIXED, and UL, respectively).
Verbe uith inseparable prefixes, |ike hesitzan, ars marked INSEPPR. Thle
Information is for the bsnefit of the morphology routine.

Anothsr eort of information is the type of objecte that a vsrb may take,
which uill determing ths traneitivity of the clauee. Inetead of using
features like TRANSitive, | have specified transitivity in terms of syntactic
case for noun groups and other abbreviations for adverbials. For example, A4D
ie the feature of a verb that takes an accusative and a dative object (not
necesearily in thie order). If & preposition is required by the verb, then
its traneitivity is given ae "P", while if any adverbial ie required, "E" ie
used (for no particular reason; “A" uas already used for accusative). An
intrangitive verb is still marked "I," and "H" (for "Wemfal!") is used for
dative pronouns used reflexively. "Z" is used if a rankehifted "zu" clause le
required, a8s in:

Auch der Trickter pflegt dabei Wasser auszuspritzen.

At the same time, the ambulstory funnel usually squirts out water.

I have not ueed categoriee |like “required location,” eince this seems to be
part of the broader phenomenon of eemantic relatione betueen argumente of the
verb, which is handled by the semantic component. {In thie case, a selection
reetriction would be used.) A verb uith a required location, then, ie marked
Wwith E, P, A+P, etc. as reievant. For a complete list of the transitivity

types used in the syetem, see Appendix A.

2.4 PROGRAMMAR and German
A netuork iike Figure 2.2 gives a description of etructures possibie in @
|anguage, but dose not specify hou us go about relating & given sentsnce to

this dsecriptive information. One soiution to thie problem was given by
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Winograd, and for the interpretive grammar, | followed his approach quite
closely. HWinograd's approach is not the only way, of course, to use the
information In the networks to guide paresing, and | will come back to thie
issue in section 2.7.2. The German interpretive grammar uae written ueing
PROGRAMMAR, a LISP-embedded language documented In (Winograd,38). In brief,
PROGRAM1AR provides facilities for conetructing, inspecting, and menipuloting
a parse tree. The basic function is (PARSE <features>), which inepecte the
input sentence and tries to add the specified node to the ‘~es. A group of
feature-examining functions (NQ, HQ, CQ, 1S4, etc.) aliou inspection of the
esntence or tree for particular features, and another group (among them, F,
FQ, R, RQ, ADD-F-NODE, and REMOVE-F-NODE} allow changee to be made In the
features of a3 node. For moving around the parss tree there Is the function
MOVE-PT, whilie MOVE-PTW can be used to move around the input eentence. If a
parse turns out to be incorrect, the backup functions POP and POPTO may be
used to remove particular nodes from the tres. The basic statement type ie
the branch statement:

(: (<function or variable>) <label-1> <label-2> <!abe!-3>)
Control goes to iabel-]1 if the function or variabie evaiuates to non-nii, to
label-2 if the value is nil, and to label-3 if the end of the sentence has
been reached. Label-3 is optional.

Since PROGRAMMAR was designed to handle Engiish, some changee and
extensions uere necessary for processing German. Theses invoived the addition
of another syntactic level, that of the phrase, the expansion of the apparatue
that assigns feature lists to uords and nodes, and a mechanism for handling
partial information as it is accunulated. The rest of this section will
diecuss these additions to PROGRAMMAR.

Ae in Hinograd's eystem, the actual parsing ie ‘one by the eyntactic
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speciaiists caiied by the PARSE function. Syntactic spscialists correspond to
units, so we have CLAUSE, NG, ADJG, and PREPG. I[n addition, the German parser
contains routines that handie phreses: that is, constituents that often
appear together and for which subroutinizetion makes sense, but which do not
enjoy the theoretical status of a group or clause. The basic dlfference
betueen the trectment of groups and phrases is that a node is not establ ished
for a phrase when Its routine is entersd, but @ group ainays has ites oun node
marked wlth its name snd features. Phrase programs are used to handle thinge
like verbe and objects of verbs. The caponents of these phrasee ars
interrelated, so we would like to handle them together. They are not full
unite of the grammar, housver, sincs the components do not have to remain
contiguous under all circumstances.. For example, In German a direct object
may appear before the finlte vart, uhile the indlrect object of the same
eentence comes after the verb. No changes had to be made in PROGRAMMAR in
order to urlte phrase routines, since they are treated |lke ordinary
subroutines. Phrase programs iook iike group programs except that they do not
use the reserved tags RETURN and FAIL. Modifying PROGRAITAR to permit use of
these wouid not have been particulary difflcult, and for uniformity the change
should probably have been aade.

The case-gender-number combinatorics of German (described below in the
morphology eection) made it necessary to sultch from a single |ist of possible
features assoclated with each input word in the originai PROGRAMMAR to
multiple feature lists. Each possible usage of a word, then, is expreseed ae
a different feature list. To handle these, a few simple changes were made in
PROGRAMMAR. Flret, most functione now handle 8 list of features with an
impiied gnd linking the sntries. Thus (NO MASC SING) checks 1  ses if eome

feature iist associated With the next word has both MASC snd SING properties.
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1t would fail, for example, if (NOUN MASC PLUR) and (NOUN FEM SING) were the
feature eets in question.

Tuwo other additions to PROGRAMMAR, FIX and NONEX, were also motivated by
the proliferation of case, number, and gender possibilities. They are used
for dealing with partial information and are discusssd further in section
2.6.2. To discuss the interpretive process, let us start uith the morphology

program, since this is the first stop made by an input sentence.

2.5 Horpholoﬁu
2.3.1 Analyzing Morphological Tags
Given a word, the job of the morphology component is to determine ite
root and *hen make up a list of syntactic feature sets from information
associated with the root and endings. HMorphoicgy finds its information in the
German dictionary, which contains both roots and endings. Syntactic
information for 2 root is listed undsr the ksyword FEATURES, where there ie
one feature sat for each possible usage. Thus for prait (nide:, which might
appear in contexts like "die breiten Strasssn" ("the broad streets”) and "Die
Chromatophoren breitsn sich aus,” ("The chromatophores spread out") the
syntactic part of ths dictionary entry looks iike:
(DEFS BREIT FEATURES (
(VERB REG -SEPPR AUS)
(ADJ ATTR COMP SUP) )
in other words, breit may be eithsr a regular verb that has the separabie
prefix gus, or an attributive (that is, prenominai) adjective that can form 8
comparative or a superlativs., Actually, such dictionary entries contain more
information, and the complete spscification may be found in Appendix A.

Morphology finds its ending inf~~pation as a list of feature sets
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indexed by ENDING, and then the part of speechi. Endings are marked by ">", eo
there is no chance of confusing ths ending >ES with the word ga. (This
distinction is more for ths benefit of ths ussr, since the ENDING index ie
snough to keep the systsm on ths right track.) Part of the :nformation
associated with >ES looks [lke:
(OEFO >ES ENDING (
(PRON
(PRONx ABSTRACTx GEN SING))
(NGUN
(NOUNx STRONGx GEN-ESx GEN SING)
(NOUN= MIXEDx GEN-ES GEN SING))
(ADJ

(ADJx ATTR« DECL STRONG NEUT NOM SING)
(ADJx ATTRx DECL STRONG NEUT ACC SING))))

There are two main routines in morphology, INPUT and TRY.

2.5.2 The Routine INPUT

INPUT is the German equivalent of Winograd'e morphology analyzer. It
starts at the end of a word, making successive cuts until all ending
possibilities have been trisd, With Gsrman we gst involved in compound
endings, for exampis when the prssent participie is used as an adjective, as
in yeranlassende (causing) = yeraniass + end + e. In addition, there are eome
prefixes to considsr, as is ths case with ge in the past participie, and there
are also some infixes, i.8. ge and Zy, as in

ausgearbeits: (uorksd out) = aus + ge + arbeit + et

anzuschauen (to look at) = an + zu + schauen
The input program handles all regularly occurring morphoiogicai changes and
also takes care of some non-standard situations |ike the addition of an umlaut
to the verb }assen in third person singular (|fgsst). Cases that are not

handled by INPUT's ending analyzer appsar directly in the dictionary. These
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include the various incarnations of gsin (o pe), past participles with a
vouel change |ike gebrachen (proken), and nouns with unusual plurals |ike
Sepia (pl. Sepien).

2.5.3 The Routins TRY

Once INPUT thinks it has a liksly split, it ssnds the etem and ending
list off to TRY. Ths first step here |s to check to sse if the proposed root
does indeed appear in the dictionary. I|f so, we pick up its syntactic
tsatures and hold on to thsm. We also pick up featurss associated with the
different endings. [% is at this point that we begin to notice some special
problems associated with Gsrman morphological processing. Since an adjective
ending may have four cases, three gendsrs, tus numbers, and may be etrong or
weak, the combinatorics begin to be a problsm, And this accounting does not
evsn take into considsration vsrbs, nouns, or participles some of whoee
endings may coincids with adjsctivs sndings. For this reason, TRY makes a
first pass to dats~~ine the parts of speeci possible for the root and then
iooks at ths endings to see of thsy form a psrmiesible pattern, given the part
of speech. For example, breites (broad) nssd riot bs trisd as a verb, eince no
German verb is formed by adding ga 2 & root. Here, only the possibilities
for an adjsctivs nesd be considsred, and sincs the sndings liste are all
indexed by parts of speech, it is a simple patter to pick out the relevent
possibilities.

Having narroued the fisld someuhat, the nsxt stsp Is to call the routine
MERGE. MERGE moves through ths andings |ists, starting with the lists for the
last ending and working back to the list for the ruot. 1l.s job is to cowmpaund
information and siiminate bad combinations. To do this, MERGE nesds to know

which part of the ending possibility ilst is required information and which ie
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new. In the system, stars denote information that must be preeent in the
preced’'ng feature !ist and unmsrked features are simply added. As an example
of the matching and compounding done in MERGE, take |iegendes (luing), which
‘4 3 participies

liegs (VERB IRR HVB)

-end: (VERBx PRESP)

-es: (PART PRESPx STRONG NEUT NOM SING)

(PART PRESPx SiRONG NEUT ACC SING)
Matching on starred siemente, and 2dding the unstarred information, we gets
(PART PRESP STRONG NEUT NOIt SING IRR MVB)
(PART PRESP STRONG NEUT ACC SING IRR HVB)

Theee are simpiified versions of the tuo feature sete that will be aesociated
Wwith the word |jegendes. A speciai action was taken here by the routine TRY
because ue are dsaling uith a3 change in part of epeech. For thie epecial
case, the feature VERB was runoved after PART was added, to prevent the part
of speech designation from becoming ambiguous in the fin2l feature eete. This
deletion is done by a simple check in TRY, since a part of speech change
occurs in only a few cases.

Each cal!l of TRY by INPUT may add feature eete to the syntactic feature
liet, so that in fact a word may bs divided in several ways. To keep the
possibilities straight, a root iist is aiso conetruc .., With an entry that

corresponds to each feature set.

2.5.4 Special Features of INPUT
I+ INPUT is not successful with its initial ending analysie, it looks
for a compound wor~d. Compound uords appear frequsntiy in erman; often where

Eng!ish would use a classifier pius a noun, German uees a compound. The
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method used is a brute force one. The word is epiit into tuo parte and each
of these is fed to a recursive caii of INPUT. If both sectione turn out to be
words, we construct a feature iist. If not, then ue move over a ietter, make
another split, and try again. Ali sorts of refinements, e.g. only making
splite betuesn syiiabies, are possibiiities hers, but nothing iike this hae
been done. Right nou, the system handles only compounds made from tuo
components, but the code could be generalized fairiy easily. The compound
analyzar will accept noun + noun paire iike Chromatophorenspiel ("piay of the
chromatophores”), verb + noun pairs iike Leuchtorgan ("iight organ®), and
pronoun + infinitive used as a noun paire like Sichautfinden ("findir.g each
other”).

Another feature of INPUT is its handling of infinitive verbe used ae
nouns. If a word is evaluated as an infinitive verb, a smaii routine is
called to add features and semantics for an infinitive used as a noun. Note
that in a normal text, both verb and noun wouid not be poseibie at the sawe
time, since nouns would bn capitaiized. The terminai used here for input,
however, had only upper case, and it ssemed that any special conventione for
nouns would be a.burden on the user. For this rezson, nouns are not
distinguished from the rest of the German input, and ‘he system just works a

little harder to pick them out.

2.5.5 An Aiternativs

The morphology component wor«s weii, with oniy one real hitch:s words
ending in gan take a considerable length of time, even with the special passes
made to cut combinatorics. This mau be an indication that mcrphoiogy and
syntux should not be a tuo-pass proposition, but rather that the state of the

par.H should be used to limit possibie morphological snaiysie in the naxt
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word, Thus if we have "sinem a!ten Mann" ("an old man", dative case), by the
time the ginem has been parsed we hive gathered enough information about alten
to limit it to tuwo possibilities: either (ADJ WEAK DAT SING HASC) or (ADJ
HEAK DAT SING NEUT). Therefcre, to solve morphology’s combinatoric probleme,
Hw8 might distinguish tuo levels of morphological features. The higher level
featuree could be assigned in a preprocessing pass |like the present one. At
that point ue might just specify, aay, that an adjective had been found with a
permissible adjective ending (ADJ DECL). Later, in parsing the noun group, @
second morphological pass could check to eee if the proposed adjective
exhibited the correct case, gender, number, and type with respect to the
determiners and other adjectives in the noun group. Hith this approach, the
combinatorics of adjective endings need only be tackled when it appeare
absolutely necessary. This approach would not be difficult to impliement, but

it would involve considsrable effort{ ta convert the existing eystem to use it.

2.6 The Operation of the Grammar

The interpretive grammar operates on the string of words and feature
lists output by the morpholog: routines. It goes to work to construct a raree
tree, and at any given time the grammar will be following up oniy one paree.
If syntactic ambiguities lead the grammar astray, special backup routines are
called to find the difficulty and set the grammar onto another, hopefully more
successful, path. [t does not sesm profitable to discuss the interpretive
grammar in detail, since its bshivior is so close to that of Winograd's
English grammar. A sample parss may be found in Appendix B, and readere
wishing further information on the approach to parsing should consult Winograd
(39, chap. 5) and, for details, Rubin (32). What do seem to be worth

discussing are the places where German presents special problexs or whers a
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different approach was taken, so this section uiii be devoted to an assortment

of speclal topics.

2.6.1 The Oemise of the Verb Group

As 1’38 mentioned previousiy, the German grammar has special programs for
clauses, noun groups, preposition groups, and adjective Jrroups. There I8 no
verb group program, but there is a verb phrase routine instead. The demotion
of the verb group follows Hudson (20), who argues at one criterion for a
group is that its components must be contiguous. In English, of course, verbs
do stick together a good part of the time, and it ie easier to make a case fqr
the existence of a verb group. In German, houever, verbs are separated quite
frequentily, for example, in modal constructions: "Er muss frbher aufetehen”
{("He must get up earlier,” literaily, "He must esriier up get®). In fact,
whenever there are verbs other than the finite verb In a major clause, German
word order renuires that thess other verbs go to the end. Glving verbs a
phrase insteao or a jroup status does not prevent the grammar trom developing
the special reiationships that occur betusen verbs in a sentence. It ie the
clause program, however, instead of a8 verb group p..ogram, that ie responsibie

for developing these relations or calliing |ts aseociated semantic rou‘ines to

do so.

2.6.2 Handling Partial Information

The original PROGRAMMAR comes equipped with thres mechanisms for
recording information accumulated in the course of a parse. Firest, there Is
the construction of the parse tree itself. Second, there are routines to add
features to a parse-node, and third, ue can set snd access variable-|ike

regleters associated with a node. Actualiy, there is a fourth mechanism,

b
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since the control structure itself is a way of holding onto dietinctions
within a routine. None of these mechanisms, however, automatically
distinguish betueen information that is in some sense fragmentary and
information on which further decisions can be based. By fragmentary or
partial information, | mean information about choices that have been narroued,
but not fully decided. For exc¥ple, the definite article dam in a3 noun group
is DATive, SINGular, and either MASCuline or NEUTer. It is useful to knou
that FEMinine has been eliminated from the gender system as & possibility, but
this is only partial information, since at this point the parser etill sees
dam 8s ambiguous. A parsing system should have uays to deal with this partial
information easily, both to designate the information itself and to tell the
parser where ths partial informatinn is.

Largely in responss to the gendsr-number-cass combinatorics, tuwo new
facilities were added to PROGRAMMAR: FIX and NONEX. FIX gives us a way of
handiing partial information before a parsenode is constructed. In the
English version of PROGRAMMAR, the only way to specify the features required
in a word is tc use these 3s parameters of the actual function call of PARSE.
With FIX, we can eliminate possible parses of the next uord as the relevant
information is encountered. For example, (FIX MASC SING) moves any feature
sets that are not both MASC and SING to ths back of the list. Similarly, we
can say (FIX OR MASC NCUT) , which exiles feature sets that are not either
MASC or NEUT. Feature sets that have bsen eliminated are put behind a marker
so that they are no longer accessible to the PARSE function, although it ie
easy to recover old possibilities by erasing the marker. FIX may be used
several times, then, to narrow the possibilities before PARSE is finally
called. One facility that FIX could have tut does not right nou is FIX NO1, a

way to disqualify feature sets that contain the feature given.
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One place where FIX |s ussd frequentiy Is In deaiing with verdb phrases.
Consider the example:

Eine Eledone, deren slmtliche Saugnlpfe entfernt worden sind,...

An eledone, uhose suckers have ali been removed,...

After parsing the past participle uorden, we knou that the next uord must be a
form of sein and either an INFInitive or a finite verb. HWe can use FIX to
record these facts, and then check to see |f the verb is finite. (All but
first and third person plural of most verbs can be unambiguousiy distinguiehed
from the inflnitive form.) Since it turns out that gind is a finite form, it
should agree uwith the subject, eo we can ca:l FIX again uith the person and
number of Saugnipfe: (FIX P3RD PLUR). Note that the addition of FIX doee rot
give PROGRAMMAR any neu power, since we aluays could have done the same eorte
of things by eetting variables to oe ussd later In the catl to PARSE. FIX
merely makes it easier to accumulate information about the next word to be
pareed, even if this information is found in uwideiy s-attered parte of the
grammar,

MONEX, for non-exclusive parse, allous the PARSE routines to live wlth
ambiguity, at least to a limited extent. Hhen ue moke a cali |ike (PARSE ADJ
DAT SING NONEX), we are saying, "Eliminats feature sets that don’* agree uith
the features specified, but if more than one feature set is ieft (say, sets
uwith different genders), don't worry right nouw.” In the grammar, NONEX parees
are used within noun groups, so that we are not forced to make caes, number,
and gender distinctions on adjectives and determiners before the necessary
information ie in. In ‘he noun group, the ambiguity uwill only rareiy pernist
beyond the point where the main noun is parsed. Code is built into the rioun
group speclallet to allou us to go back and clean up NONEX parsee {i.s. pick

the correct feature set) when it is possible to do so. Another place that the
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noun group specialist uses NONEX is in parsing pronouns, We may not knou the
gender or number of a pronoun until ite referent has been found. (e may aleo
not know the case, but that is handled by backup instead; see the next
section). NONEX allous us to do the best we can with a pronoun, maybe ueing
subject-verb agreement to limit the possibilities. When the referent is
found, a process usually not done until the end of the sentence, ue can clean
up the pronoun node.

FIX and NONEX, fhen. make it easier to handle partial information. They
do not, houever, really come to grips with some of the deeper problems of

pareing uncertainty, which are discussed in section 2.7,1,

2.6.3 Objects of the Verb

Uhile the main verb in English almost aluays precedes its objects, in
German this is much less often the case. As uas mentioned above, ‘shenever
there is more than one verb in a major clause, all but the finite verb go to
the end. In addition, most secondéry clauses are end-order, i.2, all verbe
are at the end. Thus, we frequently find ourselves confronting objecte of the
verb With no inkling of what the main verb is. To further complicate the
situation, the ordsring uvf diffsrsnt objscts may depend on whether one or both
of them are pronouns, and what sort of pronouns they are. The situation le
compisx enough, | think, to force a factoring of the problem, To thie end,
have made two distinctions, one of which seems successful, while the other
seems less satisfying.

Let us first consider the more successful measure. Object parsing uae
divided into tuwo passes, the VERB-OBJECTS routins (a phrase, rather than a
group, routine) and the WORD-ORDER-CHECK routine. VERB-OBJECTS finds noun

groups, preposition groups, etc. and then WORD-ORDER-CHECK decides whether
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they are in the correct order. This division of labor had nothing to do with
efficlency or a vision of "uhat people do.,” It uas merely an attempt to avoid
a rat'e nest of complex programming. Ideally, the search for objects and a
check on their word order should probably be done in parallel, but the only
disadvantage | can see in the way | have factored the problem ie that it might
take a little longer to reject a bad parse on ordering grounds,

A second aspect of the grammar’'s handling of objects is the design
decision that the case of a noun group is a higher level feature than its
gender or number. That is, as it stands nou, the noun group speciallist must
aluays be called with a case specified. My motivation for doing thie was that
at a given point in the parse, noun group case is often predictable. This wae
a bad decision, since if ue make the call (PARSE NG ACC) and |f there is a
dative noun group rather than an accusative one, the noun group epeclallist
will fail, never knouwing what it missed. The alternutive is to permit NG to
be called without case specification and to have it parse any noun group,
repor ting back the case that it finds. This wouid be a reiatively simple
change to make, although we could get into trouble ulth possible ambiguities
betueen nominative and accusative cases for neuter singuiar, feminine
singular, and plurals, As it stands nou, it would take some extra mechanism
to handle this, but a simpie change to aliow negative apeclflcagion of a parse
(i.e. "parse anything but a nominative noun group") would be sufficient.

Allowing the noun group specialist to be called ul thout case
specification would improve ths efficiency of VERB-OBJECTS and several other
routines, but it would not change the utructure of VERB-OBJECTS greatiy. As
it stands now, YERB-OBJECTS Is called both uhan the main verb hae been found
and when it has not been. The routine Qorko from a shopping liet found in the

register FILTER. [f the main verb has been found, then FILTER ie a liet of
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the sorts of transitivity types of objects it may take (These were described
in section 2.3.13). If no main verb has yet been found, the maln clause
program can usually tell whether we are looking for active or passive object
types and set FILTER to these. In something like a secondary clause, FILTER
le set to all possibilities, of which there are currentiy 24. Note that thie
is not as Inefficient as it sesms, since any attempt af pareing a set of
objecte uill give us information that can be used to update the possibilities
In FILTER. For example, FILTER is aluays ordered from longest to shortest,
uith noun groups considered longer than prepositions (i.e. A+A before A+P
before A before P ). Thus, if at any point we fall to find a noun group for a
eecond object, we can eliminate all double noun group types from FILTER. Hith
the exception of the problem with noun group case specification mentioned
above, parsing of verb objects procesds in an orderiy and fairly efficient

fashion, even when the main verb has not been found.

2.6.4 Limiting the Parse

When | started this project, | naively thought that parsing German wouid
be a simpler matter than parsing English. The reason for this belief was the
very thing that gave the morpholo(, component such a headache: the abundance
of case, gender, number, and person distinctions. Natural languages, houever,
are verry finely balanced. The German syritactic components are carefully
tagged because word order has a much uider dsgree of flexibility., 1 already
knew that objects of the verb have more ireedom in German than in English;
"Den Mann kenne ich" is perfectiy fine ("I know the man,” literally, "The man
knou "), even "Dem Mann gab ich es” is not surprising ("] gave it to the
man,” literally, "To the man gave | it"). What gave the parser the most

trouble as it uas being developed were things |ike the possibiiity of poet-

i sl
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fixed, as weli as pre-fixed, preposition groups, adjectives that take
preceding noun groups ae objects, clauses sppsaring prsnominally, post-fixed
genitives that are marked by case but have no helpfui gf marker as in Englieh,
etc., etc. In this section, 1 would like to run through a iist of the methode
used to keep the parser on tho track. Some of thase measuree uere more
deenerate than others, but | tried to at isast handie them in a uniform
manner. Note that one other very important mechanism for iimiting the paree
is semantics, which is discussed in the next thrse chapters.

The firet set of mathods for |imiting the parse comee buiit into
PROGRAMMAR. It is easy to move sround the parse tree and to interrogate the
next word in the sentence about its features. The CUT variable can be est to
prevent parsing from going past a certain point in the sentence. Finaliy,
message variables can be set, so that reasons for a fsilure can be recorded.
One way message variables uere used throughout the system was to prevent a
gecond parse attempt when the first one had already faiied. For exampie, if
we call (PARSE NG ACC) and an accusative noun group has alraady been
unsuccessful ly attempted at this point, the noun group routine returns failure
without any reparsing. Aithough there is some overhead in setting up a node
(here the noun group node) when a PARSE cail is wmade, checks at every caliing
point would be cumbersome. Therefore, ths individual syntactic speciaiiste
were made responsible for checking the failure |lst.

In addition to the uss of message variables, the programe do some |ook-
ahead in the sentence. | am not sure whether to be happy with thie approach
or not. There is nothing inherentiy urong with iook-ahead in text proceseing,
but [ suspect that it shouid be more {uiiy integrated into the dasign of the
parser (see section 2.7.2). UWhatever the case, the look-ahsad used was esimple

and reasonably effective. An exampis is the prenominal ciause iike "die im
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Nsrvensystem verlaufenden Erregungen® ("the sxcitations that run through the
nervous system.”) [f there is no present or past participle anyuhere in the
sentence, a call for a PRESP or PAT'P clause will use look-ahead and fail
immediately. If this usrs not done, ne would probably end up parsing the main
noun of 3@ noun group as a3 verb object and go to a lot of trouble before it
became clear that no prenominal clause was present. Since preﬁoninal claueee
can occur in just about any full noun group, this could elow doun the system
ccnsiderably., | should note that the look-ahead mechanism here could break
doun in very long and complex sentences, where a lot of differsnt syntactic
structures are presant. As it is now, |f there is 2 mamber of the word class
anyuhere in the sentence - even tuenty words auay - the look-ahead will be
satisfied and a parse will be attempted. This rudimentary look-ahead, then,
is not a panacea, but it does allou the parser to take eimple actions for
simple sentences.

Tuo other parser-limiting mechanismns are more conventional. Firet, at
the beginning of the more complicated routines, entry conditions were eet up.
If the next word’s poseible parts of speech do not match those in the entry
condition, failure Is immadlate, A sscond measure is to distinguieh three
levels of noun group: FULL, $IMPLE, and NO-RSQ. When PARSE is called for @
FULL noun group, it is free to try anything. SIMPLE noun groups exclude
rankshifted noun groups (RSNG - like "ich weiss, dass es wahr ist" /7 "1 knou
that it is true.") Finally, NO-RSQ noun groups cannot be RSNG and may not have
rankshifted qualifiers, Verb objects in major clauses are parsed with FULL,
while objects of prepositions, for example, are parsed with SIMPLE. NO-RSQ ie
used primarily within prenominai clauses to prevent embedding. (Actually, we
might want to allou embedding to or.a level nf PRESP and PASTP clausee. Thie

would be a simple change.) The noun group distinctions save time and pareer
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effort, and | do not feel that they seriousiy curtail the gensrality of the
grammar. HMulti-level embedding strains human comprehension, and it ie fair to
treat any embedding of like elements beyond a cerrtaiin level ae a pathological
case.

Finally, if all else fails, there is backup. The routines used in the
system will be described, but | shouid note that the backup mechanism used i3
not the beet possible one. Interested readers are referred to Hill (19) for
an analysis of backup methods and a description of "explicit backup.” Uhile
the backup routines in the grammar usre wuritten oniy ae the need aroee, they
do handle some of ths more common hazards. The four routines are VERB-BACKUP,
TRANS-EBACKUP, SUBJ-BACKUP, and SEMI-CL-BACKUP. The first, VERB-BACKUP, ie
epecific to the system, [ts job is to rescue verb infinitivee that were
mietakenly parsed as nouns - a problem that would not arise if the _ystem
Jistinguished betueen upper and lower case ietters (since nouns are
capitalized in German). TRANS-BACKUP ie called if the main verb is pareed
after its objects and if the transitivity possibilities of the verb do not
match the objecte found. This routine pops nodes from the tree and este the
necessary reginters for another cal: to the VERB-OBJECTS routine.

StHi-CL-BACKUP takes action if the objects of a semi-clause have been
parsod but if there is no participle or 2y plus infinitive to be found, The
routine checks to see whether the verb was absorbed by one of ths objecte of
the verb. If so, it pops the objects, sets a cut point at the verb, and
returns contro! to the CLAUSE routins for another try. The last backup
routine, SUBJ-BACKUP, specializes in those German invurted order clauses in
which the finite verb is the main verb. Since the subject folious the verb in
inverted order, there is nothing to prevent a subject from absorbing

preposition groups and objects that beiong to the clauce. (The same ie true
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of secondary clduses, but this is handied by TRANS-BACKUP.) Semantic checking
heips some, but often it is nat until the parser actualiy tries to parse
objects that it discovers that somstining is wrong. As the system stands nou,
a eubject noun group Hill not mistakenly appropriate a preposition group (for
an explanation of this, see the next section), but it could pick up a verb
object, thinking the object uas a genitive. It is the job of SUBJ-BACKUP to
intercedu if the main verb comes up shart of objects, and to chock to eee

whe ther the subject is holding on to more than it should. Object probleme
with inverted order clauses whose finite verb is not the main verb are the

eame as for secondary ciauses and are handled by TRANS-BACKUP,

2.7 Probiems and Observations

2.7.1 A Sticky Problem and a Partial Soiution

One difficulty uith using backup for natural language parsing is that, at
any given point, it is not aluays ciear uhether backup shouid be initiated.
In this section | wouid iike to discuss a probiem which occurs in Engiish, but
which appears in much more florid form in German. The soiution proposed doee
depend on backup, bit it attempts to minimize the instances where incorrect
parses will remain vndetected.

Consider a secondary clause from our evampie paragraphs

Da aber manche in der Tiefsee iebenden Tintsnfische in verschiedenen
bunten Farbsn erstrahiende Leuchtorgane besitzon, ...

But since many dsepssa duelling cephzliopods possess |ight organs that
shine in various bright colors ...
The structure of this secondary clauss is binder-inter jection subject-direct
object-main verb, and the correct division betueen subject and direct object

is after Tintenfiache. A program parsing aiong blindiy, however, couid
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approprlate the preposition group "in verschisdenen buntsn Farben" as a
qualifier for the subject Iintenfigche. Syntactically, the parser would nsver
be the wiser, sincs "erstrahisnds Lsuchtorgans” is a perfectly good accusativa
noun group. Ssmantically, too, it would taks a fairiy sophisticated program
to know that something nas amiss.

In an attsmpt to avoid this sort of situation ths noun group epecialiut
is cautious, and, whensvsr 2 noun greup rould sbsorb praposition groupe or
adjsctivs groups (as ADJG POSTNOM) that do not belong to it, it wili refrain
from doing so. Such prsposition groups, stc. wlll than often and up bound to
the m2jor or subordinate clause node. This is not a had fate, bscause it is
often ths corrsct ons. Sincs academic German makss such frsqusnt use of the
prenominal clause, it le less likely that simple relations Will be expreesed
with postnominal qualifiers. 1f, on the othsr hand, this is ths wurong
decision, us are in a bstter position to find that out. Since major or
subordinaie clauses tend to bs mors fully spscified than their componsnt noun
groups, even a rslativsly neak ssmantics component might bu able {7 detsrmine
that a clause has something sxtra, even though it might fali to do so for a
noun group.

Note that in ths exampie “bovs, aseigning "in vsrschiedsnsn buntsi
Farben" to the subordinate clauss would bs incorrsct, sincs It realiy bsiongs
to ths prsnominal clausz modifying the direct object. HWhsn ths ssmantic
spucialist for the clause, SMCLAUSE, is called, it will presumabliy decide that
this preposition group canrot modify ths reiation reprsssntsd by the verb
besitzen ard transfer control to a backup routine. Because of tims
iimitations, this backup code has not been written, but its basic task would
bs to dstect jurisdictional disputes. He alrsady know that the prspoeitlion

group does not modify the clause, but we have to check to see whether the
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components on 2ither side want to claim it. Hith some simpie syntactic
information - the ent: zonditions for different structures and the ways they
may terminate - w0 could eliminate certa.n ciaims on the preposition group.

In the exanpie sentence @ simple syntactic check is not enough to decide
shether the subject or the direct object should get the preposition: so we
uould have to depend on the fuller syntacti~ <heck of a parse attempt, with
the accrmpanying semantic checking. The bacaup code could call for the tuo
different parsings, which in effect would allou the semantics programs to
direct the parse. This scheme is sisilar to one outlined by Hoods for Englieh
{40);: the difference s the heuristic that assumes that modifiers belong to

the dominant clause uniess prover otheruise.

2.7.2 Other Approaches to the Problem

When | began writing the interpretivs grammar, the question ! was asking
was hou tc adapt Hinograd's approach to handling German. SHRDLU is not the
only way, Lz ever, to tran- ate information like that i\ systemic grammar
netuorks into a parser. In the time since Winograd's system appeared, there
has been some interesting work on Fnglish parsing, notabiy that of Martin (26)
and of Marcus (23). Martin's approach ta.es the form of a par-eer similar in
epirit to Hood’s transition netuorks, Lut : «ich aluays expands all possi. a
Qarses instead of attempting to choose the most likely one ind backing up.
Martin contends that semantics uill limit the number of possibilities at any
given point, so that combinatoric explosion is not an issue. [arcus propoees
@ "wait and =ee" approach, uith decisions dalayed unti! the necxscary
inforraticn is in, The ability to dslay pareing dscisions would be
particula 1y useful for German; it will tharefore be interesting to see the

results of this uork. The merit of thess approaches is that they avoid backup




With . ts accompanying probiems of programming complexity and the possibility
of overliooking swbiguous cases.
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Chapter 3 -- Ordering Concept Markers

3.1 The Conceptual Structure

Considoring language as a “"structure organized to convey meaning,” we
have discussed the structure part to some extent and nou uill turn to the
question of meaning. By the meaning of a word, | mean the group of entries In
the conceptual structure associ~ted uith that word. But this, of course,
means that we now need definitions for "entries” and "conceptual structure.”
Another word for sntries here is concepts, and it is an open question just how
concepts ehould be embodied. Should we use rules, procedures, |magee, eome
combination of these, or something else altogether? Should the organization
of the conceptual structure be a net with nn constraints on |inkage, or a
highly etructured hierarchy, or, again, something else? Since no component to
do understanding has been impiemented here, my ansuere to theee queetione wilil
have just enough specification to mutivate other choices that must be made in
the syste~.

For the proposed deductive component, mez2ning can be defined In terme of
certain symbols, data structures, and programs. Entries in the conceptual
ntructure are theorems and assertions in a deductive programming language |ike
Pianner (18) or Conniver (25). For the most part, these are either directiy
or indirectly associated with entities called concept markere. HWithin the
system, the concept markers are primitives: assertions in the deductive data
base are built from them and, a3 mentioned, theorems are associated with them.
It ie easy to imagine another level in the system with, say, vieual imagee.
The concept markers would then point to these images, and procedures would be
available to do operations on them |ike inspection, updating, simple

manipulations |ike rotation, etc.
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The chaptar that follows is concerned with the uay concept markere should
be ordered, and chapter 5 goes :nto more detaii on the kind of proceseing ue
would expect from a deductive component. The ideas discuseed hers are not
original, but I think this chapter, and chaptor 5, ulil be helpfui in
describing some of the issues that have to be coneldered if the other parte of

the eyotem are ever to intaract successful ly ulth a deductive component.

3.2 Objects, Relations, and Properties

As in Hinograd's system, the things in the worlid uill be represented ae
objects, relations, and properties. Note that these threes categoriee will be
used from nou on only as distinctions within the conceptual etructure, not to
r:ame things in the real worid. To an extent, I am willing to consider theee
three categories as primitives, since it is difficult to come up nith uater-
tight definitions. As an attempt, houever, let us say that the process of
creating a conceptual object effectively differentiates the part of the world
to which it corresponds from the rest of experience (uith experienca and worid
vieued broadly - not just reality but Imaginary experiences, etc. as well).
An object, then, paints to (or, less metaphorically, represents]! anything
vieued statica!!y, that is, any phenomenon considered as an entity. An object
might be a phyeical object like #TRUCK, an institution like #CITY-HALL, a
mental r “enomenon |lke a ¥OREAM, some abstract entity like #TRUTH, etc. The
sharp 1ign here is used to distinguish concept markers, which are part of the
sustem’s internal conceptua' structure, from plain words, which are part of
{anguagye.

A reiation binds one or more entitles, the exact type of |inkage
depending, of course, on the type of relation invoived, The entities bound

may themselives be relations, may be objects or pruperties, or may be some
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combination of the th-ee. One common type of relation is an event; events
always involve a specific point or span of time in addition to their other
participants., Properties are relations uith no arguments. This is the only
wuay that propertics distinguish ihemseives from other relations, but the
distinction seems to be a useful one both conceptual.y and for purposes of
implementation. Properties are ussd to describe and modify objects and
relations, as weil as other properties. To represent this, the system has a
special relztion (cailed, not surprisingly, #AHAVE-PROPERTY), which |inks
propertios with the concept modified.

Our three conceptual categories correspond roughly to the jobs of
different syntactic ntructures: noun groups often refer to objects; clauses,
preposition groups, and some adjective groups represent relations; and most
compiement and attribute adjective groups represent properties. This
correspondence shouid not be taken to imply that objects, relations and
properties are derivabi~ from syntactic categories. The conceptual structure
is an independent leve! in fact it is nnot surprising to eee high level
semantic distinctions reflected in ths syntax of at least English and German,

and probabiy all ianguages.

3.3 Seilection Restrictions
Cansidering the huge classes formed by classifying the worid into
objects, properties and reiations, it seems likely that particuiar elements
Will be more useful and accessibie if the classes are structured in some way.
Since any choice of structure shouid be infiuenced by function, et us iook at
the way the sy2'.em wiil want to use information about the world. Basicaily,
there are two kinds of activities that we want happening in the syetem. One

is the use of semantic sciection rsstrictions to eliminate incorrect
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interpretations. The other ie the use of the full riange of real-sworld
information to make a final choice betueen intesrpretations, including
determining pronoun referencs, stc. These tuo functione make different
demands in terms of the kinds of knouledge etructure that esach can ues most
easily, 8o a decision on etructure requires a8 closer look at semantic
reetrictions and deductive intsrprstation.

Selection restrictions indicate the outer limit on what typeec of
concepts may appear in a relation together. For example,

Das Stlck Seife ist liebevoll.

The bar ~f anap is affectionate.
is an odd sentence bucause affection is an attribute of humane, maybe of
animale too, but it certainly can not be an attribute of a non-lcvcng thing.
(This ignores, of course. personification, but this phenomenon, ae uell as any
sort of metaphorical speech, Will not be considered nou. See section 5.8 for
a discussion nf some of the issues invoived.) From thie example, we want the
selection restriction associated uith affectionate to be MLIVING-THING. Such
a seiaction restriction gives us a criterion for rejecting bad parees. If the
semantic component ever findc iiself trying to 'Ink affection to soap in a
straight sciantific text, it will find no possible meanings of ligbevol! that
;ili satisfy the selection restriction. Semantics will then fail, which will
caus: ‘he syntactic componant to try another pares.

In addition to rejecting a parse becauee no meanings of a word are

acceptable, the semantic component could aiso use selection restrictions to

eliminate poss ' ble meanings of a word. This does actualiy happen, but it is a

rather tricky business. For exampis, ue might expect that eelection

restrictions could help us out in distinguishing betusens
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(i) Der Fiilm gpjelt heuts Absnd.
The film ie playging tonight.
(ii) Unter Lichtreiz gpialen die Chromatophoren.

The chromatophoree play when stimulated by |light.

For the meaning of che varb apielen in (i) ws might specify that the first
argument of the relation ehould be something |ike ATHEATRICAL-PRESENTATION,
i.e, a film, play, puppet ehow, cabaret, etc. [t would not be unreaeonable to
expect the eemantic markera for thsse phenomena to be claesified under
HTHEATRICAL-FRESENTATION. For (ii), however, it i. hard to eay what the flret
argument might be. The lighte on a marquse can play in this eense, the

Nor thern Lights can, chromatophorcs, of courss, do - even sounds can. The
unifying characteristic here seems to be that thess things form a eyetem,
whose individual members psrfore thsir particular activity (flash, emit a
eound, move etc.) in an apparently (to the perceiver) random order. Thie ie
obviouely not a simple characteristic, and probably the best we can do for a
eelection reetriction here is somathing very genoral |ike #CONCRETE. Since a
thing that is a #THEATRICAL-PRESENTATION would also be claesified under
HCONCRETE, if we are givsn ssntence (i), selection reetrictions alone will not
be atle {o tell us whether ths film is running at the theater, or whether we
should expect to ees it flashing on and off. For thie reason, although the
selection restrictions in ths sysiem do resssble the semantic markere of Fodor
and Katz (6), they eervs a differsnt purpose. In thie system, the eelection
restrictione are not expected to give a full account, or even the major part,
of the meaning of a word. Somsthing as simple as a selection reetriction wiil
not be able to represent semantic constraints as to which participante may

take part in whicy relatione with any degree of accuracy. What a eelection
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restriction can offer is 8 negative criterion for eliminating impossible
interpretations. In this way they can be quite useful for giving feedback to
the parser, and sometimse, but not aluays, they can be helpful in eiiminating
impossibie interpretations of a uord,

More detail on how sslection restrictione are used uill be given in the
next chapter. Based on the discussion so far, housver, ue might predict that
selection restrictions can be made to work most efficisntiy with 8 strictiy
hierarchical structure. A eingle tree hae been used for seiectional
restriction processing, nith the relation betueen levsie on the tres the
general one of claes memberehip. Note that 3 single classification scheme i
not the only choice for eelection restrictions. Multiple treee are a
possibility, as in Hinograd. Operations on a single tree, however, can be done
with a minimum of time and effort, and, since the reaeon for using seisction
restrictions is efficiency, it seeme to be the best choice.

The selection restriction tree ehould be organized to eliminate the
fargest number of interpretations as often as possible, but beyond thie goai
the organization issue seems to be a question of balance and a matter of
taste. Given a constant number of concepts, less depth means a faeter eearch,
more depth means that the seliection restrictions can make finer distinctions.
The feature that is essential here is ths hierarchical structure. Thus, our
trees might have a top node labeled #UORLO, whose three descendents are
H#OBJECT, #RELATION, and #PROPERTY. The upper nodes of the relation subtree
are shoun In Figure 3.1. Here, #STATIC-RELATION includee things |ike spatiai
relations, relations of comparison (X is similar to Y), etc. #MENTAL-PROCESS
includes intellectual, emotional, end perceptual procesees. (This organization
is taken from Halliday (16).) Figure 3.2 shous the upper nodes of the property
eubtres. The AMANNER-PROP, WSPATIAL-PROP, and #TEMPORAL-PROP classes contain




WRELATION

HEVENT MENTAL-PROCESS #STATIC-RELATION

Figure 3.1

HPROPERTY

i |

HANNER-PROP | #SPATIAL-PROP #TEMPORAL-PROP | #PERCEPTUAL

]
HOUANTIFICATION HIDENTITY-INTEGRI TY
Figurs 3.2

properties that ansuer the questions "hon", "where" and "when".
#QUANTIFICATION deais uith extent, which is eithsr number, for objects, or
intensity, for relations. A#IOENTITY-INTEGRITY contains properties |like
uholeness and uniqueness, while APERCEPTUAL deals with any properties that can
be detected by the senses. Note that this propsrty classification ie not
exhaustive, but it does give an ides of the organization of the tree. A

larger section of the tres ussd in the system appears in Appendix C.

3.4 Structuring the World for the Dsductive Component
Since the selection restrictions can provide only negative information,
ue would 3lso like @ finer-grainsd check to reject ths rest of the poesible
interpretations. There should be ;oue positive criteria, so that ke can begin

to know that our choice makes ssnss. For this ue need the full power of a




64

deductive system., Ths question ue are sorking on is hou the dats base and

theorems of the deductive system should be organized. For a start, the

UAN(HAL
' i
NLAND-ANTMAL MIATER-ANIMAL
I |
! | | I |
#ORSE  WTIGER  #ANT NFISH AFROG  WOCTOPUS
Figure 3.3
MANTMAL
AVERTEBRATE #INVERTEBRATE

| |
1 1] l

#FISH MORSE #FROG ATIGER  AOCTOPUS HANT

Figure 3.4

ciassifications used by ths sslection restrictions look useful. Note,
houever, that in one context Figurs 3.3 might be a useful ciassifications
scheme for objects, whiie another context might favor Figure 3.4. Even given
the same general context, i.e. biology, psychoiogy, chemistry, or the
supermarket, many different ciassificatory schemss are possible. We want more
than just a single ciassification schems for the generai data base, so the
structure used wiil be 8 group of trees. Actusily, since the 'truo are not

completeiy disjoint, we csn merge them into @ single iattice structure. Doina
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thie to the two ciassifications above, we wouid get the ciassification ehoun
in Figure 3.5.

What does the hierarchical structure of the deductive data baes buy us?
Firet, the motivation for hierarchy is sconomy of definition. An #OCTOPUS ise
an HANIMAL which is a MLIVING-THING which is #CONCRETE which makes it an
#OBJECT. MWithout a hierarchicai structure, we wouid be specifying, for
examples, that octopuses have eome mechanism of locomotion (propsrty of being
an #ANIMAL}, that they have some sort of reproductive eystem (property of
being a ALIVING-THING), that they are percesivable, aithough possibly aided by
instruments (#CONCRETE), and that they are entities rather than procssses or

HANIMAL

MIATER-ANIMAL b'l7 ~-ANTHAL HINVERTEBRATE AVERTEBRATE

HANT

st

ﬂFLSH WFROG

Figure 3.5
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attributes (property of being an ¥OBJECT)., All this would be associated with
#OCTOPUS, and much of the saxe would have to be dupllcated for ¥HORSE,
NSEAGULL, and the rest. So from hierarchy we get economy of etorage.

In thinking about the system, | have |imited myself to a single context
and a single static hierarchy to avoid the difficulties inherent in adding to,
deleting from, and reorganizing conceptual structures. These are interceting
but major problems, related as they are to processes |lke Iearhing.
hypothesizing, and shifting from one context to another. A working
translation system would require a knouledge structure of considerably greater
fiexibility than the one outiined here.

It should be mentioned in passing th:. neither hierarchical organization
nor word definitions themseives automatically imply dif7l.ailties with
border|ine cases. Say, for instance, that the criterlon for "llving thing" is
sel f-reproduction. ¥ viruses reproduce themselves but for other reasone ue
are reluctant to call them living things, then thie is a dilemma only if a
single deiining property is all that we allow ourselves. In fact, it ie
poseible to eat up a yroup of borderline categories defined by appropriate
m.xtures of properties from the major categories.

The hierarchic®! order alone, houever, needs supplementing, since we
uould tike to be able to explicitiy represent other ordered relationshipe
betvern concepts. The additional structurez to be Introduced wiil lead us to a
general graph structure with no self-loops, but the presence of our underlying
hierarchica: structure will constrain and control the flnished result. Since
the lexicon is going to be interacting rather actively uith the conceptual
structure, it might heip to look at the situation for wirds before any

additicns to the structure are made.
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3.5 The Relation of Words to Concepts

There are several ways of approaching the problem of wird definitions. A
word might be defined in terms of a class and some number cf at'!-ibutee. Thie
eort of formulation is an old one - "genus" and "differentia” are ‘he
classical terms -~ and ths standard form of a dictionary definition shous that
it is a familiar one: an octopus is "any of a group of mol luske having a eoft,
sarlike body, a large head with a mouth on the undersurface, and eight arms
covered uith suckers.” Here, the phrass up to "molluska” represents the genus
and then the differentias follow. As their name implies, the differentiae
offer criteria for distinguishiny betusen different wuords defined with reepect
to the same conceptual class, A definition like this could be used in a
learning (i.e. non-static} structure, and it presupposes a top-duwn learning
process, The genus is aseumed knoun and the differentiae give distinguishing
characterietics for the neu node that is added. (ln actual practice, the
differentiae may 2 used to pick out a concept which is already knoun, In
this case buth genus and differantiae are knoun, and the problem is merely
learning a neu word for an already familiar concept.)

This genus-differentia type of definition might have its place in a
system with iearning capabilities, although It would not be a fundamental
place, since a simple top-dour process can not adequately model a good part of
the learning that we see people doing. Since, houever, 1 am not coneidering
issues of learning at all, definitions will take a different form. The
knouledge data base ie assumed to be static in the senes that for the worde
defined one or more nodes (i.e. concept mackers) 2re aluays present in the
conceptual structure. Furthermore, the differentiae - those bundies of
information that distinguish a concept from other members of ite clase - are

also presumed to be in the data base already. Tiercfore, a word can be moet
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easily defined by ~eference to ths concepi node or nodes it represents, and so
words can, in a sense, be "plugged in" to the conceptual structure. Since the
system already knous about the concepts represented by the restricted number
of words it encounters, no conceptual restructuring is going to be necessary.
The fact that a word can be "plugged in" in thie mannar means that siords
are ordered uith respect to the conceptual structure. Note, houever, %hat not
all conceptual distinctions need be reflected lexically; that is, some concept
marksrs might have no words definsd for them. This makes senae if you think
of sensory impressions: natural language vocabulary does not begin to
approximate the number of different shades of color that can be distinguiehed

and remembered, or the number of sounds or tastes.

3.6 Fields

With words in place, it is time to co back %o an unsolved problem. The
conceptual etructure displaysd similarities and differences betueen membere of
a clase, but we have no way of ordering either the members of a single class
or members of different classes among themselves., A phenomenon |ike word
contrasts suggests that something like this is needed. One alternative is to
order the descendants of a concept node, but if more than one criterion is
relevant, bookkeeping could become cnnoying. And, of course, this does not
even address the simiiar problem of ordering nodes from different classes.
The solution proposed is the introduction of a linguistic fieid. The term
"linguistic field" is not neu; for a discussion of its history, see Robins
(31, p.81). On the basis of what we have developed so far, the field should
be an ordering of object, relation, or property concepts using a property as a
criterion. We do not want tu think of a field as ordering words, since the

ordering here is semantic and thus strictly speaking sheuld not deal with the
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words themssl|ves,

To represent word contrasts, ue could use + and - at the extreme ends of
a field. One speclal sort of ti- muaber fisld represents the case where the
elements exhaust the domain of the field's property, for example the case of
negatives. (There nesd not ba any middle ground betwesn "big" ard "not big",
where the criterion ci size applies.) Antonyms present an interesting
situation. Take, for example, "good” and "bad". (Here, and in the next feuw
sections, | will use English Lxamples, since the issues discussed seem to be
indspendent of the language involved.) Most peopie would call "good” and "bad"
opposites, and so their associated concept markers are alloted a tuwo-membe::
field along a property like #AIORTH. Hut wuhat happens when we expand the
context to include "great", "excellent®, anc "lousy"? Hith respect to thees,
"good" and "bad" ur.jergo a subtle shift in meaning and are no longer the
absoiutes for which we constructed the two-member field. Such word paire can
be called polysystemic. He therefore need one or more additional fields for
the different frames of refersncs, and ths process of interpreting a word may
entail dsciding which fleld is re'evant for the particular usage. The
implementation delails for fiel.s seem to dspend on the way knouiedge ulll| be

structured in ths system, so fields uill not be considered further here.

3.7 Synonymity and Connotation
In terms of the conceptual structure we have been describing, synonymity
can be defined as the relation that holds betuween words that share the elme
associated concept rarker. Given a set of synonyms, the pressnt structure cén
therefore represent their similarity; the next step is to look into ways to
repressnt their differsnces. Ths first questinn to ack Is whethar trere o. ist

any pairs of words that are interchangeable in every case. C(onsider. for
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example, the words feline and cat. That thsse are synonyms is exhibited by
the fact that a person would be uilling to use either tc cenote the etandard
furry 2nimai with four legs and whiskers. FEeline, however, is a more formai
word and one whose usage wouid tend to be restricted to scientific or postic
contexts; cat is 8 generai purpose uword. The distinction here ie the tamiiiar
one betueen connotation and denotition. In generai, one would want to cali
denotaticn e conceptual meaning of a word - what we have been taiking about
so far - and connotation the phenomenon associated with the uee of the word
iteelf. Connotation tells us about the frame of reference in which a word ie
being used and gives infor: ation about the spcaker. The properties formai or
informal, archaic or modern, educated or uneducated, objective or biased, are
some aspecte that might enter into the connotation of a word. Language
exhibits such economy in other arsas (e.g. Gsrman nominal deciension, eee Frey
(7)) that it would be surprising to find extravagance at the lexicai level.
Thue, it seems unlikely that there are tuwo words within a language that are
completely equivaient. He have a pair of words - cat and teljne - that seem
virtuaily interchangeabie with res sct to denotation. The cifference comes,
of course, at the level of connotation, and i{ seems that this wiii be the
caee for all eynonyms.

To get this neu connotation information into the modei, we introduce
another sort of field. Thie field {akes synonymous words and orders them
along properties like formality, tschnicaiity, etc. The definitions in the
syetem use only binary properties, i.e., +- formal, +-technical, etc. In
another -system that deals with 8 wider context and has a richer vocabulary, |
suepsct that one would want greater expressive freedom than le given by binary

categories.
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3.8 Choosing Concept Markers

In the chapter so far, us have discusssd the way concept markers should
he ordered, but there has yeen no indi'. *ion of hoxk thsy ehould be choeen. In
fact, it is not at all clear what a set of semantic markers should look 1|ike,
because they are used in the system by more than one component. Structures
built from concept m.rkers are of central importance in the syetem, eo
although the following discussion gsts ahead of the expoeition, | think it is
impor tant to stop and consider some of the iosues involved in choosing concept
markers.

For each sentence, the semantic component will construct a semantic
represen. tion. This will be built from concept markers supp!ied by word
definitions and the semantic specialist routinec themselives. After a semantic
representation has been constructed for a ssntence, its component conrept
markers will be used to call deductive routines associated with them, It is
the job of the deductive component to pick the most likely rspresentation and
ship it over to the gensrator. The generator, in turn will use the semantic
representation to produce English, and, for this, the English dictionary ie
ordered so that words are associated with semantic markers or groups of
semantic marksrs. The concept markers, then, have a fourfold rolet in source
language definitions, in target language dsiinitlons, in the semantic
representation, and in the deductive data base. (A c'oser look at a fifth
role, that of selecticn restrictions, is deferred until the next section.)

Given ths various roles played by the semantic markers, let us ccnsider
the choice of a dictionary definition for the German verb prechen ("to
break”), as used in the example:

Fritz brach das Fenster. / Fritz broks the window.

First, we could use a special semantic marker ¥BREAK with a standard




iid

P R . S = e TR e eeee——— ol Y

72

definition procedure for relatione (eee section 4.2.1). Thie deflinition wuill
be compact, easy to write, and easy for a person to read. On the other hand,
the marker ABREAK is a rather high level one, and we might chooee instead to
urite the definition in 3 special form, writing @ routine to build a chunk of
eemantic representation from the three markers FCAUSE, #BECOME and #BROKEN.

Nate that the issue ie more than just a question of size of primitive set
versus eaee of expression. A representation using #BREAK is extremely
language dependent; this Is of dubioue merit in general, and particularly eo
when we are dealing With tuo soparate languages in a single eyetem., The
generator takes the semantic representation to be fully unambiguous, and
expects to be able to generate from it uithout further calls to the deductive
component (except in certain special cases which uill be discuseed). The
segments of the semantic representation must therefore be simple (lou-level)
enough so that no information ie missing uhen the semantic repreeentation
reaches the generator.

Ore poesible eolution might be to use the esmantic represcitation only
for deduction. It might therefore contain very high level components and be
unabashedly source-|anguage despendent. Deductlion, than, would not be chooeing
betueen representations, but rather constructing its oun, much louer-level
representatior o be passed on to the generator. This lou-level
representation would try to approximate |anguage-indepundence, in the sense
that it would aim o be input for a generatur of any language.

The approach sketched seems like a good solution, in that eource language
dicticnary definitions could be compact and uniform, unije at the same time no
information would be lost on the uay to the generator. 1 did not choose it
for tuo reasons. First, a lou level representation causes problems uith

target language definitions. With a lower level semantic representation, a

il
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large number of target language definitione would involve aesociating piecee
of the semantic representation, instead of just a single marker, wWith worde.
Thie is a pattern matching problem that, given a large numb.r of words, could
elow doun the generation process intolsrably (at least given current memory
archl tecture). In addition, note that the (#CAUSE X (#BECOME Y #BROKEN))
repreeentation offere no clear advantages for organizing the deductive data
baee. The kernel of meaning associated with #CAUSE may not vary frum one
eituation to another, but, as the participants change, the nature of the
zaueal relation may, as well. For example, compare the #CAUSE in “Jay brpke
the mirror™ with the causality involved in "Eruin popped the popcorn.” The
actions aee;ciated With caueing breakage are hitting, dropping, etc. To cause
corn to pop, on the other hand, involves putting a pan of it over eome heat
eource. What | am trying to get at here ie that with a lou level
representation, information used in deduc:ion still would have to be
aseociated With combinations of concepte, i.e. higher levels.

Becauee of the coneiderations mentioned, in the system eemantic markere
are choeen as the union of different Word boundaries. |f eomething £an have
two different lexical representations in German gr in English (exclusive of
connotation differences, that is), the louer levasl representation ie choeen,
For example, kennen and pigsen ("to know") wind up with the two eemantic
markers #XNOW-A-FACT and #KNOW-A-PERSON, while gaje and wind (in German,
Hind) get the two markers WGALE and #4IND. With thie sort of organization,
the deductive component is given basically a eelective role, and only adde to
the 3emantic repreeentation it ie given by filling in certain slote left open
by the eemantic speciilist routinee. The eemantic representations generated
from theee eemantic markere have no c.eim at all to language independence, but

the lose in generality is compensated for by faster generation.
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3.9 UWhen to Use a Restriction

. Hhen using concept markers as selection restrictions, it is important ¢
remember thet they give only partiai information. If used in a system wuhere
mul ti-category definitions and restrictions also exiet, the semantic marker
reetrictions are actuelly redundant. Ons justification for this redundancy ie
efticiency, as discussed earlier in the chapter. Another attraction of the
concept marker restrictions is that they are an easy way to get a handle on
semantics - In fact one of the feu ways that ue knouw - without getting
entangied in a large and complex web of real-world knowledge. Selectlion
restrictions, then, look |ike a promialng uay to use semantice to gulde the
parse.

The first version of my system did use sslection restriction information
to guide the parse, although oniy to a very |imited extent. This was in the
routine that parnes verb objecte: if the verb had besn found, ite restrictions
were checked to see if they Included a location, a manner, or some other
property. If this was the case, prepositional phrases and adverbs uere
checked to make sure that at least one of these fit the semantic requirement.
If this uere not the case, then specis! action could be taken, |ike checking
otiur syntectic components to ses if they had absorbed a prcpo,ltlon by
mistake. This uss, of coures, only |Imited uss of semantice to gulde the
pares, but it was In an area where 8 lot of help is obviousiy needed, namely
binding of adverbial modifiers.

In the most recent version of the system, the parser does not use
selection restrictions in this nay, This decision wuas primarl|iy motivated by
German word order. As was mentioned in chapter 2, for English clause
structures, the main verb pracsdes its objects. He cen thersfors access the

verb's restrictions and use them to look for or evaluate objects. In German,
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houever, only some main clauses have a subject-verb-objecte word order, while
secondary clauses are usually ordered subject-objects-verb. In addition, any
main clause uith an auxiliary, modal, or passive verb structure uwill aleo have
its main verb at the end. Since using selection reetrictione to guide the
narse requires a certain amount of structure (to handle multiple definitions,
cptional objects, and variatione ir word order), the investment in programming
eifort seemed to promise less return for German than it does for Englieh.
Selection restrictions are, of course, still part of the system, but they are
used exclusively by the semantic component to eliminate imposeible eemantic
representations.

In the current implemantation, semantic reetrictione are hung on the
concept markers as LISP properties. Since the markers have an explicit tree
ordering, the restrictions need not be associated uith each semantic marker,
but may instead be tacked onto the highest node for which the restrictions
hold. This saves space, although of course at the expenee of the email amount
of time it may take to trace up the tree to fetch restriction lists.

KK

In this chapter ue have made some decisions about the ordering of concept
markers, First, concept markers uwere divided into objects, relations, and
properties. Tuo main orderings wers presented: a tree to implement
velectional restrictions and a lattice as a primary ordering for deduction. A
secondary ordering uas provided by fields, to relate concept markere to each
other along a dimension. Words were ordered by virtue of their aseociation
with concept markers and according to their connotations. The static,
strictly hierarchic concept marker ordering propoted here would not be
adequate for a working translation system; houever, the conceptual etructure

is nou uell enough specifiad that us can o on to describe the eemantic
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Chapter 4 -- Ssmantic Processing

4.1 An Overview
4.1.1 The Semantic Component

In the last chaptsr ue considsrsd a static ssmantic structure, but we
have not yst discussed hou a particular ssntence relatse to this general
framework., In this chapter and the next, | will try to remedy that eituation.

As soon as the German grammar has successfully parsed some section of the
sentence, the semantic routines are called in. Thei? job ls to construct a
semantic representation for sich possibls interpretation of the eentence. In
many places. ine shape of a semantic representation might parallei the paree
tree, but at other points, the divergance uill be obvious. UKhere the paree
tres is a record of syntactic relations, the ssmantic repreeentatiqn is an
independent structure to record semantic relations that are both implicit and
explicit in a sentence. The highly structured semantic representation
reflects systematic linguistic phsnomsna and it is a step on the way from the
syntactic repressntation to the body of information that yould be invoked by
the deductive component.

The general! organization of ths semantic componsnt follous Hinograd’s
system, althcugh there have been some fairly high leve! changss. In the
translation system, the ssmantic reprssentation itss!f piays a prominent role.
Whereas in SHROLU the repressntation is essentially an intermadiate step in
tre process of building theorems for dsduction, here It is also important as
the input ‘o ths generator. Ton uss ths ssmantic representation in thie way, 1
have made a number of additions in tsrmss of ths information it containe,
sspecially in the diraction of a moru systamatic tre2iment of themotic

features (section 4.9).




i

78

Where possibie, word definition types have bsen sia .dardized, so that the
Individual word procedures can bs used descriptively as well as Imperatively.
That |s, the definitions can be examined by ths semantic component, which can
then take any appropriste actions before exscuting the procedure. A mschaniem
has also been added to handie partial information in an orderiy fashion (the
#UNBOUND marker: sse section 4.7.1). The semantic component can add a
reiation to the rapresentation before all (ts srguments are bound, and then
return to add the srguments of the relation as they are encountered.

The chapter that follous contains a great deal of detall, but It actually
does not begin to sxhaust the issues discussed. Section 4.2 deals uith the
uay word definitions are used to build the ssmantic representation, and
section 4.4 discusses o*™-~ contributions to the representation. The actual
information In the representation is summarized in section 4.3. Not all words
contribute to the semantic representation directly, and this is considered in
section 4.5, Section 4.7 discusses markers that cause speclial actione in the
system, while sections 4.6 and 4.8 handie the representation of idioms and
coreference, respectively. Finally, section 4.9 discusses the representatior

of thematic information, and ssction 4.10 treats semantic case.

6.1.2 The Representation

The semantic representation is constructed from three sorts of
components: object, r3lation, and property semantic structures (0SS, RSS, and
PSS, respectively). These components are bundies of information, and their
linkage reflects interrelationships within a sentence. In general, a semantic
reprcsentation is a netuork rather thar 3 tres. By differentiating betueen
tuo sorte of |inkage, however, ue can aluays find an underiying tree etructure

in a well-formed ssntence. A sample rspresentavion is shoun In Appandix O,
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and 1 will spend most of this chapter discussing wuhy it looks the way it does.
The diagrams that will appear below are actually representations of the
semantic representation, eince the output of the semantic component contains
more information than is shown. In the machine version, information is hung
on the LISP property list of special Qtoms produced for the occasion.

A question should be raised here as to exactly what a semantic
repressntation should repressnt. While ] can not really ansuer this until the
semantic component has been discusssd in more detail, let me just dietinguish
tuo levels of semantic information here: the propositional and thematic
levels. Basically the propositional isvel is related to what ie said, the
thematic level to the way it is said. The thsmatic level deals with questione
like what information is important in a sentence, what the speaker wiehes to
convey, and the assumptions he has about what his |istener knoue. The
semantic representation used hsre is a mixture of propositional and thematic
informatior, and 1 Will come back to the gquestion of wuhat a eemantic

repressntatior should look |iks below.

4.1.3 Building the Semantic Representation

The semantic component, |ike Gaul, has three parts: the semantic
specialist routines (SMSPEC), ths semantic utility routines (SMUTIL), and the
dictionary definitions. The actual building of the representation is done by
the SMUTIL routines, and for much of ths semantic representation it is the
dictionary definitions which make the calls to SMUTIL. The dictionary
definitions, in turn, are unleashed by SMSPEC after it has set all the
necessary calling parameters. It is the SMSPEC routines that are actually
called by the grammar, and many of thess routines correspond to grammatical

constituents: there are SMCLAUSE, SMPREPG, and SMADJG. The noun group, on the
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other hand, has a series of semantic spsclallsts, SMNGl through SMNG3. For a
simple noun group, SINGl is calied as scon as ths main noun has been found,
and it evaluates any prenominal modiflers starting wlth those cloesest to the
noun. Control then returns to the syntactic componsnt to parse any
quallfiers, and then SMNG2 links these quallfiers to the noun. SMNG2 is also
responsible for evaluating relational nouns, which are not touched untll the
entire noun group has been parsed. SING3 cﬁecks for reference to other parte
of the text if the noun group |s definite. Also part of the noun group
package is SMCOMPOUND, which handles compound nouna that are not in the
dictionary but uhose component elemsnts are. Finally, SMPRON and SMPRON2
handle noun groupe that are pronouns.

Note that there is no separats esswantic spscialist for verbe. All the
actions necessary for verbs are done by ths single SMCLAUSE routine. By the
time SMCLAUSE is called, the sutject, verb objects, and modiflere have all
been parsed. (This is true enough as far as it goes, but not completely true
- see section 4.7.1.) SHCLAUSE binds the relation specitied by the verd to
its participants (subject + vsrb objscts), then binds the modl fiere to thie
relation. This whole process is rathsr elaborate in practice, and the
discussion later on will shed some iight on the kinds of information SMCLAUSE
has to process.

Wherever the semantic speclalists are called in the parse, their general
role is to be yea- or nay- sayers. Uhsnever a semantic relation, say the
definition of a verb, is bound, checks are made using the selection
restrictions described in the previous chapter. 1f at any time no
representation can be built for ths ssction parsed, thsn semantics return;
failure to syntax. In the system as it stands now, semantics never touches

“he paree tree except to get information from it, although the unimplemented
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ideae in scction 2.7.1 would invoive a more active semantics.

4.2 Lexical Semantic Structures

4,2.1 The Standard Definitions

To get a batter idea of the way a semantic representation is built up,
jet us take 2 bottom-up approach and start with examples of the thres standard
definition types.

(OEFD ELEOONE

SEMANTICS (
(NOUN (OBJECT CONCEPT: HELEDONE

CONNOTATIONS: +SCIENTIFIC
LABEL: D1))))

(OEFD FOLG
SEMANTICS (
(VERB (RELATiION
CONCEPT: #GD-BEFORE-IN-TIME
TYPE: NONE  ORDER: LEXPASS
ARGS: 2 LABEL: L2 ))))
(OEFD BLAU
SEMANTICS (

(ADJ (PROPERTY CONCEPT: #BLUE

CONNOTATIONS:  +COIMTION

LABEL: D3))))
The eemantic definitions here have the follouing parte:
The Seiector:
The first entry in any eemantic definition ie a wyntactic feature, which need
not neceesariiy be the part of spesch, any distinguishing feature wili do.
The syntactic features that were choeen in the couree of the parse can thus be
used to eliminate semantic poesibiiities by matching against the firest entry
in each semantic definition. For exampie, if gchuimmen has been pareed as a
noun, there is no need to coneider ite msaninge as a verb. [f more than a
eingle feature is needed to discriminate betuesn definitions, then a list of
features may be used. In add:tion, if more than one eyntactic feature |ist

takee a particuiar eemantic definition, then a liet of distinguiehing features
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prefixed by EITHER may be used.

The Routine Name:

OBJECT, RELATION , and PROPERTY routines are part of SMUTIL, and build 0SS,
RASS and PSS components, respectively. The rest of the information in the
definition supplies parameters for these routines, indexed by the follouing

keyuords:

CONCEPT:
Thio is the semantic marker ussd in building up the semantic representation.

It is a part of the concept structure discussed in the pravious chapter.

TYPE: (rulations only)

This specifies the relation of the surface argunents tu the semantic ones.
Types are ONE, TWO, THREF 7 ¢, (UOSTHREE, etc., and they tel: which of the
semantic arguments may .. .... understood in ths surface representation. For
examp'a, we may expect certain relations to have an iastrument specified at
the serantic level. The relation #CUT, then, woulL have three arguments:
actor, patient and instrument. In “he ssntence "Kar| schnitt das Wuret mit
einem Messer" ("Karl cut the sausage with a knife"), the definition used for
the vero schneiden would have type NONE, since no arguments are left
understood. In "Karl schnitt das Wurst” ("Karl cut the sausage"), a
definition of type THREE would be used, since the third argument - the
instrument - is left understood. Similarly, “"Ein Messer echnitt das Wuret”
("A knife cut tha sausage”) needs a definition of type ONE, since the actor ie

left understood.
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OROEH: (relations only)

Thic is another way to supply information fo. matching surface argumente to
eemantic ones.  ‘der is used for word pairs |lke precade and folloy, or in
German yprgehen @nd folgen. 4We want these pair. to map into a single eemantic
marker, and to do this, one of the pairs is labe.led as lexically active
(LEXACT) and the other as lexically passive (LEXPASS). When order is LEXPASS,
avs in the example relation above, then what the syntax has labesled as subject
(in an &ctive sentsnce) Lecomes the sscond aigument of the cemantic rslation.
The decision about which word is the lexically active one and which the

passive one '8 arbitrary.

A3GS: iralations only)

This is redundant information, since we can always recover the number of
arguments a relation takes given its name (by checking the ‘eng.h of ite
associated restrictions list). ARGS is specified In the defitition anyway,
howsver, partly for efficiency reasons, and partiy to heip me keep track of

things when uriting the dictionary dsfinitions.

CONNOTATIONS:

This holds the connotation information mentioned in section 3.7, which in
expected to be in binary form (+slang, +scientiflc, -technical, etc.). Right
row, thi: information is optional, and it is not used by the system untcil

gencration,

LABEL:
If a vord hae more than one semantic definition, each is given a labe'. These

are used fc - error messages and cross-referencing «ith other Information.
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The system has a group of functions that pick information out of semantic
definitions. . These are used in SMSPEC to make sure that the right global
variables are set in varicus cases. What th.s set of dsfinition searchers
amounts to is the ability to use dsfinitions dsscrintively as well as
imperatively. This statement actually needs some qualification, since some
information in the definition, like Type and Order, is reaiiy meant for uee by
the SMSPEC routines, rather th:: as actual semantic info~wmation. The
definition searchers are nut used solely on this Type and Order information,
however, so that it is fair to say that the system treats definitions bcth
deccriptively and proceduraliy.

Another sort of information that should be in the defi~itions, but is not
now, i8 3 meaesure of plausibility. This cou:d take the form of a8 number that
specifies the probability that a semantic senss is used, giver that the word
occurs. Such probabiiity measures appear in Winograd's system, but Here not

Jesed here because Of time |imitations.

4,2.2 Other Detinition Types

In addition to the three standard definition types, there are eseveral
othar dictionary functions: SPECIAL, SHNOMINALIZE, and SMREL-PART. A_SPECIAL
definition type is8 used for relations that do not fit existinn definition
types. A SPECIAL defirition just has a small rcutin2 associated with 4.
This sort of freedom is r=aily valuable for exceptional cases |ike gglq {"to
be"™), but it has been used eparingly eiseuhere in the system. Often, a
definition uill start out as S"CrIAL, but then another word like it uill come
along, and eventually ue have a class, warranting its oun function type.

SMNJINALIZE is a definition type designed to handle rankshift. Just as

He have clauses serving as rankshifted noun groups ("lch ueiss nich!, uwarum er
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hier ist.” / "I don't knou why he is here."), there are aiso relations that
may be represented by nouns ("(as Stehen falit ihm schuar.” / "He has trouble
standing.”) In both German and English, any verb infinitive may be a
rankehifted noun, and there are aiso words |like "der Aufstand” ("the
uprieing”) whose semantic definitions are basically reiations rather than
objects. [n the semantic representation we want these to appear ae reiationeg
but, since the syntax is @ noun group, special actions have to be taken (for
example, to hand!e time). SUMNOMINALIZE. then, is respcnsible for some of this
action directly and aiso acts as a signal to other noun-handiing routinee that
epecial treatment is in order.

SMREL-PART handles nouns that name a participant in a reiation. For
exampie, the word Zaichen (“"indication") can be defined as “"something that is
acting as the first argumsnt for the reiation #INDICATE." The SMREL-PART for
Zeichen, then, buiids up a piece of representation that may itself be

represented by Fig. 4.1.

RSS
HINDICATE

META META
KSOMETHING KUNSPEC

Figure 4.1
The #SOMETHING and #UNSPEC here are marked META because they are meta-
concepts, or concept variables. The MINSPEC marker (for "unspecified" - ses
section 4.7.2 below) would probably not _e used here, since the information
would be given scmewhere in the noun group, as it is in our v.aple text (“Ein

deutlich sichtbares Zeichen fir dis ... Erregungen” / "A ciearly vieibie




86

Indication gf the excitationa") Both the SHREL-PART and the SMNOMINALIZE
routines are attractive because they offer economy; we do not need a eeparate

concent marker for a relation or relation participant treated as an object.

4.3 Information in the Semantic Structuree
Uhqn the definition types above ars executed, ue get lolaﬁtlc components
that contain the f~llouwing information:
OSSNODE=, PSSNODE=, or RSSNODE=

This is the name gensrated for the semsntic node; no tuo node namee are alike.

VARIABLE=
A variable is aesigned to an individual instantiation of an object, refation,
or property. The node namee above may change in the couree of building a

representation for a particula- syntactic structurs, but the variable remains

the same.

CONCEPT=

This comes from the calling parameters, and it les our old friend the semantic

marker,

RESTRICTIONS= (PSS wnd RSS only!

Selection reetrictions are hung from the conceptual structure, being
associated with a particular relation, property or subtres thereof. Unce the
semantic utility programs have retrieved a set of reetrictions, they are kept

on the semantic node for lat' reference.
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LINKAGE=  (RSS only)
Thie is a liet of the participants in a relation, and it represents half of

the explicit linkage that holds the semantic representation tujether.

MOOIFIERS=

Another mechanism for linking, this thematic feature binds 0SS, RSS and PSS
components to their modifying relations. While LINKAGE values produce a tree
structure, when values from MODIFIERS are added in we can get a general
netuork etructure. A eemantic node With modifying relations is called the

"head" of these relations.

CASE=

CASE is set to a concep® marker that is found above the CONCEPT on the
selection restriction tree and distinguished by a special tag. Thie ie
redundant information, since the case is aluways derivable from the concept
marker, It is ussful information to have around, however, eepecially for the
deductive component. CASE is set only for PSS's and RSS'e that act ae
modifiers, that is, those which are connected to the semantic representation
by MOOIFIERS linkage. Sample cases ars SPATIAL, TEMPORAL, and NHANNER. The
use of the term "case" for this semantic feature may be mieleading, and it is

discussed in more deta:! in section 4.18.

TYPE= (RSS only)
This is the TYPE information supplied by the dictionary routines. It ie not
really semantic level infornétion. but it is put into the representation

anyuay for efficiency reasons.




ORDER= (RSS only)
See TYPE.

REFERENCE-SCOPE=
This is set to either GENERIC or PARTICULAR, depending on whether ths
information glven is about a particuiar object, relation or property, or about

the class thereof.

GIVEN-NEU«

This is set to GIVEN or NEW. See section 4.9.2 for an explanation.

COREF=

This qgives a list of semantic structures that are coreferent uith thie one.

It is discussed further in section 4.8.

INFO-ORDER=
Thie is set to either UNMARKED or to a list of the modifying relatione in a
clause in the order that they appeared in the surface etructure. It ie

discussed furthsr in section 4.9.3.

CONNOTAT [ONS=

This is the connotation information from the dictionary definition.

THEME=

This is set to the semantic node that corresponds to the theme of the clause.

See section 4.9.3 for an oxplanaticn,
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RESTRICT-DESCRIBE=

This is set to either RESTRICT or DESCRIBE. See section 4.9.3 for further

discussion,

CLAUSE-TYPE=
This is set to COMMAND, QUESTION, STATEMENT, or SUBORDINATE. See section

4.9.3 for an explanation.

PARSENODE =

This is set to the parse-node that supplied the concept, if there is one.

PARALLELSe

This s used in representing a variety of coreference. See section 4.8 for

details.

4.4 Non-Lerical Entries in the Semantic Representation

The word dafinitions discussed above form an important part of the
semantic repressntation. Not all entriss in the representation, however, a. e
formed by words - sowe entries reprcsent relations implicit in the syntax of
the sentence. Some exampliss of this will be discussed here - e.g. the
postnominal genitive, adjectives ...at modify nouns, and compound nouns. Those
are closely-related cases and by no msans exhaustive, but they give a
representative indication of ths issues involved. Hhersver there is an
implicit relation, it is ths SMSPEC routines that supply it and make the call
to SMUTIL.
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4.4.1 The Genitive
Starting off with an example, the ssmantic representation for the
genitiva construction "der Regenschirm der Dame" ("the lady'e umbrella,” .

literally, "the umbrelia of the iady") might iook like Figure 4.2.

RSS
HOMN

0ss 0SS
HLADY WRBRELLA

Figure 4.2
For "dae Auge des Hummers” ("ths eye of the lobster”) ue might have Figure

4.3.

RSS
HHAVE ~AS-PART

HEAD

0SS 0ss
HEYE M.0BSTER

Figure 4.3

In the diagrams, "head" is used to indicate that the linking of the two 0SS5'se
ie done ueing the register MODIFIERS, rather than the L.INKAGE }ogiatar. In
the tuo exampleo, the 0SS's are formed in response to the nouns in the
phrases, but the RSS reflects an implici? relation. (Actions taken for the
determiners have been left out of this initial pass for the sake of
simplicity.) The tuo phraset give ny explicit clues to guide the choice

betuesn AOUN and WHAVE-AS-PART as interpretations. What'e more, thsre are @
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number of o*her possible relations that may be imp!ied by the genitive, e.g.t

der Geruch des Kises = the smell of the cheese

aspect of a thing + thing

das Buch des berlhmten Poeten = the famous poet’e book

creation + creator

der Stadt meiner Geburt = the city of my birth

aspect of a relation + relational noun

das Geschichte meines Lebens = the story of my life

account + subject matter

There are many such relations that can be expressed using the genitive, but
the possibilities here are not completely opan. For exampie,

das Pflanze meines Schreibtischs / the plant of my desk
cannot be construed to mean the ptant that is on my desk. To say this, both
German and English use a preposition (auf / on) to explicitly express the
spatial relationship. Thus, if the number of relations that are implicit in
the genitive is bounded, as | believe to be the case, it makes sense to taik
about producing semantic representations for the different poesibilitiee. Some
of the possibilities are in fact constructed by the system, using selection
restrictions as a filter to block the bilatantiy impossible combinatione. The
next step is to take a closer look at thase semantic representations using the
deductive co:ponent; but let us first finish up the discussion of houw to build

semantic representations before going in‘oc the question of hou to chooee




betusen them,

4.4.2 Noun Modlflcation

Another example of a semantic relation that is impiled by a grammaticai
structure is AHAVE-PROPERTY. Ary property used to modify an cbject (or a
relation or another property, for that matter) is given a AHAVE-PROPERTY
relation. Thus, "dsr kurzsichtige Wissenschaftier” ("the nearsighted
scientiet”) would be represented by Figure 4.4. The #HAVE-PROPERTY relation
is special, in that the selection restriction for its first argument is found
associated with Its second. In the exaxple, ths restriction ALIVING-THING le
aesociated with ANEARSIGHTED, so our scientist wouid psss the test. Instead
of conventional selectional restrictions, therefore, #HAVE-PROPERTY has a
procedure, which is automatically executed by the restriction checking
procedure. The restriction code for AHAVE-PROPERTY retrieves the selection
restriction from its second argument and usss it t2 perform the check on its

first.

RSS
H#HAVE-PROPERTY

HEAD

0ss PSS
#SCIENTIST MNEARSIGHTED

Figure 4.4
One issue in noun modifier representation should be mentioned here. In
German, as in English, adjectives may bs stacksd up in front of nouns In tun
ways: serially or in parallel. The parallel version is the one that often hae

a comma "die kieina, lebhafte Eledone” (“the small, active eledone®). The
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representation for this is straightforuward, as shoun in Figure 4.5.

adjective lists, on the other hand, pose probliems of representation.
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RSS2
MHAVE-PROPERTY
HEAD
PSS2
HACTIVE
RSS1
HHAVE-PROPERTY
HEAD
0ss PSSl
NELEDONE HSMALL
Figure 4.5
RSS2
HHAVE-PROPERTY
PEAD
05S2 PSS2
VARIABLE: X1 #¥OLD
CONCEPT: 9
RSS2
#HAVE-PROPERTY
HEAD
0ss1 PSSt
VARIABLE: X1 MNICE
CONCEPT: #MAN

Figure 4.6
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modifying relatione for something |ine "der notte s!te Mann™ (“the nice old
man") could be represented by:

der (nette (alie Mann))
That is, each adjsctive modifies the entire remainder of the phras?. The
correct reprseentation, thersfore, would sesm to be that ehoun in Figure &.6.
Thie sort of representation is accurate, but I think the proliferation of
0SS’ e would cause a great deal of extra effort for the generator. Another
sort of linkage would be necestary to relate the different 0SS'e of a noun
group, and representations would be larger. To avoid this, the syetem
aburev:atee the representation of Figure 4.6 slightly, using the modifier
relation eetabiished betueen adjsctive and noun instead of a new 0SS. The

reesult ie shuwn in Figure 4.7.

RSS2
HHAVE-PROPERTY
HEAD

RSS1 PSS2

HHAVE -PROPERTY HOLD
HEAD
0sS PSS1
MAN Mmiice

Figure 4.7
This reprasentation might break doun if modifying relatione themselves have a
lot of modification, but this Wwould only be happening for prenominal clausee,
not #HAVE-PROPERTY relations, and clau.ns will probably not be etacked up

eerially more than tuo-deep.

i B = S Ea e i e
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I should note that only the simplest sort of adjectives are currer.itiy
handied by the ssmantic component. For an analyeie of some of the

complexities involved in English adjectives, see Yendler (35),

4.4.3 Compcund Noun=

The German compound ncun is often transiated by a classifier plus noun in
English (for example, "die Feuerushr" / "the fire de;.artment”). Among the
relations that occur betueen the parts of German compounds are relatione
discussed for the genltive and simple noun mndiflare, so the representation
described in the last two sections is also applicable here. With compounde,
we also yet relations that could bes expressed using prepositions, such ass

die Gummistiefel = Stiefsi aue Gummi
rubber boots (material of)
die Trinkgldser = Gl8ser zum Trinken
drinking glasses (use or function of)
die Todesanzeige = sine Anzeige wegen des Todes
death notice, obituary (occasion of)
die Seereise = eine Reise auf der See
sea voyage {place of)

Especially with the mors common implicit relations, we would |ike to be
ghle to handle compounds that are not in the dictionary but uhose parts are.
The system does this in the routine SMCOMPOUND. In a procedure analogoue to
that for genitives, the semantics of the component words are bound to a group
of possible relations, selection restrictions permitting, of course. The
representation pruduced looks either like the output sf the genitive routine
or like representations of other noun medifiers. This approach is deeirabls

because the representati... resembles thcse built for eimilar etructures, the

e e ad pp—— i i i Pt e
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dictionary is not loaded uith redundant definitions, und the eystem is able to
cope uith nex corjounds it has not seen before.

The drawback of using the semantic component to supply implicit relatione
from a butlt-in set is that the range of relations poseible betueen the
compound’s components is much wider than the range of relations for either
genitives or simple noun modifiers. | suspect that it is an open set, and
this would mean that certain word pairs could have implicit rela*lions that are
completely idiosyncratic. [f a relation appears cnly in one compound, it
obviously doss not belong in SHCOMPOUND. This seems to be the place for a
dictionary definition, and ir fact the SPECIAL definition facility in the
system could handle the situation uith no trouole. A RSS for the implicit
relation could be built in the definition, bindirg the compound’s components
as participants. This ic clearly an efficient approach, as long as the eystem
has a definition for each idiosyncriitic compound it encounters.

Between the compounds formed from a predictable set and the completely
idiosyncratic compounds are a group that shou some regularity, although the
particular relations involved are unprecdictable. These are given
reuresentations by the semantic component, but an #UNSPEC (for "unspecified")
marker is used. The marker is discussed below in section 4.7.2, and the
compound class is investigated in more detail in section 5.5.

Finally, there are compounds for which the meaning of the uhole is
different from the sum of the meanings of its parts. Consider "der
Tintenfisch" ("the cuttliefish" or "squid:" literally, "ink fish"). Leaving
aside the point that the squid is 7ot a fish to a biologist, ue note that "dar
Tintenfisch" refers not just to any uater animal that speus an inky cloud, but
to the cuttlefish., If there is some other fish-like creature that also speus

ink, it would not be designated by Jintenfiach. Such a sitistion seems to
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warrant a separate concept |ike #SQUID, and so the representation for thie
typ2 of compound looks no different ‘rom that of a regular noun.

For representing compounds, then, the system offers four alternatives:
pre-packaged implicit relations, special dictionary definitions,
representations that lesve the relation unspecified for the time being, and
standard object definitions for compounds whose meanings are more than the eum
of the meanings of their parts,

This last group of compounds mentioned raises a question. Do not all
compounds, in fact, tend to be more than the sum of their parts? Hhen faced
With "Gummistiefe!” ("rubber boots"), ws know something about thls special
type of footwear, just as we have specific information about “Schnlrstiefel”
(literally "lacing boots" - any boot that has a shoelace) and "Holzschuhe®
("clogs”), HWe would uant to associate this information with a spacific
concept marker, rather than the more gensral concept AFOOTHEAR. Glven the
system We have now, |f the representation for "Gummietiefel" wae supplied by
SMCOHPOUND, there is nowhere to put the information. This is a probiem, but
it is one that the system does not have to face, since it is not intended to
do any learning (i.e. it is assumed that the information in a seritence would
never be used to permanentiy change the deductive data base).

[f we wanted to allou learning in the system, we might try the follouing
approach. When a neu compound is encountered, the implicit reiation could be
selected by SMCOMPOUND, but then instead of adding this to the semantic
representation, we could creata a neu concept marker. For example, a neu
"Gummistiefel™ concept wculd have #FUOOTWEAR as gsnus and something |lke
(MMATERIAL-OF X W#RUBBER) as differentia. Then any new inforrmation |learned
about rubber boots, e.g. that they are worn in the rzin, could be aseociated

with the neu concept. in addition, we could add a dictlonary definition for
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Qummistiefel, so that the next use of the word wculd invoke the new concept.
It would only be economical to build new voncepte, of course, if they are
really ueeful for otganizing informition in the deductive data baee. There
Wwould therefore have t~ be eome criterion for hou much epecial information ie
needed to justify the creation of a separate concept marker. The creation of
new concept markers would aleo 2ffect generation, 8o wa would need a facility
to update dictionary definitions for the generator accordingly.

Since, houever, we are not trying to descr'~e a frameuvork for learning,
there is no need to generate neuw concept markers. The compromiee used in the
system was to give concept markers to compounds that had a good deal of
information aseociated with them per ee - |ike "dae Nervensyetem" / "the
nervoue system”"., UWords for which the bulk of special information wouid
probatly be encountered in the input text for the first time - |ike “"dae
Chromat .norenspiel” / "play of the chromatophores” - are represented by
chunke of eenantic representation (relation + participantel. Theee are
constructed by SMCOMPOUND, as deecribed abovs, uniess an i1dloeyncratic
ralation ie involved.

KK

It ie thue necessary to eupply implicit relations for genitivee,
adjectives, and compounds in the noun group in order to develop
repreeentatione for the different possibilities. In general, oniy the
deductive componerit can uecide betueen the set of different representations

produced.

4.5 UWords Without Semantic Representations
In the last eection ue looked at relatione that were not tied to

epecific worde, but nou the question is whether an entry in the semantic
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representation must be formed for all words. In fact, not all words add to
the representation; generally, words that do not are lou in semantic content
and very high in syntactic function. The most common case of this is
prepositions that mark participants in relations. For example,
Die Eledone roagierte auf den Reiz.
The eledone reacted ${p the stimulus.

Such prepositions occur both uith verbs and adjectives, but only the former
will be discussed here. Obviousiy not all prepositions are of this type:
those that mark location, time, causality, etc. are high in individual
semantic content and not dependent, except in the moet general uay, on the
particular verb used. The prepositions | am considering are those closely
tiod to individual verbs and uhose functions are performed by case in other
situations: "mir gef8lit gs” versus "ich freue mich darlber” in German
{roughly, "I like it" and "I am happy gbout it"), look at versus ghserve in
English. UWhere such prepositions occur, their semantics is essentially a no-
op, i.é. the semantics of the prepositional object is ctulk into a register
marked by the preposition name, uhen the reiation associated uith the verb is
evaluated in SMCLAUSE, a list of its required prepositions is retrieved from
the collocations list. These prepositions are indexed by semantic definition
labels, since a difference in preposition can indicate a difference in

sema: tics ("dient als" / "serves as" versus "dient zu" / "serves to"). For
each definition, then, we knou exactly where to lcok for the semantics of ite
participants. In the case of a required preposition, ue just pick up the
object's semantics from the register that uas set. Note that essentiaily tha
game procedure is followed for ceparable prefixes, since a separable prefix
erb is considered to be one word. This uniformity is desirable in light of

the clcrse relatior “tueen prepusitions and separable prefixes.
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It is not, perhaps, entirely fair to ciaim that prepositions that mark
objects of the verb are devoid of semantic content. [n fact, | was surprised

at the regularities thai ! encountered in the course of organizing the

selection restriction tree. Filimore's case theory (S), of course, ie partiy
based on this sort of regularity. As an exampie, the cbject of a mental
process (including in this perception) is often markad ty an
(a) Ich denke oft daran.
I think gf it often.
(b) Ich errinere mich darap.
I remember it.
{c) Das ist an Sepia zu becobachten.
That can be observed in Sepia.
In a sense, these regularities are not surprising, since people have tc
remember which prepositions go with which verbs, and the mor~ regularities,
the batter. On the other hand, the situation is complicated by the fact that
the same preposition may be used with a rather wide variety of verbes in a
number of different ways. Thus we have for ayf:
(d) Er wirkt auf das Publikum.
He had an effect gn the public.
{e) Er reagiert nicht darguf.
Ye did not react to it.
(f) Wir haben stundenlang auf ihn geuartet.
He waited for him for hOUﬁa.
The semantics of these required prepositions, then, can give a clue to the
relation between subject and verb object, but the knouledge Is never

definitive without the evidence provided by the verb.
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4.6 Idiomatic and Special Usages

Another situation in which the words in & clause might not map one-to-one
onto the semantic representation is when idioms are present., | am using
"idiom" here in the semantic sense, to mean any phrase whose meaning is
different from the sum of the meanings of its component words. A semantic
representalion for an idiom, then, is properiy associated uith ths phraee
itself, In the system, the most general uay tc handle an idiom is nwith a
SPECIAL definition, For something |ike:

Das Eisen schmieden solange es heiss ist.

Strike while the iron is hot.
we could write a SPECIAL definition for gchmieden ("strike”) that would check
for the presence of the rest of the phrase, then provide a neu semantic
representation to embody a meaning |like "Act while there is an opportunity.”
Note that the system does not deal with such extensive idioms right nou,
because none are present in the sample paragraph.

The system does handie more restricted idiomatic usages in tuwo waye:
through the collocations Iist and through the selector mechanism. The
selector uas mentioned above in section 4.2.1. [ts purpose is to cross-
reference semantic definitions with syntactic features. A facility not
mentioned above is the appearance of a word, as well as a feature, as
selactor. In such a case, the semantic definition is applicable only if the
next word in the sentence matches this word.

The word selector facility is obviously fimited, and it would not be
included in the system if it did not come essentialiy "for free.” The
collocations list is potentially of greater generality, although right nouw it
ic used only for associating prepositions uith verbs, as described in the laet

section. In the collocations list, we can index the meaning of a verb by a
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preposition or separable prefix elsewhere in the sentsnce. It would not be
difficult to extend this mschanism to handle ldioms Ilke our "Strike uhile the
lron |Is hot" example, and ! suspect that this would be a good uay to proceed.
Writing a SPECIAL deiinltion for every idlom that we want to add to the syetem
would be time consuming, and the code would be repetitious. The best policy
eeems to be to use SPECIAL definitions sparingly, and to use the collocation

mechanism to reflect the regularities that can be found.

4,7 Speclal Entries in the Semantic Representation
Several speclial concept markers are used In the semantic represantation
ae it is built up. These are the concept variables ¥SOMETHING, HUNSPEC,
#UNBOUND, and AREFERENT. The firest, #SOETHING, helps represent nouns that
name a participant in a relatlion, and its use u2s illustrated In section
4.2.2. The three other metaconcepts, which will all have been replaced by the
time that the gensrator gets the semantic representaticn, are the subject of

thie section.

4,7.1 The HUNBOUND Flag

The AUNBOUND marksr is a tsmporary placehoider which disappears by the
time the semantic comporient finiehes its work. The purpose of thie marker Is
to allou evaluation of relations befure all their participants have been
bound. This is not in any way a theoretical necessity, since ue can aluays
ualt until all the participants are In before evaluating a relaticn. | find
it a satisfactory solution, houevsr, bscause it keeps thes semantic compoenent
fairiy modulary that is, the #UNBOUND mecharism alious as much processing as
poesible to happen as soon as a phrass has been parsed.

As an example, consider the phrase "die im Nervensystem veriaufenden




1683

Erregungen” ("the excitations that run through the nervous system";

literally, "the through the nervous system running excitations"). Since we
want to handle the prenominal clause "im Nervenesystem verlaufenden” as eoon as
it is parsed, SMILAUSE produces ths representation in Figure 4.8 (and waybe
others, of course, for the alternative interpretations). Note that the
prepositional phrase "im Nervsnsystem" nas also handied using AUNBOUND, but
the processing for the prenominal clause has already done the binding thera,
The representation shoun is left at the ciavse node, where it sits unti! the

m3in roun Erregungen is parsed and SINGl is activated. SMNGL calle the

RSS
HRUN-THROGH
META 0SS
#UNBOUND H#NERYOUS-SYSTEM
Figure 4.8

SHMOODIFIERS routine, which is, as its name implies, a general clearing houee
for modifiers of nouns, verbs, adjectives, and the rest. SMIODIFIERS takes
note of the fact that the modifier is a prenominal clause, so it knoue that an
HUNBOUND needs to be replaced by ths 055 for the noun. Seeing this, it calle
REBIND to make a selection restrictions check, do the binding, and supervise
any renaming that is nscessary to keep the semantic representation consietent.
Besides prrenominal clauses, the #UNDOUND mechanism is used for
preposition groups (since prepositions are generally represented by tuwo-place
relations), for subordinate clauses of various sorts, and for those adjective

groups that are represented as relations. Although in some cases 2ll
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constltuents for participants of the rslation Will have been parsed, usualiy
not all will have been evaluated somantically (for example, the main verb}.
Therefore, the use of ths AUNBOUND mechanism Is justified in most casee, and
to keep things uniform, | have used |t throughout. This sort of feature Is
probably also useful in interpreting English (assuming that several cother high
level decisions are also kept). The special nature of German syntax
(prenominal clauses, end-order verbs), houever, makes some sort of partial

binding mechanisna sssential.

6,7.2 The MUNSPEC Marker

HUNSPEC, for "unspecified,” ie an escaps hatch for the semantic
component; it is a placehoider for some of the information that is ieft
understood in the utterance. Some FUNSPEC marksrs may be replaced when noun
group reference is determined, hut othsrs are left for the deductive component
to mull over. An exampis should give a better Idea of what AUNSPEC is used
for. One ptace for this scrt of marker is in relational nouns. Often time is
left for the reader to fill =, 28 in

{(a) Karl errinerta sich an das Rennen,

Kar| remembered the race.
(b) Karl freute sich auf das Rennen.
Kar| looked foruard to the racs.
In (a), the race predates Karl|'s mental action, in (b) Kari’'s mental process
comes first. Further, for many usss of reiational nouns, some participant |s

left out, frequentiy the agent. In a lot of cases, ths agent is understood to

be the universal anyone, for exampie, "Schilaufen ka~n gefdhrlich eein”
("Skiing can be dangerous”, i.e., anyone who okle can find |t dangerous). Not

all such constructs impiy "anyone,” houever. Some agents can be unigue, as In
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"der Erfinder der Buchdrucksrkunst” ("the invsntor of printing”}; while most
undsrstood agents can only be determined with respsct to ths context: "das
Abschal ten des Stroms"” ("*he cutting 2ff of the pouer") could be done by a
homeouner, a company, or a repairman. The MINSPEC marker can be used, then,
to defer the decision until mors information is available. Another use for
HUNSPEC is when the grammatical passive has no agent ("Der Strow wird
abgeschal tet” / "The pouer is being cut off"). Le get the same range of

possibilities here as in the relational noun uith understood agsnt.

4.7.3 HMUNSPEC for Ellipsis

The MUNSPEC uses above ars basicaliy dstsrmined by syntax. In soms other
situations uhere information is left out, there seems to be a Isxica! basis
for the deletion. In cur paragraph, for example, there is a discussion of
whether octopuses can perceive color. After giving evidence that supporte the

existence of color perception, the author says, "...s0 scheint das zum
mindesten f{r diese Formen fOr ginen Farbensinn zu sprechen” (",..this, thsn,
at least for thmse species, seems to support 3 golor sgnse”"). Here the author
has substituted a noun group for @ relation such as "the existence of" plus
the noun group. It seems to me that abbreviations like this depend very much
on the special sense of particular words (With possibly some grouping into
classes of worda that allow similar types of ellipsia)l. In this example, the
ellipsis "/ight be triggered by "sprechen fOir" {"support”). For these cases,
then, it will be up to a SPECIAL definition routine to intraduce the HMUNSPEC
marker and .o the necessary binding., QOeduction can then decide what relation

is understood. Thie definition approach guarantess that ths system can handle

special cases and know what it needs to bind for each particular case.
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6,7.6 The WREFERENT Marker for Pronouns

The #REFERENT marker is used fcr third person pronouns, since these have
no concept markers to call their oun. This reflects the fact that Jor the
semantics of a pronoun, we are totally dependent on Information from the
coraferent noun group {or on our knouledge of the actual referent, as for the
first and szcoind person). The ¥REFERENT marker le supplied by pronoun
definltions, and it is similar to #UNBOUND in that It has been replaced by the
time the semantic representations reach the deductive crmponent. The
mechanism for handling #REFERENT is also functionally similar to that for
#UNBOUNT:, in that the same sort of rebincing is done.

Le us look at the use of the AREFERENT marker in more detail. First,
for things |ike parsonza! and relative pronouns, ¥REFERENT might be replaced
almost immediately. SMNGl causes evaluation i the prornoun definition,
setting up the #REFERENT marker. SHNGZ probably will not be called, as we
generally will not have gualifiers following these pronouns. SMPRON is then
called to handle reference. Its job is to construct a Ilst of possible
referents (using heuristics taken with little change from Winograd’'s system)

and to eliminate those that do not agrue with the pronoun syntactically (on

the basis of gender and number). The H¥REFERENT 0SS is then rebound to each of
these possible referents. As semantic processing continues, some of these
Will probably be eliminated by selaction restriction checks, and the final
coreference decisions wll| be made by the deductive component.

From what has been said so far, the reader might conclude that the
MREFERENT markar is not necessary in every case. It is true that if the
pronoun 0SS ia rebound immediately, then the marker is an extra step. Even
personal pronouns, howsver, can make forward references, which are enough to

justl fy tre marker. Consider the example:
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Ehe gr immatrikulieren kann. muss Johann die Aufnahmeprlifung machen.
Before he can enrol!l, Jphann has to take the entrance exam.
Here, the HREFERENT marker is inserted for gr, and it is not rebound to the
0SS for Jeaann until SMCLAUSE is calied for the major clause. Another
situation where the AREFERENT marker is justified is the da-compound, uhere
foruard reference is frequent. In the sample paragraph we have:
...was ebenfalls sehr gaflr spricht, dass diese Tiere Farben zu
unterscheiden vermbgen
...Hhich again very strongly sugyests that these animals are able to
distinguish colors
Here, daflr refers forward to the "dass" clause. For these sorte of pronouns,
the WREFERENT marker frequently remains as one possible interpretaticn untii
the end cf the sentence, uaiting for the referent to be found.
When the HREFERENT marker is rebound, we will want some way to rapreeent
coreference. Since coreference in full noun groups uill be represented |ike

pronoun coreference, both are discussed together in the next section,

4,8 Representing Coreference

[t seems desirable for pronouns and definite noun groups (more properly,
for all noun groups that are coreferent with other noun groups in the text) to
have similar semantic representations. By the time the generator seee the
representation, there Wiil be no exc.icit indicaticn of whether the surface
structure contained a pronoun or a full ncun group. This makes iense, since
the target language has its oun rules for coreferent noun groups and pronoun
insertion, and these may or may not coincide with the rules in the source
lanyuage. In this section, | will discuss finding the coreferent noun group,

the representation built, and issues of pseudo-coreference. Aithough | will
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speak of a noun group “rgferring“ to another noun group, | really mean that
the twuo are coreferent. Only extra-linguistic things (or quoted words or
phrases in a linguistic discussion) are actually referred to by noun groups.
Note that references can be made to other statemeits by using pronouns |ike
das and was. In the section belou I will conventrzie on noun aroup
coreference, but the situation is much the s2re when a relation iy involved.
For a pronoun, We said that the semantic component accumulates a 'iet of
possible coreferent structures. For full noun grours the eituation is
slightly di‘ferent, z2nd the approach outlined here follows Winograd. Prorouns
are so weakly specified semantically that they cannot be separated from their
referents by a great distance. Full noun groups, houever, are much better
speci fied, and a referent could potentially be found anyuhere in the text.
While | suspect that referencss outside a paragraph are limited to certain key
noun groups, | also think that determining these noun groups is non-trivial,
i.e. not obvious from surface structure in every case. So to proceed for full
noun groups ac ue did for pronouns - constructing a possibilities iist and
narrouwing it - will not be feasible, Even if we were to limit our search for
referents to the scope of a paragraph, our pogsibilities lis! would not be
very in¢aresting, since we have no good way to narrow doun the possitilities.
In some situations we might be able to use celection restrictions to narrou
possibilities, but in general they will not bc adequate. rurthacrmore,
coreferent full noun groups do not agree uwith their referents in gender and
number. We uwould have a potent alli, bulky possibilities list and nothing to
do with it. For this reason, it is lett to the deductive component to
determine which full noun groups are coreferent. Alihb-ug:' the deductive,
rather than the semantic comporient, Will be adding corefer .nce information to

the semantic representation for full noun groups, | would iike to finish up
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ths discussion of corsfsrence at thic time,

The main fsature of ths repressntation is that coreferent items are given
thr: sams variable ‘~egister sstting VAR]ABLE=), al:hough their 0SS or RSS
n.os diffsr. Proroun semantic nodos will aluays take their CONCEPT setting
from the coreferent roun group i:hen #REFERENT is rst~und., A full noun group,
on the other hand, aluays supplies its oun concspt marksr. Given a3 variable
name alone, it is not aluays sasy to find other ssmantic nodss sharing the
same variable, so the rsgister COREF is set to @ |ist of all the coreferents
of this node. That is, uhen we find a back sferenca, ue set the COREF
ragister both or ths rsfsrring semantic nods and on ths nods refered to. This
will be useful for gsnsration, sincs a back rsfsrencs in ons |anguage might be
bstter transiated as a foruard rsfsrence in anothe-. Figurs 4.9 shous some of
the information tnat will bs present in ths 05S°s of the two corefsrent noun

groups: "the cephalopod" and "this animal."”

OSSNAME= 0SS1 OSSNAME= 0SS2Z

CONCEPT= ACEPHALOPOD CONCEPT= #ANIMAL

VARIABLE= X1 VARIABLE= X1

COREF= (0SS2) COREF= (0SS1)
Figure 4.2

Note that othar registers ars sst scparately for coreferent ssmantic nodes, so
that they may, and often will, differ in MODIFICRS, GIVEN-NEW, etc.

Thsre is another phencomenon that behaves much |ike coraference, but uhich
we might call pseudo-coreferencs. ‘onsidsr the sxample:

Anna bsnltzts das grosss Wbrt -buch und ich bsnl'*zte das kleine.

Anna u 4 the big dictionary and | ussd the smal gne
The noun group underiinsd in ins Gsrman is siliptic for ‘v 1 kieine
WBr terbuch" ("ths small dictionary”), and us can supply the m3in noun by

looking at a noun group sariier in the sentencs, "das grosse Wirterbuch” ("the

O e ey e o s - s it . MR WS S i -
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big dictionary"). He might think of the second noun group ae making a back
raference to "das grosse Wi-terbuch," except that it refers to the general
claes "Wbrterbuch" {("dicliona-y") rather than to the more restricted claee
"large dictionary.” In this case, we are not really dealing uith coreference,
but umith an abbreviated way of distinguishiﬁg tuo separate but related
objects. We represent the tuo with different variables, but aleo note that
the abbreviation has been used by filling in the elot PARALLELS for both noun
groups. This regieter is also ussd to rcpresent paral'elism exhibited by
conjunctione. (In our example sentence above, the RSS'e for the tuo conjoined
clauees would also be marked paraliel.) PARALLELS ie aiso used or parallel
main clauses, either connected by a semi-culon or in separate eentencee. The
basic idea is that this paralieliem information is not really language
independent, since many !anguages might have different rules for conjunctione
or noun group pseudo-coreference. Housver, ths use of the PARALLELS regieter

saves time spent in making comparisons in the generator.

4.9 Serantic Reprosentation for Thematic Features
Thematic systems represent the organizatios of an utterance ae a
messege. As such, they are not restricted to the discourse level (i.s.
linguistic organization abnve ihe sentence). In fact, thematic syeteme can be
found at the wocd, group, and clause 1evels o7 a eystemic grammar. The
distinctions in this section are adapted from Halliday's work, hopefully wuith
the originai intentiunz intact. Readers wiehing to judge for themselves are

referred to Halliiday (13,16).

s S —deas
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4.9.1 What's in a Semantic Representation - Revisited

Before consldering thematic phenomena in detail, let us return to the
question "What ehould a vemantic representation represent?” UWe can divide the
information in a semantic node (see section 4.3) intyo three classes, one of
which uilf be thematic.

First, the eemantic representation contains information from the
propositional level - more or less. Strictly speaking, | wouid consider the
propoeltional ievel to be raw knowledge - semantics minue the thematic

eystems. But, ae we wiil see below, the object-relation-property distinction

can be cailed thematic. To cail the propositional ievel semantics minus
thematic Informalion, then, means that it is an extremely lou ievel of
organization. Let me therefore qualify the original etatement and eay that
the eemantic representation contains information from the propositional levei,
augmented by the ot iect-relation-property distinction. In this category, |
mould place the regietere CONCEPT, CASE, LINKAGE, VARIABLE, and REFERENCE-
SCOPE.

A second kind of Information in the semantic repreeentation relates the
sur face structure of an utterance to this semi-propositional level. For thie,
He have the registers TYPE, ORDER, RESTRICTIONS, NSSNODE, RSSNODE, PSSNODE,
and FARSENOOE. This is information that is usefui in deciding whsther a
representation is appropriate, deciding betueen dl fferent semantic

representations, and keeping track of the way the ssmantic representation

e

correeponds to the syntactic structure that is being built by the parser.
The reet of the information in the semantic repreeentation is thematic.
E This includee CONNOTATIONS, GIVEN-NEW, COREF, PARALLELS, INFO-ORDER, CLAUSE-
TYPE, MODIFIERS, THEME, and RESTRICT-DESCRIBE. The remainder of this section |

Nill be devoted to these thematic categuries.
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4.9.2 Thematic Organization Belo: the Ciause Level

Most thematic information seems to be reiated to the clause; {he group
ievel thematic features that will be discussed here are aiso found at the
clause level. One sysiem discussed In this section - information focus - ie a
discourse system, and shculid properiy be represented above the sentence level.
Since, houever, its manifestations are sesn at the group and clause levels, it
dill be represented at the relevant group and clause seman’ic nodes.

A thematic phenomenon at the uord ievel is connotatio., related as it le
to the speaker's choice between different uays of expressirg the same concept.

Looking next at the group level, the head / modifiers |inkage seems to be
thematic. Consider, for example, the difference betueen the two noun groupes

(i) der blaue Himmel / the bliue sky

(ii) die Bl3ue des Himmeis / the blue of the sky
In the sewantic representation, tha only difference between them is the
MODIFIERS register.

Another group level thematic feature is the distinction betueen objecte,
relaticns and properties. Objects and relotions can both be seen as bundlies
of properties; in dafining them, ue are making a commitment to a coherent
world view, i.e. to some sort of "identity" in the case of objects and to the
assumption uf "relatedness" inatead of randomness in the case of relations.
This conceptual ieap of faith does not aeem to be a conscious cholce on the
part of an Indlvidual epeaker, but rather a cholce that is bullt into the
fanguage. The reason | say languags here instead of conceptual structure is
that it is possible, for example, that the concept of "objecthood” differs
from language to language, as Whorf contends in his analysis of Hopi (36).
Never theless, for the translating system, the object, relation and property

dietinction is expected to be maintained in the deduct!ve data base.
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(i)

RSS
#HAVE -PROPERTY
HEAD fM0DIFIER
0sS PSS
#SKY #OLUE
(ii)
RSS
MHAVE-PROPERTY
MOOIFIER HEAD
0ss PSS
#5KY #BLUE
Figure 4.10

This is because the distinction seems to be integral to both English and
German. [f, in fact, languages do distinguish objects, reiations, and
properties In different ways, and If this reflects deup concchtual differences
as uell, then the conceptua! representation chosen here is hesvliy |anguage
dependent in this respect.

Finally, the discourse categories "given" and "neu," which belong to what
Halliday calis the information system, also appear as a group level thematic
feature. Since this system is reallzed primarily phonologically, only certain
aspects of information organization are going to be relevant. GIVEN
information is that which the speaker (uriter} thinks the listener (reader)
can deduce, either because it has been stated exnlicitiy or because it Is
common knouledge or because it Is in some sense unique, ctc. NEH informstion,

on the other hand, is the reason for the urlter’s sentence, l.e. the
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information which he ulghes to communicate to the reader.

One place uher& the given-neu distinction is reflected in text it in
definite and indefinite determiners. The difference betueen the noun groupe
under | ined

(1)  Das Buch ist verachwunden. / The bogk has disappeared.

(ii) Ein Buych ist verschuunden. / A book has disappeared.
is that in (i), the reacer is expected to knou, or very soon find out, which
book ie meant, while in (ii), he ie not. All semantic nodes correeponding to
noun groups, then, are marksd by the tranelating system with either GIVEN or
NEW. Note that this means thzt some rslations and properties are aleo marked
along the way, i.e. those that are expressed as noun groups: "dae Schuimmen”
/ "suimming”, "die Bldue” / "the blueness.” Pronouns, of course, are
automatically GIVEN, since their referent is aluays expected to be derivable,
ei ther uhen they appear {(for back reference) or as eoon as more of the
sentence has been processed (for forward reference).

Another place that the information focus syetem is refliected In text
{although it is not nou handled), is shoun in the following examplet

(i)  der blaue Klotz / the blue block

(ii) der Klotz, dsr blau ist / the block that is blue
One important differerce betueen thsss two is that the entire noun group in
the first example wust be GIVEN; while in the second, the subordinate clauee
allous "blue” to be NEW, even though the rest of the noun group ie GIVEN.

At the word level, then, thsre is connotation, and at the group l|evel
there are the dietinctions betueen hsad and modifiers and betueen objecte,
reiations, and properties. These tuo group level distinctione aiso appear at
the clause level. Finally, uhile the information focue system ie properiy

discourse ilevel, the given-neu distinction is represented both at the group

P e s e s T i W et Sl ey = it
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and at the clause lsvel. Note that tuo other registers in the semantic
representation related to information focue are COREF und PARALLELS, which

uere diecuesed in section 4.8 above.

4.9.3 Thematic Organization at the Clause Level

An important clause level thematic system ie the theme-rheme
dietinction. In terms of Halliday'e definition, the theme ie the firet
constituent of the clauee. In the translating system, therefore, the theme ie
marked by the eyntactic compaonsnt uhen the clause is parsed, but it ie also
Qiven a semantic representation. In semantics, the theme regieter on the
clause RSS is set to the semantic node associated with the theme. Halliday
has characterized the theme as "the psg on which the meesage ie hung”
(16,p.161). The rheme is the rest of ths clause. In terms of the information
etructure, the theme is often GIVEN, as in:

Qie Chromatophoren spielen. / Ihe chromatophores play.
This ie not aluaye the case, houever, as shoun by this sentence from the
eample paragraph:

Nach von Hese, sollen sie sich uie der ¢ %enblinde Mensch verhalten.

According to von Hess, their (the ce:halopods) behavior ie |ike that of a

color-blind man.,
From the reader’s vieupoint, theme acts as a set of directions for
interpreting ‘he information in the sentence. Hhen the theme is GIVEN, the
uriter ie saying, "Here is a concept with which you are familiar, on which you
can hang the information | am going tc give you.” On the other hand, when
theme is NEW, the uriter is setting the scene, giving information he coneiders
helpful or essential to interpreting what uill be said in the reet of the

eentence. In the example given, it is important for the author to qualify his
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etatement by attributing it to von Hess. In essence, he is saying, "Don't
aeeume | believe wuhat 1 au going to tell you." In the example sentence, thie
qualification is also expressed lexically by the use of the verb gollen
{"supposed to ve"). In fact, the author goes on to give evidence that some
equids do percelve coler.

Another thematic mechanism that relotes to what the reader ie expected to
do wWith the information he is given is wuhat I wlil call the reetrict-describe
distinction. Basically, a head-modlivier type relation is RESTRICT if the
modifier ie expected to give the rezder useful or eseential help in
identifying the HEAD. DESCRIBE information may aleo be :'seful, but it is
treatsd by the writer as supplementary information. A relation hae the
attribute RESTRICT uhen modifiers are used to iimit the reference of the head.
*Der rote Pulll” ("the red susater"), for examnpie, exhibits thie kind of
relation, since not all sueaters are red, 2nd the adjective hae been used ae a
dietinguisher. “Die rote Feusrspritze” ("the red fire engine”), on the other
hand, uould probably be a DESCRIBE reiation. This is because red ie generaliy
a property of fire engines, and so the modifier has been used purely
descriptively, rather than as an attempt to singie out a particular object.
Thie dietinction is refiected syntacticaily in the Engiish reetrictive and
non-restrictive clauses:

(a) Cephaiopods that iive in coastal areas bulld their houses out of

stones.

(o) Cephalopods, uhich iive In coastal areas, build their housee out of

stones.

In (a), the subordinate clause is ussd as a distinguisher, while in (b) it
gives suppiementary descriptive information. Note that Englieh requiree

commas for (b) but not for (3), and the distinction ie often emphasized by
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contraaiing that and which. In German, on the other hand, the tranelation for
both (a) and (b) would be:

Die Kraken, die in der Kistenzone leben, bauen ihre HohnhBhie aus

Steinen.
or better -

Die In der Klstenzone |ebenden Kraken bauen ihre WohnhBhie aue Steinen.
Since both types of clauses have the same surface realization, semantic
knouledge must be used to make the distinction, Here we have a situation
where semantic interpretation is nscessary for German to English iranslation,
since if we are to choose the corrsct English represenation for such a
clause, we must interpret the German correctly.

Another clause level feature is the register INFO-ORDER. 1t one had to
classify this register, it would be assignsd to the information focus syetenm,
although the INFO-OROER register itself is 3 very ad hoc measure. The
s#yantic component cihecks the semantic cases of adverbials in the clause and
marks INFO-ORDER accordingly. If the adverbial ordering ie the default one,
the register is set to UNARKED. If the ordering s not the defauit one, then
the register is set to a list of the RSS's of ths adverbiale, in the order of
their appearance in the sentence. Presumably, those nearest to the end of the
clause are considered most important by the speaker (uniess there ie some
other reason for the ordering, |iks abundant modifiers), and thie miglit be
useful information to preserve for the gensrator.

One last thematic category used at the clause leve! |s CLAUSE-TYPE, which
is a register set on tha RSS corresponding to the clause. This register may
have the values COMMAND, QUESTION, STATEMENT, or SECONDARY, It is assumed
that this information will be used by the generator and also by the deductive

component. We would expect the deductivs component to know something about
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the impiications of the type ¢f clsuss used, i.3. the presuppositions end
expectatione associated with it. For connected text, this eort of information
swouid primarily be usefui for disambiguation, !.e. to indicate the uays the
information in @ ciause cou'd be used in deduction. For more interactive uees
of ianguage, the expectatione associated with CLAUSE-TYPE would indicate the
type of action that must be performed, e.g. carrying out a task, finding an

answer, etc.

4.9.4 Discourse Semantic Structures

Originaliy, | pianned a separate discourse semantic structure (DSS) which
vwae to be associated vith each sentence and carry information about
intersententiai reiaticnships. Except for the information syetem treated
above, however, very iittie of thic seems to be derivabie from the eurface
structure of a text., | will defer @ diecussion of discourse ievei

structuring, then, to section 5.7.

4,12 The Piace for Cass

A case grammar in the style of Fiilmore uses semantic case information
for several purposes. For some of thess functions, | have used other
mechanisms in the system. When particuiar prepositions are required by the
verb, for example, the collocations liat is used (section 4.5 above). For
objects of the verb in generai, | have ignored case entirely, assuminig that
this information would be ussd at the deductive !evei. HWinograd's eystem has
the case-iike giobal variabie SHLOC (location), which is bound to a iocation
required by the verb, as in "Put the book gn thg tabla. My system, in
contrast, uses oniy SMONE, SHMTWO, and SMTHREL to specify participants in a

reiation. This was done because seiection restrictions filled the role of
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case here; SMLOC and the other globals that one could add, like time and
manner, uere redundant.

Semantic case does, howaver, have a place in the translating system,
although in giving it one | have axtended the meanirg of the term. For the
rest of the section, !et us consider wodifying relations exclusively. In the
system, selection restrictions specify the constraints a modifier placee on
ite head. In addition, we also need a way to express the types of modifiers
that a head can take. For example, us might want to specify that evente can
be modified by location, time, and manner, or that physical objects may have
shape and color. These constraints are not nou impiemented, since | expect
them to be embadded in the deductive routines. Uhat is implemented is the
characterization of the individual modifying relations by high level
categories which ! will call semantic cases: orientation, location, ehape,
etc.

Uhile the constraints on modifiers have not been inpleuenteé, semantic
case information does have other uses in the system; the rulee for ordering
modifying relations are expressed in terms of case. That is “"die graue groese
Tintenfiach” ("the grey big squid") sounds strange in both German and Englieh
because the rule "size before color” has t.een violated. (Note that ue may
need more generality than the simple case categorie: to express all the
ordering rules, but at least case goes a long usy touward expressing the more
common regularities that occur.) Cass also helps to explain verb modifier
ordering. In German we would be more likely to say "Hir traffen uns gestern
{(time) in Lendon (location),” while in English the more freguent arrangement
would te: "Ue met in London (location) yesterday (time)." | should add that
right nouw the German end of the systsm does nothing wore uith case than find

it. The semantic component does not care whether it sees "die grosse graue
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Tintenfisch" or a “"graue grosse" one. These rules, of couree, could bs added
easl iy enough. Semantic case information dces have a place in generation,
houever, since modifier ordering ruies ir the target language are expressed in
terme of case.

The mechanism for retrieving semantic case information is a simple one.
Since | am assuming that different concept markers aluays Impiy different
caees, the logical place for caee information is the eelection restriction
tree. To build the semantic representation for a relation concept marker that
acts as a modifier {including, of course, #HAVE-PROPERTY), we trace up the
eselection restriction tree untii a marker is found with its CASE property sat.
Semantic cases are associated with subtrees of the selection restriction tree,
although there may be several cases along a branch. This allous us to handle
excepticns, since the first cass found is the one used.

K

In th{o chapter we have discussed the semantic representation ai d the uay
a set of representations are @ssociated with individual sentences., The next
chapter discusses some of the issues that must be considered |f ue are to

choose a single interpretation for a given sentence.
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Chapter 5 -- The Role of Understanding

5.1 Introduction

The procsss of undorstanding a sentence may be thought of as the process
of relating it to an internal knouiedge structure. As was already mentioned,
the transliating system Impiemented makes no gesture toward understanding, but
inetead by-passes the problem entireiy (uith the possibie exception of
eeiection restrictions). This omission arises not out of the be!ief that
underetanding is unimportant to transiation, but, rather, out of the
conviction that a fragmentary solution is no soiution et eil. While the
understanding component for the syatem remains a "biack box,” the mechanism
needed to fiil this gap v not as iii-defined as It once uas. Recent work by
Minsky (27), Charnlak (2), Goldstein (3), McOermott (26), and Sussman (34) ie
extremely exciting, and constitutes substantial progress touard a theory of
repr wsenting and structuring knouledge.

The chapter that follous reiies heavily on the ideas in the references
citad above, but | uiil be considering much more restricted questions., Firet,
given the system that |le described here, what sorts of interactions would ue
expect betueen a knouledge structure and the rest of the system? Second, |
will take a short iook at the sorts of special probiems that come up in text
and some of the cuss We can take advantage of. In uhat foiious, | wilil refer
to our "biack box" as the desductive component, although this term is
mieieading., Oeductlion is probabiy an important part of understanding, but not
necessarily the primary mechanism. | uss the wcrd "deduction” Instead of
"understanding,” housver, since the interactions outlined betueen the
component and the system here might not be identical to the interactione

betueen a more generai "underetander” and a system’e linguietic componente.’
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'n what follows, [ will assume that the deductive component ie urliten in a

language with at least the representational pouer of Conniver,

5.2 The Basic Functions of the Oeduztivs Componant

Understanding plays a crucial roly at the interpretive end of the
transiating process: ue need to understand in order to decide which sense of
2 uord is intended, to untangl!e pronoun references, and so on. We would
therefore expect etrong interaction betucen the deductive component and the
parsing and semantic components. As Will be discussed in the rext chapter, ue
might also need to drau on our general knouledge structur~ for generatlion -~ in
particular, when paraphrass ‘s necessary. Thit ssems to be a more apecialized
mechanism, but I am not prepared to discuss it further, s. i* *:ill not ba
considered here. This |saves, then, the interpretive role of the deductive
component, which can be divided into tuwo functions: disambiguation a2
supplying information that is Implicit, but not explicit, in text. In terms
of the system here, thess tasks can be rsformulatsd as choosing betueen
pnssible semantic representations and filling In the slots left open in them
{the AUNSPEC marker). These processes zre not independer¢, but rather
intimately interrelated. Clearly, 2 chcire betueen representations is made
easier when all ths information is In. On the other hand, we can make a
decision about implicit information only when we havs committsd ourselvee (at
least temporarily) to a particular context. The situation is not as
hopelessly circular as my presentation of it; | merely Hish to emphasize that
implicit information can hava its uses in disanbiguation, and dlsamblguation,
in turn, will supply implicit information.

We cannot re. 'ly ask hou the deductivs component will interact uith the

rest of the system bsfore we ask when it will do so. Ideally, of cuurse, the
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underetanding section of the system would be active, diracting the parse.
Since. however, text intarpretation ie still at the stags where syntactic
information ie usually the best informatior availablo, the quaétlon is really
when the semantic corponent should call deduction. A llkely place to make the
cal! ie at the end of sach semantic specialist, so that bad representations
cun be eliminated right auay end do not havu tc be carried ioruard. In
addition, :f all representations ars rejeciad by deduction, ws have eome good
information to send the pareer. The sooner deduction realizas the zrror, the
l2ee complicated backup Will be, since us are satili at or nesr the scene of
the difficulty.

Understanding is not, however, a singie monolithic procees. Some
linguietic structures require 2 dalay in parte of the procees. For example,
uhere in English ue would eay, "Give me the rad pencil and the blue gng,” the
German could be, "Gib mir den roten und den blaven Bieistift" (Ilteraliy,
"Give me the red and the blup pencil®). Here, the first noun group in the
conjoined etructure cannot be fully evaiuated until the second hae heen pareed
and evaluated. Similarly, a German end-order clauss conatruct raguires that a
gocd part of the processing cf the clause must wait for the main verb to be
pars<di. Constraint nusber one on cur deductivs componsnt, then, is that it
cannot be an all-or-nothing process. Information ehou'd hs usable as it ie
accumulated. The deductive componsnt might be able to reject some poesible
semantic representations for a given noun grnup before the reet of the
sertence has been evaluated, but a more likely function would be to reehuffie
the prioritiss of different possibilitiss., This updating process will be
discussed further In eection 5.4. Rslatsd to the use of partial information,
we xould also want to activate Information not just for full grammatical un:ts

(e.g. noun group, clause, etc.), but also at certain important intormediate
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points, for exampie, as soon as a verb ie found. Thue, the implementation of
the daductive component outiinad here would also require some changee in the

semantic speciaiiete currantiy in ths system,

S.3 Relating a Sentence to the Knouledge Structure

It ie aesumed that the deductive component wiil be activated by an
approach similar to that used In Hinograd's system. Each possibie eemantic
representation of a sentence is converted into a set of assertions for the
deductive data base, and procedures are automaticaliy buiit from these
assertione to perform the necessary dviuctive processing. Convereion of the
semantic reprasentation to an assertion set is straightforward. The variabie
in an USS is combined uith the con.ept marker and the reiation #1S, for
exampie, (#1S X1 #OCTOPUS). Each such tuple is given its oun assertion name,
as ueli, and an assertion name can appear as an argument in other tupies. For
RSS'e, the reiation concept markers are combined ulth the variables of their

arguments (if these are 05SS’s) or the assertion names of the reiations formed

RSS

CONCEPT= #IN

CASE= MLOCATION

HEAD
0SS1 0SS2
CONCEPT= #OCTOPUS CONCEPT= HTANK
VARIABLE= X1 VARIABLE= X2

Al: (#IS X1 HOCTOPUS)
A2; (RIS X2 ATANK)
A3: (#IN X1 X2)

A4:  (MLOCATION X1 A3)

Figure 5.1

. Py
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from arguments (if these are RSS's). Finally, modifying ralations are given
assertions based on concspt markers and assertions based on cass. Figure 5.1
is an example of the assertions that could be produced for & modifying
relation. For the special case of the modifying relation MAVE-PROPERTY, wue
build only one assartion, namely one made up of the czse of the property, the
variable or assertion name of the head, and the property’s concept marker,
Figure 5.2 gives an example of this. These assertions do not renresent all
the Information in the semantic representation, and it is expected that the
procedures will use thematic intormatior as they go about turning the
assertion set into routines to be used by the deductive component. Just how
thie will be done, housver, seems to depend very much on the way gensral

knowledge is to be structured, so | will not consider the question further

here.

RSS
CONCEPT« AHAVE-PROPERTY
CASE= #COLOR
HEAD

0ss PSS

CONCEPT~ NELEDONE CONCEPT=»

VARIABLE= X3 ' #GRAY | SH-YELLOW

AS: (WIS X3 WELEDONE)
AB: (MCOLOR X3 #GRAYISH-YELLOW)

Figure 5.2
Hhen tuples like those glven above are asserted ln‘ the deductive data
base, it Is expected that they will! trigger all or some part ot the related
information that is stored as permanent lknouledga. In ths eimple hierarchic

mode! from Chapter 3, this would invoive a chain reaction up through the
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hierarchies, so that (#IS X1 #OCTOPUS) would trigger the assertion (#IS X1
MIATER-ANIMAL), (#IS X1 #INVERTEBRATE), (#IS X1 HANIMAL), etc., along with the
related information in each case. Most assertions will be more complicated
than these ¥IS tuples, and we will want to he able to record Information about
the status of an assertion, e.g. under what conditions an assertion can be
expected to hold. Certain minimal distinctions are essential., Firet, we
would want to distinguish betueen a relation that we know does not hold and
one about which ue simply have no information. In addition, we nant to
distinguish betueen a relation that is unasserted but could hold for a
situation, and one that is not only unasserted, but also irrelevant. For
example, we can ask "Where did Harvey put the book?" but not, "Where did
Harvey put the rapidity?" Location, of course, is relavant for concrete
objects but undefined for abstract ones. Furthermore, we would aleo want to
qualify assertions in the "yes" and "no" states, by the sourcis of the
information, the times the assertions are In this state (sometimes, often,
Mondays only), etc., The minimal number of different ascertion etates, then,
is four: “"yes" (It holds), "no" (It does not hold), and two varietes of
"unasserted,” either "defined" or "undefined.” In general, it |s probably a
non-trivial task to determine whether or not a relation would make senee If |t

were asserted, but certaln broad distinctions can be made.

5.4 Positive Selection Restrictions
The use of a verb raises certain expectations about the nature of the
participants invoived. Similarly, attributive adjectives raise expectations
about the noun modified, and prepositions carry constraints un their objecte.
The selection restrictions introduced in chapter 3 allowed us to exprese

minimal conditlons on participants in a relatlion, but there is more
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information that is potentially useful. For sxample, if we know one of ths
participants in a relation, us often have a much better idea of uhat the
others might be. Let us cali ths restrictione from chapter 3 negative

selection restrictions, and define a positive sslection restriction to be a

‘block of information about the expected participants in a relation that can be

used by the dsductivs component to dscide bstussn possible Interprstations of
an utterance. | _.n ue try to specify more closeiy what positive eelection
restrictions shouid look |iks, we run into some issues which us did not havs
to face when dealing with their comparatively simpls negativs countsrparts.
As mentionsd above, if all possibles semantic rspresentations for a phr.se
ars rejscted, ths parse Itself wi'l be rejsctsd. Since us might expect
positive restrictions to be rather intimately related to the general knouledge
structure, us could find ourssives in a situation whers an incorrect statement
by the author violates the restrictions and is ssnt back to bs reparssd. This
is obviousiy undesirable; the deductive component should distinguish betueen
false statements and nonsensical ones, at leas’ as much as possible. Note
that nonssnse will bs considersed a misparsing here, since | am assuming that
when a nonsensical statemsnt actually appears in text {as in children'e
storius or a discussion of "colorisss grasn idsas"), we will have been
adequately warned by contaxt. An sxampls of the potential confusion of
rionsense With misstatements will probably be helpful here.
Eingehende Untersuchungen Ober einen etualgen Farbensinn der
Cephalopodsn sind sehr erulinscht,
Thorough investigations on the existence of a ssnse of color in
csphalopods would be very desirable.

Let us assume that erulnscht is definsd by the concept marker AWISH-FOR (Ue

might want something more prsciss, but this will do.!, and that the first
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argument here is the generalized #PERSON modified by #ANY. To specify the
eecond c:ject, we would give it the negative restriction #MRELATION and treat
the eituation uhere an object appears in this place as the eort of ellipeie
diecussed in section 4.7.3. MWhat else can be s2id about relatione that are
wished for? One important factor is that the relation does not now hold, or
at least the speaker be!ieves that it does not nou hold. [f, in fact,
conclusive studies of cephalopod color perception did exist at the time this
article was uritten, the reader must assume that the author did not knou about
them. Qur knouledge of these hypothstical studies would not, houwever, block
the interpretation of the sentence altogether.

It is harder to envision some positive restrictions becoming involved in
misstatements than others. QOur "wish-for™ example is probably & fairly common
candidate for miestatement. 0On the othe- Yand, thea exchange in (ii) ie quite
a bit less likely to occur than the one in (i):

(i) Harry is a bachelor. -- No, he got married Saturday.

(ii) Jane is a bachelor. -- No, she's a female.
A mistake about marital status is presumably easier to make than one about the
eex of an individual.

For positive selection restrictions, then, our knouledge etructure ehould
provide a mecnanism to evaluate hou likely a speaker is to make a mistake.
This mechanism could take the form of a value, function, or procedure
associated uith each restricticn to calculate the probability that the
restriction will be violated in the given cuntext. UWe might not need
completely explicit information here about the likz'itood of violation, since
eome of it might be deducible from the knowlege structure: if knouledge in
the eystem is arranged so that certain facts =- =i =h less prone to mistakee

than others, then the system could assume that ti.. 4riter is alsc much lces
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likely to make miestatements of this variety. ODf course, this siould only
serve as a take-off point, since particular context (e.g. whether a chilld Is
uwrlting) or other misstatements from the same source might alter our
expectations about the likelihood of particular errors.

Interested readers are referred to McDermott (26) which treats queJstions

of belief and doubt in the assimilation of new informatlion.

5.5 Fililng In the Bianks: Dealing ulth SUNSPEC

We have esaid that in addition to deciding betusen possible
representations, the deductive component should be able to eupply infornation
that has been left impliclt in the text. In ths Implementation, It has bsen
assumed that such implicit information comes in tuo varieties: Information
that will be necessary in generation and information that ulll not.
Therefore, a lot of implicit information Wwill not be reflected In the esmantic
representation at all. Consider the examples:

Merkur flog nach Athen. / HMercury fleu to Athens.

Lindoergh flog nach Paris. / Lindbergh flew to Paris.
Every object has an implicit time setting and duration. [f the Mercury here
is the historical one, we uould have good evidence for assuming that he made
the trip under his oun pouer, since the airplane had not yst been invented.
On the other hand, since Lindbergh's fiight postdated the Invention of the
airplane, it wouid be highiy uniiksly that the flying here ie done In any
other way than in an airplane. (Knowing that Mercury had wings on his feet
and that Lindbergh made the first U.S. to Paris nonstop solo flight would be
even better information, of course, but that Is not the point here.) Implicit
noun tense, then, cesms to be useful information for disambiguation.

Since implicit noun tense seems useful, should it also have a place In




130

the semantic repreeentation? Chfe’e group at the Univc-eity of California at
Berkeley has identified the question of implicit information ae an important
one for tranelation. In the Carman-English language pair, | have not
encountered any instances where the "tense” of objecte must be axplicitiy
represented in the eemantic representation in order for emooth transiation,
{There may, of course, be "emergency situatione® uwhera the generator cannot
find a well-formed transliation and might need to make additional calls to the
deductive component, but right nou I am only considering case. in which the
generator is successful.) My syetem is based on the assumption that for a
given target language we can predict which implicit information will be
required for generation and which will not. It will be interesting to eee
whether thie aseuwption of the predictability of explicit information is
cotrect. | should note that because of this assumption, the semantic
repreeentation in the system is highly language dependent; that is, dependent
on the tuo languages involved. We might expsct a eystem uith languagee lees
closely related than German and English to have very different information in
a semantic representation and to differ considsrably from the present syetem
in its representation-building behavior.

He can say. then, that the dsductive component will be supplying implicit
information both for ite oun purposss and to add to the eemantic
repreeentation for the generator. Let us concentrate on the information that
Wwill clearly be necessary for generation and ask hou it can be supplied. In
saction 4.7.2 we discussed the uss of #UNSPEC for things like times,
locationa, agents, etc. MWith a mechanism such ae that proposed by Minsky
(27), thie sort of information would be eupplied by a rich default structure.
0Of course, a default need not be completely specified by the internal

structure. For example, us might choose a gensral default for the location of

i
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an object to be, "lf there |s no reason to think otherulse and the location of
the object has been speclfied previously, assume It Is still In the eame
place,” [t seems falr to aseume that defaults ulll usually be heavily context
dependant.

In chapter 4 us suggested the use of FUNSPEC for elliptic eltuatione
where a relation uas implled by its arguments. There seem to be several
possibilities here. The first variety appsars In our sample paragraph:

Ob die Cephalopoden selbst auf Farben reagieren, ist nlch bekannt... 80

echeint das zum mindesten fOr dlese Formen fOr einen Farbensirn zu

sprechen.

Whether the cephalopods even react to color Is not knoun... at least for

these species, this appears to support g color sense.

The full relation has bsen presented directiy or can be Immediately deduced
from the context, and the argument of the relation appears later as an
abbreviation. In the example, ue would expect the deductive component to use
information about reacting to immediately reformulate the first sentence ae 2
question of whether cephalopods have a sense of coicr- Later, when we eee the
reference to a color sense, ue can check context and supply the implicit
relation(e):

(#SUPPORT

Al8

(MHAVE-FACULTY #CEPHALOPOD HCOLOR-SENSE))
Here, Al@ refers to another assertion. Thus, with good understanding of what
is happening in the text, this sort of ellipsis can be handled in a
straigntforuard manner.

Forr implied relations that are not immediately supplied by context, the
system will need a more general mechanism for finding a typical relation given
one or more of its arguments. HWe will see this mechanism used again for

compound nouns below. [ suspsct that these non-contextual implled relatione

wili be draun from a rather restricted group, Wwith relations |lke ¥EXISTENCE-




it

132

OF heading the list; but this speculation is not based on axtensiva analyeie.
Note that eome implied relations are derivable unambiguously from surface
etruct.re (for exampie, the English "if possible” is equivalent to "if it is
possible”). HWe would expect to find more variety in semantic representations
for these cases, but they are not relevant right nou, 3ince they would not be
marked with SUNSPEC,

Fina'ly, let us consider a use of the MUNSPEC marker that was mentioned
but not diecussed in chapter 4. Between the compounds that sre }lnked by
completely idiosyncratic relations and those that are linked by predictable
relations (MHAVE-PROPERTY, MMATERIAL-OF, AHAVE-AS-PART, etc.) is a group of
compounds that can be handled with the #UNSPEC marker. Consider the example:

&ie HaustOrschiOssel = die SchiQssel fOr die Haustdr

door key (inutrument + object of action implied

- here, 8ffnen, to open)

Here, we want to find a relation that is the function of the key, i.e. (#OPEN
#XEY #OOOR). There are a uhole series of these functional compounds, where
the relation itself is unspeclfied. So once again, ths deductive component
Hill have to suppy a typical relation when given its argumente. Note that for
the #FUNCTION-OF case we are not asking for a whole new mechanism, since we
would expect a knouledge structure to have strong |inks betueen an object and
its function.

Compounds do exhibit relations besides AFUNCTION-OF that we might want to
represent by #UNSPEC. For example,

der Handkoffer = hand luggage
{luggage that can be carried by hand)
der Kabinenkoffei = steamer trunk (literal!y, cabin trunk)

(luggage that can be used in a ship's cabin)
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For these and other more associational compounds, it ie not clear that there
is only one relation that cin describe the connection betueen the compound’s
components. It seems desirable, however, for the deductive component to
eupply a likely relation or relations to the semantic representation. Then,
if there is no equivalent compound or classifier plus noun combination in
English, the generator can use the semantic representation to produce a clauee

or parentheeized exp!aration to describe the object.

5.6 Other Contributions of the Deductive Component

Except in dealing with the MUNSPEC marker, the deductive component is not
expected to alter the semantic representation. HWe can expect it, however, to
set registers on semantic nodes with information that will be useful for
generation. In particular, this information would include catego-iee |ike
Halliday's knoun-unknoun and variable-value (13}, Final choices betusen the
categories restrici-describe and neneric-particular, would also be made by the
deductive component, as well as decisions about coreferance. As the generator
becomes more eophisticated, there will no doubt be other categorire that we

Would want to add to this list.

5.7 UC-Zuctive Processing above the Sentence Level
In order to decide betunen semantic representations, the deductive
component Will have to construct a model of the text. Little information
above the sentence level is currently incorporated into the semantic
representation, since it ie not yet ciaar how such information can be ueed in
text generation., Nevertheless, [ think it is worthuhile to take @ look at
sone structural aspects of our sample paragraph. As ue can 7.e from the

Engiish tranelation on page 15, the example paragraph can e divided into six
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sections. These divicions can be charscterized as foilous:

1. An upuard pointer: relating uhat is to come to uhat has come before

in the text

2. khat it iss generai description of the mechanism

3. UWhat it is ussd for:s function or use of the mechanism

4. HWhat causes It: hou to activate the mechanism

5. HWhat goes with it: accompanying actions

6. lesus: can cephalopods percelve color?
In this 2nalysis, sections 1-5 are cleariy related, and one wouid expact them
to be handled using spscial knouledge of the way an author wouid describe a
process or mechaniem. The sixth point here is not directiy reiated to the
rest, and we would not expect the process-description handier to deal with it
directly. The issue of color psrception is not, however, unrelated to the
other five sections. The basic reasoning hsre is, "Cephalopods are coior
producers. Are thsy also coior consumers (i.e. perceivers)?” The sixth
section, therefore, investigates ths invsrss of a key relation in the
paragraph. The aesociational |ink betusen section six and the rest of the
paragraph is a falrly common phenomsnon. Similar associationai iinks might be
used to introduce historical information or to maks points that are too short
to merit a neu paragraph of thsir oun. From this analysis, we can conclude
that whils paragraphs are gsnerally organizsd around a single topic, ue cannot
expect a etrictiy top-doun, ono-topic-per-paragraph organization. One good
heuristic seems to be to look for associational |inks near the end of a line
of description or reasoning (uhesre the six ssgments above would be considered
|ines of description).

Any attempt to build a model of the sample paragraph would also have to

recreate the reasoning used. One of ths patterns wue ses in the paragraph ie:
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(i) Generalixation: X is a cause of Y.

(ii) Evidence: Example whsre X is blocked and G change in Y is observed.
This sort of reasoning pattern would be associated with causallty, and it
could be cued lexically by "veranlassenden” ("causing” linc 9 of the Carman

text on page 13}, "bei” ("upon,” here a causal relation, line 11), "abhangen

von"

("depend on" |ine 13), and "eine Hirkung ausOben” ("exert an effect"” |ine
19}, A variant of this reasoning pattsrn - where evidence precedes
generalization - might be slightly rore difficult to handle. It is obviouely
easier to interpret evidence if us know what it is evidence of. |t seems

clear that at the paragraph level, too, we uill want the deductive component

to handle partial information as it is accuruiated.

5.8 MHetaphoric Language

Most types of text that would be considered for mechanical translation
probably would not contain phrases like "the babbling brook” or "the raging
storm,” so one might conclude that the ability to handle metaphoric |anguage
is not important in a practical system, This would be, 1 think, an
unfor tunate conclusion. [Metaphor is relevant, because it is part of the more
general problem of the creatives use of language. In metaphor, we take the
definitions of the individual words involved and suspend some of their rulee,
while transforming o*hers slightly. MMetaphor is one situation in which a
deductive component will have to reason by analogy, but it is not the only
one. 0Often, we see a phenomenon similar to metaphor in word uss. Considsr,
for example, the word Ecregungen from the first sentence of our paragraph. In
a *echnical sense, as it is used here, the word means an e!ectrical
excltation, or impulss. HWhen talking about human smotions, Errecqung can mean

agitation, while in a social situation it can mean commotion. HWe might handle
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thie by giving three different definitions to the word Erregug, but then ue
risk missing the commnn ground that exists betusen these three senses of the
word. A knouledge structure should be able to represent the fact that the
three senses are analogous: there is a disturbance of a state of rest by a
phenomenon that is unstable or unpredictable in come sense. Metaphoric
language, then, seems to differ fror other sorts of language uee in degree
rather than in quality.

One possible difference betueen metaphor and normal languaps use ie that
metaphor is unpredictable. When a new metaphor is ancountered, uwe presumabiy
have to call in our a.a'ogy processor to find the pointe of simiiarity and the
points that are irrelevant. Once the senses of a word are knoun, houever, it
is not clear that the closeness of the similarities is as important anymore.
(There could be the usual benafits of a shared model - ecoriomy of storage,
uni formity of representation, etc. - but it is not ciear that these issues are
relevant.) This contras¢ of metaphor and regular language ignores the point
that language usage has to be learned. UWhen ue encounter the word frregung in
a technical senca for the first tims, ue are already prepared ulth a sst of
poseibilities that can be evaluated to determine which are relevant to the neu
usage. To handle both metaphoric language and other more common sorts of
language use, then, a deductive component uill need to be able to inepect and
alter word definitions (or some wodel of them), and will need the general
abillty to reason by analogy.

A related issue here is that of "dead metaphor." Some clichbés and
idiomatic expressions have iost the freshness of their analogies, and ona
might conclude that the original senses are no longer relevant. Some English
axamples might be "That takes the cake!" and “He was bowled over." 1 have no

idea of the original senses of these, aithough it wouid probebly be
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interesting to find out. The point hsre is that we can otill use such phraser
even when their original comparisons are unknown or long forgotten, For these
sorts of dead metaphors, a system should probably hook the phrases directly to
their intended meanings, without worrying about analogies. Thus, the firet
ample would have roughly the same meaning as "That's outlandish,” and the
reaning of the second example would be about the same as "He was astoundec.”
It is not aluays easy, however, to tell when a metaphor is dead, and !
think we shouio be careful not to throw away too much. Consider the situation
of prepositions. For the purposes of chapter 4, the basis for associating a
preposition with i arb or an adjective was trsated as arbitrary. I[f one
looks deep enough, houever, there is often a compelling reason for the choice.
Considar the example "abhingsn von." We would translute this as “dspend on,"
but the literal meaning is "hang doun from." Here, dependence is formulated
in terme of a physical situation., [f ue hang X from Y and then, say, move Y,
this will have an effect on X. Note that the English "depend on" uses a
similar physical analogy, but it is a slightly differsnt one, that of supports
It X is set on Y, then a motion in Y uill effect X as usl!. (The Latin
ancestor of depend - dependerg - shares the hang-down-from analogy, but that
is irrelevant here.) One could argue that ths spatial anzlogies here represent
dead metaphors, and that hanging things doun and piling things up have no real
connection ‘v our thoughts about dependence. The mor closely one studiee
prepositional use in both German and English, houever, the more epatial
analogies can be found. This situation seems to be especial!; intereeting in
the light of Minsky's suggestion that a single mechanism could account for
both visual and conceptual processing (27). Prepositions seem to be one mors

examplie of the intimate reiationship betueen visual and corceptual proceeses.
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5.9 By-passing the Deductive Component

The impiementation uses an extremsly simple mechanism to by-pass
understanding. It is described here for compieteness only, since it uill be
obvious that such a acheme would be Impractical In a working eystem. The
program requires that the ussr understand the text and eupply the information
that would crdinarily be supplied by a deductive component. By the time 2!i
thie interaction has taken place, the user could have long-eince traneiated
the text by hand. Nevertheless, the deductive by-pass rcoutine does ailou us
to get an idea of hou the system would behave if it were more complete.

After the semantic component hae produced the possible repreeentations
the user is asked to decide uwhich representation he would ilke to eend to the
generator (by typing in a nuxber), or uhether he would like to see the
generator try Its hand at all the poeeible repressntations in euccession (by
reeponding ALL). For each representation that is to be generated, the user
ie then asked to supply concept markere for the nodes uith AUNSPEC. Finally,
nodee for noun groupe marked GIVEN and PARTICULAR are preeented, and the user
le asked to epec!fy other nodes that are coreferent. The other Information
mentioned in eection 5.6 ie not requested right now, since the generator le

not fine-tuned enough to uee It.
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Chapter € -~ Generation

6.1 The Prccess of Surface Generation
6.1.1 Input to the Generator

Having completed syntactic and semantic anaiysis of an input sentence, wue
are nou at the point uhsre generation of an Engiish sentence can begin. Th:
first question is just what the surface ysnerator ehouid have ae ite input,
and in generai the ansuer to this is not difficuit: we uant to work uith the
semantic representation that has bsen constructed. In designing tha semantic
representation, every effort uas made to include as much information as
possibie, with the hope that this wouid be sufficient for the generating
procets. As uWiii be discusssd belou, the sex~ntic representation is in fact
not adequate for every eventuaiity, but it stifi constitutes the major input
to the generator.

One couid question whether the semantic representation ie the proper
input for generation. For exampie, when transiating written German into
Engiish, | find myseif using syntactic guidance. One iook at a prenominal
ciause like "die unter der Haut |iegenden Zeiien" (literaiiy, “the under the
skin iying ceiis”) and "relative ciause” or "that" comes to mind. This use of
|anguage-dependent trarsiating ruies or heuristics may be a personai
idiosyncracy, or it may, in fact, be one of the shortcuts that peopie often
use when transiating. At any rate, ruiss depending on the relation of eource
to target !anguage wers not ussd in the transiating system. There seemed to
be no case where this uas necessary, since it nuas aiuays possibis to formuiate

semantic ruies corresponding to language-dependent syntactic ones.
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6.1.2 Comparing Generators and [nterpreters

The eurface generator uas wrltten In an extended vereion of PROGRAITIAR,
and in many ways it ie eimilar to the interpreter. Since {(he interpreter and
generator uere built for tuo different natur-al ianguagee, we uould not expect G
them to be identical on a line-for-line baeis. | would argue, however, that
even if only a eingle language uere involved here, ue would not expect the
generator tu oe a line-for-line inveres of the Interpreter. Thie le becauee
there are differant knouns and unknouns for the two proceeeee. In the end,
both the interpreter and the generator uill have made analogoue choicee, eince
both will be using linguistic information based on a systemic characterization
of the languages involved. But different information will be available at
different timee for the tuo processes. An interpreter may have to delay
several proceesing stepe until a local ambigulty can be reeolved (or,
alternatively, it may try one of the poesibilities and backup). A gener ator,
on the other hand, doee not necessarily have to concern iteelf nwith the ieeue
of ambiguity ai sil, eince all of the information it neede is available in
unambiguous form from the semantic repreeentation. (Here, | am using local
ambiguity to mean ambiguity that will be resoived by the time a parser hae
finished syntactic analysis of a sentence; see Hill (19)) In addition, while
the choices made for generating and intsrpreting are comparable, the relative
impor tance of the choices uill differ. The interpreter uses its knouledge of
grammatical redundancy and, .n its better momente, eemantic |ikelihood to
decide which choice uas made by the author of an utterance. The generator, on
the other hand, has a characterization of the meaning intended. It muet make
choices to communicate its meseage effectively and, mith luck, gracefully and
unambiguouely. We can therefors expect the tuwo proceseee to differ in

relative timing and emphasis,
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6.1.3 Tranelation and Gereral!-Purposs Generation

Several tiree aiready | have referred to the generating component as 8
"surface” generator, and | should perhaps clarify uhat | mean 5y thie. In
particular, hou does the generation procees envieioned here compare to the
general procees of uriting text in one'e oun language? The big difference |is
that the generator in the transiating eystem le starting from 8 highly
specified semantic representation which ie In mcst casee (] will discues the
exceptione later on) unchanged by the generator. Obviouely, a lot of "deep"
organization hae already been done by the time such a eemantic repreeentation
can be produced. To write the original paragraph, for example, the
information had to be aesembled and, If it wae lou-level, aggragated.

Patterns of reaeoning and argument had to be choeen, and decisions about the
relative importance of different information had to be made. l!loreover, these
stepe are not neceseariiy |Independent, but may be !inked In rather complicated
uays. The eurface generator in tie tranelating eystem doee not, in moet
caees, have to coneider theee choicee, eince they are already epecified in the
eemantic representation. In thie eense, then, generation for traneiation im
easier than ite more general-purpose counterpart.

I ehould note that in characterizing generation for traneiztion as
general-purpoee generation minue eome "deep” etepe, I do not wieh to suggeet
that tho eemantic representation used here neceesarily repreeents an
intermediate level in the general generation procese. In fact, | euepect that
in a general-purpoee gensrator, we would not xant to create euch a highly
organized eemantic repreeentation while completely ignoring the lexicai and
grammatical level of the target language. It would not eurprise me, then, to
eee subetantial differencee betueen the organization of 8 general-purpose

generator and tha generator descr|bed here.
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In addition to these differences, ue can say that if generation for
transiation can be considered sasier than general-purpose genergtion, in
another way it is harder. The gensrator does not have to decide what to say,
but the other haif of the coin is that it has to tailor uhat is generated to
the intent of the original text. And this text, of course, uas uritten in a
different language. [f we can say that languages are organized to convey
meaning, we can also say that the organization of particular messages is
influenced by the facilities available in a given language. Word choice ie 3n
obvious exampies here - there is often not an exactiy equivaient word in the
target language. But the problem actuaiiy munifests itself at ali levels of
linguistic organization. UWhen a mismatch betueen languages occurs, uwe of ten
have to compromise, suspending one goal to achieve another. 1t is true that
similar compromises must also be maae in generai-purpose generation,
especially in a situation uhere one is particuiariy concerned about styie.
(The worst case here is transiating postry.) Tha need for such compromise is
much more frequent in tramsiation, however, and occurs even in cases where

style ius raiativeiy unimportant.

6.2 The Engiish Grammar

6.2.1 The Basic Shape of the Generating Grammar

The English generator has three main parts. There is a group of English
syntactic specialists for clauses, noun groups, preposition groups, and
adjective groups. In addition, a set of routines exists to build, maintain,
and inspect a "generation tree,” which records the progress o’ the generating
process to cate. Finasily, there are definition programs associated uith the
concept markers. Only tuo standard definition programs are used, but we ehall

see that they offer a great deai of iatitude in the form a definition may
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take. The generator translates a single sentence at a time, although there is
nothing to stop it from using information about the context of a sentence, or
from inspecting the text that has already been generated.

Before going on, | should make 8 few remarks on the scops of the
generator. The system has only a few English dictionary definitions at this
point, but the routines for writing definitions are quite general. The
English syntactic specialists are not as extensive as their German
interpretive counterparts. The reason for this was basically one of tims, and
extending the breadth of the generating routines uould be @ straightforuard
process. This is clear first because the existing programs can generate
moderately complex sentences: subordinate clauses, conjoined ptructures. and
rankshifted noun groups. Second, the major gaps in the English generator,
most notably that it does not deal with questions or commands, can be plugged
With code that will look very much like the declarative code that has been
uritten. Declarative, Interrogative, and imperative pathe through the
generator should share 2 lot of common code, as they do in the German
interpretive grammar. In contrast to extending the breadth of the generator,
extending its depth, i.e. giving it the ability to make more Informed
choices, is of course a more difficult task. The syntactic types that were
implemented, however, pose snough questions for a start, eince in language
there are no truly "simple” examples. Finally, the routines for generation
tree construction are fully implemented, and they are the subject of the next

section.

6.2.2 Additions to PROGRAMHMAR
The first etep in building the Eng!ish component was to make two additions

to PROGRAMMAR. A mechanism was necessary for building and maintaining a
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generation tree, and special functions were needed to specify the nodss to be
added to the tree. The first task uas a reiativeiy simpie one - generation
tree nodes are defined as carrying the follouing information:
FEATURES
The syntactic features of the unit
ROOT
1f the node is a terminal one, the root of the word
translated
PHRASE
The phrase generated for the unit
OAUGHTERS
The daughters of the node in reverse order
SEMANTICS
The semantic node for which the unit was generated
The information at a node may be read using the functions FE-E, PH-E, H-E, and
St-E with the node as argument. Here, the "E* stands for Englieh and is used
to maintain the distinction betueen this generation tree and the German parse
trea. Giobal vsrisbies analogous to thoss for the parse tree are maintained:
C-E, H-E, etc., nith tha obvicus meanings. The message variable aschanism is
the same, and so, ulth some added code, are the backup functions POP and
POPTO.
A node is added to the generation tree wuch as in parsing, and the basic

tunction for this is TRANSL. When TRANSL is called a node is set up, and if

TRANSL succeeds, the node is added to the tree. Just as with PARSE, a cail to
TRANSL may spec!fy the name of a clause or group, or the call may request a
lexical unit like NOUN or ADJ. Unlike PARSE, the caill to TRANSL also contains

the name of 8 node In the semantic representation for which the generation le

e
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to be done. Aiso uniike the parse tres, ths daughters of a node on the
generation tree do not have to be accumuiated in order. It ie poeeibie to
epecify that a node be attached anyuhere in the list of daughtere of the
currently active node. A caii to TRANSL uith a clasuse or group name cauess &
cali to the corresponding English generating speciaiist, and its euccese or
failure determines the success or faiiure of TRANSL. If TRANSL io cailed to
generate a eingle word, it executes & procedure associated with the concept
marker of the 0SS, RSS, or PSS to be trenslated. These individus! procedurse
Hill be discuesed more fully belou.

The generating routines invoked by TRANSL to gensrate groups look very
much like their interpretivs counterparts. The basic statement type ie still
the PROGRAMMAR branch function ":", although limited to a two-way branch,
eince it is not clear hou the three-way branch should be defined fcr
generation. The inspocfion functions |ike CQ-E and HOQ-E are analogoue to
those in PARSE, as are F-E, FO-E, and related functions that add information
to a node. At the outset, it is not completely clear that it is neceseary to
construct a generation tree, but hoiding on to syntactic infuormation like the
location of an adjective or object of a preposition ailous the grammar to make
decisions based on the st-ucture of the generated sentence at that point. A
tree also permits easy incorporation of backup ahould'thc generation procees

run into difficulty.

6.2.3 The Generating Process

Where the interpretsr moved !eft to right over a sentence, the generator
moves basicaiiy top-doun through the semantic representation. That ie, the
generator moves top-dcun through the LINYAGE registers, and at each stage,

after participants have been tranalated, it sequences through the MODIFIERS
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linke. An exawple might be the easiest uay to explain the transitione
Involved, Figure 5.1 shous the semantic representation for:

Der Cephalopod besitzt gelbe Chromatophoren. The cephalopod has yelion

chromatophores.
At the top level the generator calls {TRANSL CLAUSE MAJOR TOPLEVEL SMNODE:
RSS1) which in turn calls the syntactic specialist CLAUSE-E. Since these '-E°
tags are no doubt distracting, I will ignore them from here on. Any routine
mentioned in this chapter ie part of the English component uniess otheruise
noted. The main relation (here, RSS1) Is aluays the topmost link In the
semantic representation, so It is apecifled In the clause call. The first
decieion in CLAUSE is uhether to generate an interrogative, imperative, or a
daclarative clause, and the CLAUSE-TYPE reglster of the main relation ie
checked for its recommendation. Since here the clause type ie "statement,”
the generator follous the declarative path, placing the tag DECLARATIVE in the
current node C. The tag TOPLEVEL Indicates that the node generated will not
have a parent on the tree. Next, CLAUSE calle the phrase routine VERB-PHRASE
and which makes the cali (TRANSL YERB MVB SMNODE: RSS1). Note that in
English, as in German, we will foliow Hudson and speak of a verb phrase
instead of a verb group. Tha generator translates the main verb first, eince
It is the key tc the ordering of the other constituents in the clause. A call
of TRANSL with MVB ull! return the verb node and also returns 3 participante
list with the grammatical structures that the verb expects for |ts
participante. The list has besn ordered, taking Into account the objects
required by the verb chosen, the theme of tha sentences, and whather the verb
ie grammatically passive or active. VERB-PHRASE should also go on to generate
any auxiliary verbs and supervise tenses, but oniy the simplest active and

passive constructions are handled right nou.
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RSS1

Figure 6.1

#HAVE-AS-PART
11
HEAD
HEAD HEAD
HEAD HEAD
0SSs1 ;9852
HCEPHALOPOD HCHROMATOPHORE
RSS2 RSS4
MHAVF -PROPERTY #HAVE-PROPERTY
‘-——————J L, J I
PSSl PSS3
HONE #YELLOY
RSS3 RSSS
HHAVE -PROPERTY HHAVE-PROPERTY
JL I
PSS2 PSS4
NANY IMORE -
| THAN-ONE
RSS6
HHAVE -PROPERTY
I
PSSS
#AS-A-GROUP
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The participante ilet returned by the main verb is in the form of a
eeries of cails, and the clause routine need only execute it. CLAUSE doee eo
now and calis:

(TRANSL NG FULL NOM BEFORE: <verb nods> SMNODE: 0SS1)

The BEFORE here Indicates that this noun group, since it will be the subject,
shou!d preceda the verb node just generated. The feature NOM indicates
nominative; other Englieh syntactic casss ueed are OBJective and POSSessive.
FULL, as in chapter 2, means that a rankshifted noun group muy be generated I|f
neceesary. In transiating the noun group, the routine NG first consulte the
COREF= register to find the reference if any. This is because a word choice
wiii often depend on the word choice made for its corefferent. From here NG
caile (TRANSL NOUN SMNODE: 0SS1). It is ciear that it makee sense to
transiate the noun in @ noun group first, since its choice wiil tend t-
influence word choice in the mydifiere, This is most obviousiy true for
compounds, which may absorb some of ths modiflers, For any sort of noun,
since ue do not have a one-to-one mapping betueen words and concepts, the
generator may have to do some shuffling to find @ good match betueen noun and
modifiers. [t sesws most natural to express these requirements in terme of
the noun to be modified. At any rats, once the noun has been tranelated, NG
goes on to transiate modifiers into the appropriate pre- and post-nomina!
structures, ueing rules based on semanfic case to do the ordering. Our
example "der Cephaiopod” hae oniy a determiner, which is generated from
relations with case SELECTION and NUMBER, taking ths catsgory given-neu into
consideration. Since no rsiations remain, TRANSL can ciullect its reeults,
"the cephalopod," in the noun group node under PHRASE. Both the subject and
the verb have been generated, eo TRANSL can cali the routine AGREE. AGREE

wmakee morphologicai chanyes to the verb root so that it will agree with the

g ae s il
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3ubject in person and number. Note that in English, agreesent is much less
complex than in German and that AGHEE has a much easier time than ite
interprative counterpart INPUT, since it does not have to go eearching for an
unknown root.

CLAUSE is nou ready to generate the next entry in the verb node’e
ehopping list, and it turns out that we want the direct otject. The example
finishca up as CLAUSE makes a second call to NG wmith (TRANSL NG FULL 0BJ
SMNOUE: 0SS2). NG will gensrate the main noun from 0552, then take care of
the determiner, and finally call (TRANSL ADJG BEFORE: <noun node> SMNODE:
RSS4) to generate the adjective yelion. When the direct object NG call hae
returned, the generator gathers up the results from the PHRASE entrise of the
conetituents, makes a PHRASE entry in the clause node, decides on punctuation,
and returns from CLAUSE.

This was obviously a relatively simple example, and the generating
grammar can handle more comple< cases. Before further discueeion, liowever, it

migh. be a good idea to take a look at the mechanism for word choice.

6.3 Translation at the Lexical Level

6.3.1 The English Definition Routines

When TRANSL is called to construct a terminal node in the generation
tree, it looks up the concept marxer associated with the semantic node under
coneideration and then retrieves an English definition routine from the
concept. The defirition routines are roughly anaiogous to the eemantic
specialist routines in the interpreter. UWhere the eemantic epecialists
inspect the parce tree in order to build a semantic reoresentation, the
English definition routines start from the semantic representation and uee

special inforration to not only supply a node for the generation tree (and

o ol
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hence a transiation) but aiso to snscify other nodes that wiii be required if
this transiation is to be ussd. The syntactic shopping iist suppiied by
definition routines when a reiation is transiatsd is anaiogous to the globai
variabies bound by the interpretive semantic speciai’' ste to supply arpuments
to relations in the semantic representation.

There are tuo standard dictionary routines, TRANSL-REL, for transialing
semantic relations, and TRANSL-0BJ-PROP, for transiating objects and
properties. The tuo routines are qulte eimliar, except that more information
must be suppiied to transiate relations. [* would probably be helpful at thle
point to iist the information that can appear in a definitlon. Starred items
appear oniy in definitions for relations, uhile the rest may be uead for all
three ciasses.

ORDER=x LEXACT or LEXPASS

TYPEx NONE, ONE, TWO, etc. This epecifies the entries in the
reiation's iinkage register that may be left understood.

ROOT  the root of the transiatinn

FEATURES: the part of speech of the transiation and then a iist of
other features, which are not nou required to match those in the TRANSL
caili

WORN: specified for irrsgular forme coniy

PARTIPICIPANTS: x a variabie name or smaii procedure that epecifiee the
participants tist

CONNOTATIONS: currently oniy one feature and optionai
PROBABILITY: number from 1 to 10

CONDITION: 3 procedure that must evaiuate to non-nii if this
definition is to be used.

COLLOCATIONS: a tist of parts of speech and root of words required.
This is currentiy used oniy for prepositions and particies.

PROCEDURE: 2 procedure that is executed if this definition is salected.
It 2llous a2 concent to be transiated by more than one word and does other
useful things.
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A call to a definition routine would have as ite parameter 2 liet of poeesible
definitions, each expressad i, terms of these keywords and their values. The
poasible definitions {irst go through . ~reliminary round nf elimination baeed
on the part f spsach required in the TRANSL cail (matched agalnet FEATURES),
@ match on connotations (1f CONNOTATIONS is set in the definition liet, it
must match the conrintations In the sewantic nodo.) and an evaluation of the
CONDITION procedure, if there is one. In traisi. .ing relations, definitions
are also screened fo~ ORDER (LEXPASS or LEXACT) and TYPE (NONE, ONE, THWO,
etc.) agreement, which were discussed in section 4.2.1. After the preliminary
screening, a definition With the highest probability ie picked, or, if there
are severd' dufinitions ulth this probabitlity, the first one eﬁcounterod ie
used. In the English dictionary, the provabitities are expressed as numbers
from 1 to 18, and reflect a rough estimate of the order in which the worde
should be tried. Probabilities could no doubt be better expreesed ae small
procedures that check context and return an appropriate estimate, but no
refinements have been made in this direction., Once a word has been selected,
its features are added to the feature list of the node. Other definition
lisis that passed the preliminary screening are placed in the LEXALTLIST
register (lexical alternative list) on the node 'n case backup is necessary
later on. |f we are translating a relatio.-. its participants ehopping list le
also attached to tne node. Finally, the root of the English word ie returned
to TRANSL, which finisties building the node, catting morphoiogy routines to

2nu the necessary endings for the individual word.

6.3.2 One Marker, Several Words
The last section presented the sikplest case, wheres a concept marier ie

translated by a sing'e word., The definition routines must also be able to
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handie the case in which one marker bscomes severai words, and the case uhere
several intarreiatsd markers become ore word. For situalion one, eeveral
mechaniems are availabie. !¢ ths marker is a relation, the COLLOCATIONS liet
is used for prepositions and particies required by verbs, adjectivee, etc.

The definition procedures access this iist, and insert the required word in
the correct piace in the participants shopping iist. For more compiicated
constructions, PROCEDURE is used. Assums, for the sake of example, that the
conceptuai etructure contained the marker #BEFRIEND, .nd we uanted to
transiate the English as "make friends vith." One nay to do this in the eyetem

is with a definition of the forms

NBEFRIEND
(TRANSL-REL. ((LEXACT NONE make
FEATURES: (VERB MVB)
COLLOCATIONS: ((PREP with))
PARTICIPANTS: PREPOBJ-INTRANSA
PROCEDURE :
(TRANSL NG NODET PLUR 08J
GROUP:  ((TRANSL NOUN PLUR COMMCN
WORD: friends
ROOT: friend))
SMNODE: <semantic nods of the seccnd argument of
#BEFRIEND>)

Here, LEXACT means that the order of the argumsnts of the verb correspends to
the order of the arguments of ths concept marker. NONE maans that no marker
arguments have besn left undsrstood, and make is the root of the main verb.
Where a phrase is produced by a definition, ths word in the ROOT position
corresponds to tte part of spsech TRANSL wouid oe iooking for; in this case,

the call would have been (TRANSU VERB MVB). Here, PARTICIPANTS ie eet to a

variable uhose value i» the system is a series of caiis. The PARTICIPANTS

souid be:
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(SETQ PREPOBJ-INTRANSA ' ((TRANSL NG
FULL
NOM
SMNCOE: (CAR ARGSLIST)
BEFORE: <«first verb>)
(TRANSL PREPG
SMNODE: (CADR ARGSLIST)
GROUP:
((PREP WORD: XREQUIRED-PREPX
ROOT:  XREQU]RED-PREPX)
(NG SIMPLE 08)))))))
ARGSLIST Is an ordered list of arguments of the RSS to be transliated. The
definitiot procedure will set up a regieter to 2llou gith to be eubstituted
for XREQUIRED-PREPX when the preposition is generated. Note that here and in
PROCEDURE, ue see a special sort of call to TRANSL. MWhen ROOT ie specified in
a TRANSL call along uith a part of 3peech, the definition routines a~e by-
paesed, and the node uses the FEATURES, RCOT, and, if given, the WORD eupplied
in the call. Similarly, If a group or clause is to be tr2nslated, than the
keyword GROUP can be uced, folioued by a list of TRANSL calle and other
functions. The GROUP feature makes it possible to by-pass syntactic
epecialists. MNote that we do not have to fully specify the words in a group
uben using these features, for example the preposition group from the
participants list above:
{TRANSL PREPG GROUP:
( {TRANSL PREP ROOT: ¥%REQUIRED-PREPX
WORD: XREQUIRED-PREPX)
(TRANSL NG SIMPLE 08J))
SHNODE: <semantlc node of second argument of
#BEFRIEND>)
This call says, "Translate a preposition group, looking up the required
prepoeition and using the second argument of #BEFRIEND to produce a noun
group.” This ability to by-pass definition routines and syntactic specialists

ie extremely ussful, and allous us to urite efficiant definitions in a

relatively economical manner. The one drauback might be the number of
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features that must be specified along uith the words, but it would be
relativeiy sasy to incorporate 3 prompting faciiity to aid in definition
writing, and to package the most common types of PROCEDURE in the eame way
that the participants iists have been packaged. Ten or fifteen standard
patterns would probably handia a good percentage of the differsnt muiti-uord

situations that come up.

6.3.3 Severai HMarkers, One Hord

The case just discussed involved one concept marker going to severai
words. Let us nou take a look at case tuo, where several interrelated concept
markers go to a single word. This is dons using a combination cf the
CONDITION and PROCEDURE keywords., CONDITION is used to specify a piece of

semantic representation that must match the eemantic representation of the

RSS
HABLE
HEAD
RSS RSS
#HAVE-PROPERTY #SEE
HEAD
PSS 0s<
HANY HPERSON ]
—_
Figure 6.2

sentence, and then PROCEDURE is used to tsl| the rest oi the generator hou
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much of the semantic representation hae been absorbed by the particular word.
An example of a multi-marker to single word tranelation ie the generation of
the adjective vigible from the repreeentation ehoun in Figure 6.2. Here, the
star indicates that any semantic node may be in this poeition. Among other
information, the traneiation routine would contain:
#SEE
visible
CONDI T.0N:
(MATCH (FIND-LINK: #PERSON)

(MODIFIER: AHAVE-PROPERTY A#SELECTION)

(LINKS: APERSON #ANY)

SH-E

(MODIFIER: WABLE)

(LINKS: #PERSON #SEE))

PROCEDURE :
(REMOVE WABLE WGENERAL HOOIFIERS)

When CONDITION is executed, the routine MATCH starte at the place in the
semantic representation currently being coneidered by the generator, in this
case the RSS for #SEE. The MATCH routine movee through the MODIFIERS and
LINKAGE paths specified, comparing concept markers against the arguments
given. [f a concept mar .. alone is not enough to distinguish a modifier, the
case may be supplied, as is done for the AHAVE-PROPERTY relation above.
LINKS, MOOIFIER and FIND-LINK aluaye refer to the a‘'gumente of the relation
examined just previously. To change the focue of attention, MATCH may be
given 2 eemantic node, ae was done above, MATCH ie currently limited in the
kinds of comparisons that can be made, for ex2eple it is not nou possible to
specify that tuo uses of the same concept marker ehould refer to different
variables. Sucn extensions, however, would be etraightforuard., The matching
proceee is not a particularly expeneive one, eince the ordering of the
representation ie aluays fixed, and we knou which nodes are to be heads and

which modifiers. Note that MATCH is rot the only eort of routine that may be

used as a condition. CONJITION succesds or fails depending on whether its
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associated procedure succeeds or fails.

Once the condltion has been satisfied and the definition is chusen,
PPOCEDURE is executed to tell the generator not to try to transiate the
modi fier #ABLE (where the case here is given as #GENERAL), since thie has
already been used. The only point uorth mentioning about PROCEDURE is that
its effects must be |imited to the node currentiy being constructed by the
TRANSL cali. Thils is necessary to keep backup simple, since when a node le
popped from the tree, we want all the constralnts it has placed on the
generation process to disappear uith it. The limitations on PROCEDURE are
currentiy self-imzoaed by the dictionary writer, since the system makes no
checks on wuhat is being set.

The tuo definition methods discussed here give the dictionary routines a
great deal of power. The method described in the last section alious the
generator to trenslate a single marker into classifler plus noun, or to a
whole clause if it is desired; the method in thie section allous the
generator to handie relation participant nouns such as indication, which are
defined as ASCHMETHING plus a relation, in this case "souething that
indicates.” We can combine the tuo methods to tranalate a piece of semantic
representation into more than one English word, which should be useful for
idiomatic phrases like "Strike whiie the iron is hot.” Given this generality,
the ur :ing of dictionary routines is relatively simple, and it uill become
easier when more standard patterns and procedures are bullt Iinto the

generator,

6.4 Stumbling Blocks in the Generating Process
In the example used to explain the generating program, the generator uas

suspiciously successful at .ach translating attempt. This is not aluays the
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case, and eeveral problsm situations ulll be discusssd here. The first ies the
need for backup, then the Issue of repstition, and the problem of ssntence

length.

6.4.1 Backup

There are several cases in which backup is necessary. The most obvious
ie the case of lexical gaps, or aukuardness, in the target language. In
general, if the first transiation attempted by the system does not eucceed,
the generator nesds 8 way to try the alternatives In an orderly manner. The
mechanism suppiied to handls backup in the generator Is & falrly general one,
altrough I have not writtsn snough backup code at this point to give more than
an initial report on its performance. The reader should keep in mind that !
am discussing a facility provided to allou the designer to incorporate backup
into programs, not a full-flsdged backup mechanism.

There are tuo levels in the generator where choices are made: at the
lexical fevel and within the syntactic speclalists. There are therefore tuo
sets of liets that are maintained as 1'agisters on nodes for backup purposest
LEXALTLIST (the lexical alternative list) and ALTLIST (the structura!
alternative list). UWhen a definition is evaluated and a word ie chosen, other
possible definition iists that passed the initial screening described in
section 6.3.1 are placed in the LEXALTLIST of the node being created. At the
etructural level, every choice that uight be Independent!|y reversible (i.e.
would not imply automatic reversal of choices made earlier) leaves tracks on
the ALTLIST. These tracks consist of the function In which the cholce
occurred and a statement label where code for the alternative choices begine.

If the generator runs Into diffliculty (l.e. all possible TRANSL cails at

a given point fail), special backup routines are caiied. In general, the
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first step taken will be to try to retransiate the relation for which the
probiematic semantic node is a participant, if euch a relation exists.
LEXALTLIST s are usued to suppliy these neu alternatives. Backup routines do
what they can to keep other participants that have been gener;ted intact, that
is, to find lexical alternatives with similar participants shopping listes. If
no lexical changes solve the probiem, a structural change ie attempted. For
this, ALTLIST is used, and an attempt is made to reverse the most recent
choice first. The offending nodes are popped from the tree, and controi
returns to the routine and label specified by ALTLIST. The syntactic
specialists are structured in such a way that business uill proceed s ueual
after a backup, except that the ALTLIST has been reduced by one poseibility.

For the |imited number of cases attempted, thie backup echeme seems to be
general enough. It does rest on the assumption that structural choices can be
fully order uith respect to each other, and that this ordering wil! not vary
from one situation to another. Only wmore experience with the generator will
determine whether this assumption alious enough generality in the system.

Before going on, | would like to consider the use of backup in the
context of generation, It may he that further ressarch will point out ways to
cut doun on backup by daferring soms decisions to later in the process or
anticipating others. [ do think, houever, that backup will remain an
important facility in a generator. Uniike interpretation, the poyssible
surface structures for a given semantic representation are not fixed. There
can be no question here of generating "all" the possibilities instead of
backing up, since Wwith a facility for paraphrase, we could no doubt go on
penerating possibilities to rather ridiculous extremes. [t might be deeirable
to generate, say, the three most likely lexical possibiiities at any given

point. This probably would not cause combinatoric exploslon, since possible
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paths would be e!iminated quickly. | do nou have enough experience uith the
generator to judge the desirability of this scheme. But no matter what new
mechanisms are introduced, a backup mechanism will no doubt remain an

important component in 3 text generator.

B.4.2 Repetitions
The phenomenon of repetition is an sssentially stylistic problem; that

is, meaning is not affected seriously. Repetitions can, houever, be extremely
distracting. For example, the first sentence of the sample paragraph contains
the phrase "ein dsutlich sichtbarss Zeichen.” The word list for gichtbar here
contains visitile, perceptible, and gvident; for deutlich wne liet is
distinct, clear, plain, and gyident. Now as it happens \his is transiated as
"a clearly visible indication,” but what if for some reason the generator had
chosen gvident for sichtbar? Suppose further that the dictionary only
contained one translation for deuytlich and that one was gyident. An
"evidently evident indication” sounds a little like Gilbert and Sullivan. eo
the ADJG routine had better retranslate deut'ich to try to come up with
something a little less repetitive.

Not all repetitions are equally annoying. For example, three the'e in a
sentence would not be noticed at all, while three houever's sould not be
over looked. In addition, some repetition of clause structure is desirable,
e.g. where parallelism is used as a stylistic device. Finally, differences in
function tend to influence judgments about what is repetitious.

{i) He went to the zoo to talk to the elephant.

{(it) The problem with meeting with the Board

is that Harry won’t come.

Here, the two With's in (ii) seem more prominent than the three tg'e in (i).
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This seems to be because the second {g heads an adjunct clause rather than a
preposition group. The question of nhich repetitions are repetitious, then,
is not as straightforuard as it would seen.

In considering repetitions, let us first make the distinction betueen
structural and lexical onss. No efforts were made in the system to handle
structural problems like repetitious clauss types, repetitious use of
conjoined structures, and other relatively high level phenomena. Heuristics
to handle these sorts of repetitions would be necessary for a complete system,
but [ gave this low priority here. This decision uas based on the 2ssumption
that enough of the variaticn in the orlginal text would come through, so that
sentences in the output would not be carbon copies of each other structurally.
As a system became more refined, however, it would need good heurlstics, since
the different specialists are biased touard particular syntactic types - the
ones that they try first - and it would be easy to fall into structural
repetitions,

For lexical repetitions, another useful distinction is betueen function
words and the rest. Function words are prepositions, binders, and
conjunctioas. Since they form a closed sst, it would be praferable to handle
them by anticipation, rather than backup. Lst us look at the system's
behavior for prepoaitiénal repetitions, ths only check of this sort currently
implemented. When a preposition is to be generated by the system, the
preposition group specialist firat looks back through what has been generated,
stopping at a sentence boundary or the verb phrase of the major clause,
whichever comes first. |f othsr preposition groups arm found, a list of the
prepositions is made, with those that will be nearest to our new preposition
Jyroup appearing first. The call to TRANSL is then made, using a tag that we

have not yet discussed:
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(TRANSL PREP NOT: (prepl prep2...) SMNUDE: <semantic node>)

The NOT: directs the dictionary routine to try to avoid theee word choicee.

[f there is no other choice avaiiable, the situation is not cufrentlg fatal,
but the definition routine wifl try, if possible, to supply a prepoeition from
the end of the list, rather than duplicating a prepoecition that uill be near
the neu one in the sentence. The NOT feature is currently implementied only
for words, but with some revisions of the syntactic specialiste, it could aleo
be used to avoid structural repetitions |like those described in the iaet
paragraph.

For content words, let us make one final distinction: betueen eiemente of
coreferent noun groups and other words. The generator does not nou worry
about repetitions among noun groups, but let me briefly diecuss what I think
is involved here. The system currently has three opticne in generating
coreferential noun groups. It can either reproduce an entire noun group nith
ihs as determinar, it can use thig plus the main noun, or it can uee a
pronoun. That is, the system can refer back to "a big grey octopus" as
either:

(i)  the big grey octopus

(ii) this octopus

Giii) it
No checke are currently made atout other objecte in the paragraph that might
have similar descriptions. A scphisticatod generator would preeumably be abln
to weigh carefully ite choices about using referenca, baiancing dietance from
coreferent noun groups, possibilities of confusion in the text, and
repetitiveness. Any heuristics for repetition among coreferent noun groups,
therefore, would have to be integratsd into the noun group specialiet very

carefuliy.
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All the rest of the content words |like our "evidently evident” example
are handled using backup. The heuristic currently used is that if the root of
an adjective, noun, or verb is repeated anywhere Within an argument of the
main verb or 2 modifier of the main clause, then an attempt ehould be made to
correct the situation. This invoives a preliminary check of LEXALTLIST and
then an attempt to replace the node or nodes affected. 1f this does not work,
the repetition is currentiy left as is, but it would be possibie to initiate
more extensive backup.

The heuristics used here are obviously very simpie and iimited ones, and
a good deal of refinement will be necessary. Probably the easieet way to do
this would be to build !n as many basic structural and iexicai heuristice ae
poseible, then run the system on some tsxt. This would give the designer a
chance to locate the repetitions that aciuaily sound repetitious. The heart
of the probiem here eeems to me to be the anaiysie, and once good heurietice

are found, their implementation should be straightforuard,

8.4.3 Those Leng German Sentences

Sentance !ength is a prcblem that seems triviai until one starts to think
2zhout it. Bound up in the question "How long should a ssntence be?" are
iusuas of the sentence’s role as a carrier of messages. To change eentence
lergth we have to know which information can be safeiy separated out and which
is ezsential tc thy integrity of the message. Also involved here are
questions about human memnry capacities. Any notion of sententiai complexity
must take into account human short-term memory and processing limitations.
Something that is compiex to one sort of system might be handled with ease in
a elightly different one. Thus, when we try to determine what size a sentence

ehculd be, we have left surface generation and are realiy talking about deep
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generation: the process of organizing messagas.

My system, of course, is based on the assumption that surface generation
in ne target language will bs sufficient. | have assumed ti:at in general we
do not need to completely re-build the mescage for the target 1anguage, but
rather can generate from the comparatively high level of the semantic
representation. In most cases, this seums to be the most efficlent way to go,
and, since we want to follow the organization of the source text as clinsely ae
posaible, it seems to be the most effectivs as well. In dealing with long
sentences, | have continued to avoid true deep generation, and | think only
fur “er reeearch car. jetermine wheiher thie le a virtue or a vice. Let me
discuss long scntances in more dstail, and then | will come back to thls |eeue
belou.

First, I shouid =3y that although academic German has a certain notoriesty
for ite long sentences, the eentence length problem is not unique to the
languages chosen here. That s, if we were traneiating French to English
instead of German to English, ssntence length would etill be an issue.

Certain things are aluays easier to express in one language than another; it
may take a clause to express in one what a word can express in the other,
Bacause of this, it is possinle to start from an uncomplicated sentence in any
souirce language and end up With either a very large and complex ranelatioh or
a succession of very short sentences that should be combined.

In the égstem. I have concentrated on dealirg uith sentences that are too
long. Thic was strictiy the result of time limitation, since short sentencee
can be just as stylistically offensive, and therefore potentlaliy dietracting,
ae long ones. (Although poseibly short sentences are not as hard on
comprehensibility.) | should also add that tne heuristice In ths system are

very fragmentary and uwers added more to introduce the 1ssue than to attempt
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any sort of comprehenslve ansusr to ths probism.

The first question that must bn asked is "How long is toc long?", which
ehould be immediateiy reformulated 78 "Hou complsx |s too complex?”. It le a
common cbeervation that iterative structures are easler for people to
understand than recursive ones. Ludulg Reiners (30) warns against the dangere
of "Klemmkonstruktionen," or successive embedding of clauses. So length alone
ls not the problem here, although oftsn, of courss, excessively complex
eentencee are aiso exceseively long. Length ie one factor in complexity, but
not the only one. The recursive structures mentioned, in fact, exempll|fy one
very important contributor to complexity. Whsnevar a number of things are
started but not finished, ue can expect the complexity level to be high.
Similar, bu% not identical, is the complexity introduced by back referencee.
If we have, say, three back references in the same sentence, we are not only
fighting potential ambiguitiee, but also the overhead of simply maintaining
the |inks betueen coreferent items. The complexity introduced by an
unfamiliar word or by complicated semantic content must also be reckoned uith.

Sentantial complexity seems to be an addltivs phanomenon. Some sentencee
that | consider too complicated in English eeem to be difficult not becauee
they contain 2 single complicated structure, but rather as a result of a
compounding of complexity. To ese what I mean by this, consider our prize
exampie sentence and a translation that parzllels the sententlal organization
of the German:

(i) Ein deutlich sichtbares Zeichen f0i dia im Nervensystem ver!aufenden

Eregungen ist dae Spiel der Chromatophoren der Cephalopoden, jener unter

der Haut liegenden gelb, braun, schuarz, violett oder karminrot gefl3rbten

Zeiisn, die eich entueder zueammenzlehen oder durch radiSr ansetzenden

Muskeln flachenhaft ausgebreitet werden kdnnen.

(i) A clearly visible indication of the excitaticns that run through the

nervous system is the play of the chromatophores of the cephalopod, those
yellou, broun, black, purpie or carmine colored celis that |le under the

e ke e
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skin, and dhich mither contract or can be spread out under ths ekin
surface by radially affixsd ruscles.
This translation would sound bstter if tuo English sentences were used, but
what about the follouing?
{ii) Ein interessantes Belspis| davon Ist das Spiel der Chromatophoren,
jener unter der Haut |iegsnden gelb, braun, schuarz, violett oder
karminrot gefarbten Zellen, dis sich entueder zusammerzish~-n oder durch
radidr ansetzenden MHuskeln flachenhaft ausgebraitet werden kbnnen.
{ii) An interesting example of this is the play of tha chroma‘ophoree,
those yellouw, broun, black, purple or carnine colored cells that lie
under the skin, and which ~ither contract or can be epread out under the
skin surface by radially affixed muscles.
To me, the English in (ii) i~ flne as a single sentence. Furthermore, | am
not overly disturbed by a sentsnce |lke:
{ii1) A clearly visible indication of the excitations that run through
the nervous system is the play of the chromatophores of the cephalopod,
those yellou, broun, black or carmine colored ceils that lie under the
skin.
Therefore, it ssens to me that no one structure (say, an embecded one) can be
considered complex except with raspect to its context. One more clause ran
tip the balance in an otheruise accsptable santence, but we can not pin the
blame on the clause alone: it is ths uhcle eentence {at least) that
contributes to judgements abou! complexity.
1t is not aluays easy, then, to decide which sentences should be broken
doun into smaller ones. In this rsspect, | think people have an easier time
of it than machines, since they have a vsry direct method of determining
conplexity: if the mind boggles, it's too cuomplex. Cumputers, whose minds
are not structured in the same uay, don’t boggle ir the same way. But even if
e lack a model of human memory and processing, | think it ie pcssible to
derive a measure for sentsntial complexity. By analyzing sentences judaed by

paople to be too complex, it should be possible to come up with @ formuia -

not necessarily a simple one, though - to predict which sent _es are
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acceptable and which are not.

A iook at the specific cases handled in the system :10uld probably be
helpful, but before the "uhat,” I muat again consider the question "when."
When ehould the transiating systea mako these checks on eentence, or more
propsrly meseage, length? There seem to be several optione. First, there ie
the deep generation approach. |f xe start our generation procese from a8 eet
of aeeertio , from the data base of the deductive component, uwe can include
limitatione on hou large or decp a semantic representation should be, or what
patterns of linkage can occur. Alte. natively, we can retain a eurface
generation scheme but do cc plexity analysis cn the semantic representation.
He uould be using the same sort of information (al though probably not
identical programe) as for the deep generation approach, but we would be
analyzing a structure after it has been bulit, not In the pruceee of building
it. The third approach is for the surface generator to monitor itself. If
the output has become too compliex, then sultable action can be taken to eplit
the eemantic representation, possibly reformulating some part of it in the
process.

I choee the third alternative for the system, primarily because
complexity of expression is language-dependent, while the semantic
representation is a gesture touard language independence. In a simple
inspectinn of the eemantic representation, ue cannot tell whether a relation
can be expreseed by a word, or whether a clause kili be necessary. In the
present system, it is easy enough, of course, to determine whether single
words do exist for a glven concept. The point is, houever, that ue do not
know whether a particular uword can be used in the translation until we taxe
into account both the interralationships betueen parts of the message and the

linguletic constraints on structuring In the sentence.
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To bring the discussion doun to a more concrete level, let us continue
Hith the example sentenca given and decide what factors contribute to its
complerity. The heuristics presented here are clearly ad hoc, and they
reczi esent the only case currently handlea by the system. | think th.y
suggest, houeve:-, the direction In uhich one should proceed. The Englieh
example, again, was:

(i) A clearly visible indlcation of the excitations that run tkhrough

nervous system is the play of the chromatophores «f the cephalopod, those

yel lou, broun, black, purple or carrine colored celle that |ie under the

skin, and which either contract or can be spread out under the skin

sirface by radially affixed muscles.
(ne factor here seems to be the subject of the sentence: "a clearliy vieible
indication," HWe notice that indigatipgn is a relation participant noun, and
that the other argument of the relation #INDICATE (the thing incicated) ie
present as a preposition group ("of the excitations”). We can call a eimple
nominalization (e.g. any gerund)} or relation participant noun "eaturated” if
all the arguments of the relation appear explicitly in the noun group. The
subject of sentence (i) is therefore saturated. Further, if a saturated noun
group containe a postnominal rankshifted qualifier modifying one of the
arguments of the relation, we can call it "supersaturated.” The eubject in
(i) is also supersaturated, due to the RSO clause that modifiee gxcijtations
("that run through the nervous system"). He would expect a supersaturated
noun group to be a key contributor to sentential complexity, but note that
supersaturation alone is not enough to cause rejection of a sentence (example
{ii} above),

A further difficulty uith sentence (i) is the appositive phrase that
starts uith "those yellod, ... and carmine colored cells.” Heras, tuo
postnominal RSQ clauses modify cells, and in English we would tend to conjoin

the tuwo using and. Furthermore, the second postnominal clause here ("which

ce PIRISERRSFET IR
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either contract or can be spread out ...") is iteelf conjoined by gjther / or.
Thie double level conjunction looks |ike an important contributor to
complexity, but it is difficult to tell where to drau the line. 1f our second
clause were “and which either expand or contract,” the appositive siould
probably not be too long. In (i), houéver. the tuo clausee are not parallel,
(‘hz tirst is active, and the second is passive.) This seems to push the
appositive over the line. Let us say, then, that an appositive can be
coneidered complex if it goss beyond tuo ieveis of paraliel conjunction, or
beyond one level of non-parallel conjunction. Once again, a complex
appoeitive alone should not trigger rejection of a ssntence, since example
(ii) above does not seem to be too complex.

By combining a eupersaturated noun group with a complex appoeitive ae
defined above, ue do get a sentence that is too complex. In dealing with such
a sentence, we would expect a generator to interrupt process:ng if it detecte
an output that eatisfies both complexity concitions. Ir the caee of example
(i), nodes would then be popped from the tree back to the beginning of the
appositive, eince appositives and conjunctions are natural places to break up
a3 sentence. UWhat is left on the tree (in this case, everything up to "ths
chromatophores of the cephalcpod”) would become a single sentence. The
appositive ¢ rt of the semantic reprsssntation wouid be detached and sould
become the eecond sentence, nith generztion starting from the top. Note that
given the similarity in word order betusen English m2jor and secondary
clauses, it might be feasible to remodel some of the output that was alieady
geuerated before the interrupt, instsad of discarding it aitogether. In eome
cases, houever, this patching might require a certain amount of ingenuity.

Note that not ali I~ng ssntsnces can be split as easily as the example

here, and, for eome, we might not be able te find a division that maintaine

i e
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the integrity of the message. Still, | think thls exampie gives an idea of
some of the iosues involved in handling sententiai complexity. 1 should also
remark that this emphasis on using syntactic criteria to formulate heuristics
may be misguided. It may be that semantic factors should be considered
heavily., For transliation, howsver, | would tend to favor heuristics expressed
in terms of the surface structure of the target language, since a given

semantic representation has already been embodied in @ single sentence in the

source |anguage.

.5 Other Necessary Extensions
Even if it were extended to handle the full range of syntactic
structures, the generator discusssd hsre could not be said to be a complete
one. There are still some very itportant processes that have not been
considered, and | would like to discues them briefly in this section. Nothing

discussed here is currently implementsd, primarily because a grest deal ot

addi tional apparatus would be necessary.

6.5.1 Dea!ing with Amblguity

Ambiguity is not an issus for the generator in the sams way that it is
for the intsrpreter, but there are ssvsral questions worth considering. Tuo
mechanisms for handling different sorts of ambiguity will be discussed here;
one of these ::ould be desirable in a working translating system and the other
would be quite impor tant.

The first feature is the ability to translate ambigui ty-for-ambiguity,
which was mentioned in (ha introduction, I think this would be a useful
mechanism since | find myself doing it nccasionally when hand translating.

For people, such an ability is used most for pronoun reference and implicit

Lty e — e —— = — 2 e A e e
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information |ike understood agents, etc. For a transiating system with a weak
deductive component, the ability to translate ambiguity-for-ambiguity might
also be used to avoic choosing betueen different senses of a word. Especially
in languages as close historically as German and English, it is often poeeible
to find a word in one language that is ambiguous in the same way in the other
language. In general, a system uould have to be quite sophisticated to
transiate ambiguity-for-ambiguity, but at the lexical level, ue could make a
start with either an English interpretive dictionary or ulth an associative
ability to link concepts to definitions. {Currenty in the system, we can ask
what concept markers are associated with a German word or what English words
are associated uith a concept marker, but there is no way to find out easiiy
what concept markers are associated with English words.,) It would b3 a
refatively simple matter to take two concept markers produced for a German
word, look up a set of English words associated with one of them, and see if
any English words in this set could also have the other concept marker ae a
meaning.

To transiate ambiguity-for-ambiguity bsyond the lexical level, the
generaltor would need a model of the English interpretive process. The task
here wouilZ be to analyze the way the target language was amblguous by
inspecting the semantic representation or by accessing pre-packaged knouledgs.
The pre-packaged knouledge might express such facts as, "In a German
nominalizatior. of a transitive verb, the genitive could be either the eubject
or the direct object of the verb, if no other participants are given.” The
second phase of this task would then be to find an English structure with a
similar ambiguity, which for this case happens to be an English nominalization
with an gf. To use a familiar example,

das Schiessen der Jiger = the shooting of the hunters
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("the hunters shoot" or "the hunters are shot")

The mode! of structural ambiguities might be dsrived automatically from a
parser of the |anguage, although that would not be easy for the particular
pareer used here. Wherever it comes from, howsver, we would want such
knouiedge about ambiguities to e detached from the parser, since we do not
uant to have to simulate the parsing process svery time ue want to determine
whether a structure is ambiguous.

The atility to translate ambiguity-for-ambiguity just discussed would be
attractive in a generator, but not essential. The second feature | will
discuss here, anticipating ambiguities in *he output text, is more crucial, |
think, since it relates to the reliability of a translating system. What |
would iike to consider is the situation uhere the generator unulttingly
produces a syntactically or semantically ambiguous sentence. The most extreme
step one couid take to avoid this problem woulid be to feed every text output
back into an English interpreter, to see if what uas produced contalned
serious ambiguities. This would correspond to a translator reading over and
correcting a translation. ]t would not be an absolule assurance, since the
proof-reader wouid presumably share ths same dsductive data base used by the
rest of the system, and knouledg: limitations might cause it to mise
ambiguities that are present in the output text.

Even if such a proof reading facility were available - and especially if
one uere not - a gsnerator should also be able to anticipate some ambigul tiee
and avoid them. In his thesis (19), Hill cataiogs four causes of global
syntactic ambiguity in English:

(1) Choosing betueen participis and gerund

{2) Choosing betuesn noun and verb in clause first word position

(3) Choosing the correct transitivity for the verb
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(4) Choosing an attachment point for a modifying phrase

It is clear that, given the features saved on the generation tree, checks for
these eorts of ambiguities would be relatively straightforuard. A generator
2180 might be able to anticipate certain semantic confusions about the ecope
of a quantifier. ("Quantifier” is used here as an English part of epeechs
eee Hinograd (39,p.67).) Checks for these sorts of ambiguities could be built
into the eyntactic specialists of a generator, or ths same information could
be embedded in a small routine that would monltor the generation procese and

interrupt |f one of these amblguous structures were generated.

6.5.2 UWhen All Else Fails

In the implementation as it stands nou, if all the backup poesibilities
are exhausted for a particular sentence, the generator simply fails. Thie
would obviously be undesirable behavior in a working translation eystem, and
we would want a system to be abie to make the best out of a bad eituation.
There seem to be tuo directions one could go to meet this goal, one being
compromise and the other paraphrase. Both features would be desirable in a
system, but it is not at all clear hou such behavior could be produced. The
tuo uill be considered brriefly here, but no solutions will be offered, eince
they depend, | think, on extensive further research.

In the current version of the generator, backup is handled by tiying
alternative choices, but this is aluays within the context of a set of +ixed
choices; no attempt is made to suspend rules. In actual situations, it is
entirely possihle that no combination of permissible choices adequately
translates the original, and, in this case, ue uould want to produce the beet
approximation possible. This could be done elther by leaving out some of the

content of the original, or by violating one or more of the rules of the
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target language. (The other alternative is paraphrase, which is diecussed
below.) In general, when transleting scientific texts we uiii choose to
violate rules rather thar to leave out content. The choice of which rulee to
suspend, houever, can be & difficult one, and in arriving at this decieion, we
might gst involved in dellcate trade-offs betueen diffsrent possibiiities.

The generator would probably need the ability tc produce a set of aiternative
trees for which different rules had been suspended and then use eome set of
criteria to determine which represented the best compromise. This abiiity to
make compromises wouid be important in 3 working generator, since it often
seems that the sssence of translation is the ability to find good compromieses.

If no satisfactcry compromise can be found, the next step is to try
paraphrase. ! am using "paraphrase” in a special sense here to mean a change
in the explicit meaning, although not in the total meaning of a text., Let me
give a simple example of a situation in wuhich explicit meaning differs but in
which total weaning is equivalent. The English phrase "a clear day” appeare
in German as "ein heller Tag" (literaily, "a bright day"). Obvioueiy, if the
sky is clear of clouds, then the sun can be expected to shine brightly, and if
the sun is bright, we expect the sky to bs clear. The tuo languagee pick up
on different ends of this if-and-only-if relationship. But, although expiiclt
statements differ, the implication is still roughly equivalent.

This particular example would probably best be handled in dictionary
definitions, bQ transiating hel! as clear under certain circumstances; we
probably would not use a general paraphrase mechanism. Not a!l possible
paraphrases, of course, can be anticipated in this way. I[f the generator
cannot translate a phrase, us will want it to consider the implications to eee
if another aguivalent phrass can oe found. This will involve a return to thes

deductive component, since only a fraction of the impiicit meaning of a
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sentence is carried in the semantic representation. Tre deductive component
Would presumably find an equivalent paraphrase, alter the semantic
representation, and send this neu representation back to the generatnr for

arother try.

oKk

Although the generator currently implemented is very |limited in scope, 1
have tried to foresss the kinds of extensions that would be neceseary. The
impor tant features of the generator are that it uses the semantic
representation as input and that it is not constrained to generate components
in the |inear order that they uill appsar in a sentence. Hith the extensione
made to PROGRAMMIAR, we can maintain a generation tree, and it is possible to
by-pass syntactic specialists or definition routines, to specify a definition
list to be used, or to explicitly rule out particular word choices. Emphasis
has been placed on some problems that are traditionally considered stylistic,
but which are of considerabla importance for translation. A great deal more
analysis needs to be done on the ssmaniic motivation for particular syntactic
choices, and the generator would also benefit from investigations of problems
such as repetitiveness and ssntence length. Finally, the issues aiscussed in
section 6.5 - avoiding ambiguity, suspsnding rules, and paraphrase - are

problems that are wide open for further research.
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Chapter 7 -- Conclusions
In the course of describing the implementation, | have diecueeed eome
problems and some solutions. Kot all of the problems have been satisfactorily
solved, and among thess ars soms, [ think, that are Interesting enough to
justify more intensive research. In this final chapter, let me revieuw uhat I

consider to be the major problems encountered in this project and make eome

. remarks about the different solutions proposed.

Heading the list of problems in Rechanical transl!ation is still, of
couree, the problem of understanding. This was outside the ecope of the
project, but | uant to emphasize agaln here that true understanding of the
source text is crucial to trustuorthy transiation. Related toc this is the
iesue of accountability. A user should aluays be able to ask a system uhat
choices uere made and why. Just as a human translator could give reasons for
a particular disambiguation or word choice, I think It |e essential that a
system be able to do the same. This uill not guarantee reliability, but it
does give the user some control by giving him a chance to catch gaps in the
knouledge base, incorrect assumptions, etc.

The first problem encountsred in ths implementation was that of parsing
German text. Here, there were tuo difficult areas - German Inflection and the
relatively wide (compared to English) syntactic variety, i.e. prenominal
clauses, the relative freedom of word order for verb objects, end-order
constructions, etc. The former involved changes to PROGRAMMAR to handle
multiple feature liste. These changes uere extensive, although of a routine
nature. [f PROGRAMMAR had originally been uritten to handie Russian or
Icalandic, the morphology of German uould not have come as such a shock.
English is biased almost exclusively touard word order in the linguietic

trade-off betueen morphophology and uord order, so one would expect to need
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fairly extensive changes in order to handle a morc heavlly Inflected |anguage.

Witn respect to actual parsing performance, | would say that the genera!
approach used by Winograd is as good at handiing German as it is at handling
English. That is to eay, the performance of the parser |eaves no doubt that
it could someday be extended and embedded In a practical system. There remaln
certain trouble spots, however, that are present In English but are
exacerbated in German. The implementation uses a number of ploys to deal with
the more varied syntactic choices of German, but It Is not clear that the
solution is general enough. The recent dissatisfaction expresces about backup
in language parsing seems to be well-founded, and it will be interesting to
see the results in this area.

A key question in mechanical translation Is what the input to the
generator should look like. In designing the Implementation, ! started with
tuo assumptions about this issue. The first wae that for a given target
language we can predict the sorts of information that wlll be necessary for
generation and the sorts that will not. Second, | assumed that surface
generation would be enough, that the generator could follow the general
organization of the source text sentence for sentence. These are based, In
turn, on the underlying hypothesis that transiation of sclentiflc prose does
not need the full power of a general purpose generator. Adopting these
assumptions resulted in a commitment to the use of a semantic representation
as input to the generator. In chapter 6, we sau that these assumptions do not
aluays hold. Some situations require paraphrase, and in others we might have
to restructure the message entirely. 1 think they are true often enough,
however, to justlfy substantlal differences hetueen the form of gsnerators for
tranglation and general purpose generators. | could be wurong in this,

however, and only Increased research will tell whether efficlency Iles In the
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directicn of a speclal purpose or of a general generating process.

There are many aspects of the two languages considered here that 1 would
like to have inveetigated in more detaii. All of these, I think, are
interesting research areas in thelr oun right, irrespective of th.
Implementation Involved. Only a token gesture nas made toward using
information about collocations for parsing and generation. It would be
interesting to ses how this infcrmation could be ueed to build up lexical
expectations about the rest of the sentence, in addlition to the syntactic
expectations currently embedded in the parser. Furthermore, the area of
generation poses a number of interesting questions, many of which have been
given only rudimentary ansuers here. Iseues of uord choice aiid sentence
length decerve more attentinn, A good dea! more analysis needs to be done on
quections of semantic motivation for surface structure choicea. Finally,
another verry interesting problem is that of euspending rules to make good
generating compromises.

Throughout thie project, I have been continually impreseed by both the
economy of natural language as a ~ommunication medium and the varicty of ite
mechanisms. [ find this convincing evidence that any tranelating system that
throus away information, be it eyntactic, lexical, or eemantic, cannot hope
for succese. In the end, only a total approach to lenguage will offer even an
initial solution to the translation problem, ard a lot of intriguing questions

gtill remain unansuered,
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APPENDIX A. HORD FEATURES

WORD OEFINITIONS FOR THE INTERPRETIVE GRAMMAR REQUIRE THE FOLLOWING SYNTACTIC
INFORMATION.

STARRED FEATURES INDICATE REQUIRED MATCHES IN INFLECTION. FEATURES WITH DOTS
INDICATE TYPES OF FEATURES:

PERSON= P1ST P2ND-FAM P2NO-POL P3RD

GENDER= MASC FEM NEUT

CASE= NOM GEN DAT ACC

NUMBER= SING PLUR

ADJECTIVE, EITHER ONE THAT CAN BE DECLINED OR NOT,

COMP =FORMS COMPARATIVE

SUP = FORMS SUPERLATIVE

IF A SUPERLATIVE OR COMPARATIVE IS ACTUALLY FOUND THEN THE FEATURES SUPERL AND
COMPAF. ARE ADDED. '

ATTRIBUTIVE ADJECTIVES:
(ADJ ATTR  DRCL COMP 30P)

COMPLEMENTS:
(ADJ NODECL COMP SUP .CASE. )
NOOBJ

ADJECTIVES THAT MODIFY VERBS OR OTHER ADJECTIVES:
(ADJ RELMOO NOOECL COMP SUP )

THOSE RELMOD ADJECTIVES THAT MAY NOT APPEAR IN THE FIRST POSITION IN THE
SENTENCE:
(ADJ RELMOD NON-FRONTAL)

POSTNOMINAL ADJECTIVES:
(ADJ POSTNO NODECL)

i € FUR:

WO, WARUM, WOHIN, ETC.:
(ADJ INTER)

WCRUBER, WORA'S, WOZU, ETC.:
(ADJ INTER ' _-FORM)

ADVERB MODIFYING ADJECTIVES AND DTHER ADVERBS:
(ADV)

BINDERS:
(BINDER)

COORDINATING CONJUNCTIONS:
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(CONJ)

OER OIE ODAS ETC.:
(OET DEF .GENDER. .CASE. .NUMBER, )

DIESE J=° " ETC.:
(ENDINC:. TERMINE GEMDER, CASE & NUMBER)
(DET Dt ..0J)

EIN KEIN EINIGE:
(ENDINGS DETERMINE GENDER, CASE, & NU'BER)
(DET INOEF SING)

PLUR

WELCHE:
(DET INTER DECL)

WESSEN:
(DET INTER NOOECL P.GEN)

HEIN DEIN ETC.:
(ENDINGS DETERMINE GENDER, CASE & NUMBER. SEE POSS-SUBT™ FOR P.)
( BET POSS P.PERSON. P.GENDER. P.NJMBER. )

JA, NEIN, DANKE, AHA:
<.NTERJECTION)

STRONG NOUNS, THAT IS THOSE THAT (/AYE A REGULAR DECLENSION:
(NOUN STRONG .GENOER. GEN-ES NOPLUR )
GEN-S PLU@

PLIR-EN

PLUR-E

PLUR-ER

PLUR-N

PLUR"E

PLUR"ER

PLUR"
IF THE NOUN MAY TAKE MORE THAN ONE GENITIVE OR PLURAL ENDING, THESE ARE L.ISTED
SIOE BY SIDE IN THc FEATURE LIST, RATHER THAN IN SEPARATE ENTRIES.

WEAK NOUNS, LIKE SOLOAT. MENSCH, ETC.:
(NOUN WEAK .GENDER.)

HIXED NOUNS:
(NDUN HIXED .GENDER.)

NOTE: ALL NOUNS ALSO MAY BE EITHER COUNT, 'ASS OR PROPN (PROPER NOUN). SHOLD
A PARTICULAR NOUN BELONG TO MORE THAN ONE oF THESE CATEGORIES THE FEATURES
WILL BE LISTED TOGETHER IN THE SAME WAY THAT THE TRANSITIVITY PROPERTIES ARE
FOR THE VERB.

WEAK AND MIXED nOUNS MAY INCLUDE GENITIVE ENDINGS IN .RREGULAR CASES.

CAROINAL NUMBER:
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(NUM)

DIE MEINIGE, DIE MEINE, ETC.

INFORMATION PREFIXED BY 'P* REFERS TO FEATURES OF THE PRONOUN ITSELF, WHILE
UWPREFIXED INFORMATION (GENDER CASE & NUMBER) WILL BE ADDED WHEH THE ENDING IS
EVALUATED.

(POSS-SUBST P.GENDER. P.PERSON. P.NUMBER )

PREPOS! TION:
(PREP .CASE. PRE )
POST

HMAN JEMAND ETC.:
(ENDINGS SUPPLY CASE & NUMBER)
(PRON ABSTRACT INOEF )

WER, HAS:
(PRON INTER .CASE.)

MEIN- ETC.

(SEE POSS-SUBST FOR EXPLANATION OF P. ENDI!NGS DETERMINE GENDER, CASE, +
NUMBER. )

(PRCN POSS P.GENDER. P.PERSON. P.NUMBER.)

DA-COMPOUNDS:
(PRON PREP RELMOOD)

ER SIE ES ETC.:
CASE MAY BE EiTHER (NOM GEN DAT ACC REFL LEMF)
(PRON PERS DEF .PERSON. .GENDER. .CASE. .NUMBER. )

DAS, UWAS, DA:
(PRON PERS RELMOO)

EIN, KEIN:
(ENDiNGS SUPPLY CASE & NUMBER)
(PRON PERS INDEF )

DER, DEREN, WELCHE, ETC,:
(PRON REL .CASE. .GENDER. .NUMBER.)

SELBST, ALL, ETC.:
(QUANT HASS )

COUNT
PARTICLE USED AS SEPARABLE PREFIX:
{SEPPR)
VERSB:
(VERB REG UML  SEIN . TRANSITIVITY, -SEPPR .SEPPR.)
IRR ---—  HABEN +SEPPR

MIXED INS"PPR
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IF -SEPPR, THEN THE SEPARABLE PREFIX IS GIVEN. FOR SEPARABLE PREFIXES, BOTH
PARTS OF THE WORD MUST BE ENTERED SEPARATELY IN THE DICTIONARY, ALTHOUGH
SEMANTICS NEED ONLY BE HUNG ON THE COMPOUNO. THE COMPOUND ENTRY IS LABELED
WITH +SEPPR ANO DOESN'T NEED THE INOIVIDUAL SEPPR SPECIFIED, EITHER IN FEATURE
LIST OR COLLOCATIONS.

TRANSITIVITIES ARE:
A+D R+A U+A A+G A+A R+D R+C A+P AME REZADRGNUPE |

1=INTRANSi TIVE A«ACCUSATIVE D=DATIVE G=GENITIVE N=NOMINATIVE R=REFLEXIVE

Wa (FOR WEMFALL) DATIVE REFLEXIVE P=PREPOSITION AS OBJECT Z-RANKSHIFTED NOUN
GROUP E=ANY ADVERBIAL. SOME VERBS HAVE OBLIGATORY LOCATION, TIME, ETC. JUST
WHICH CASE APPLIES 1S SPECIFIED ROUGHLY IN SEMANTIC RESTRICTIONS.

IF A VERB HAS MORE THAN ONE TRANSITIVITY RELATION, THESE ARE INCLUDED IN
PARENTHESES IN ONE DEFINITION, RATHER THAN MAKING SEPARATE LISTS FOR EACH ONE.
THESE LISTS ARE THEN EXPANDED AUTOMATICALLY WHEN ENCOUNTERED.

T
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APPENDIX B. SAMPLE PARSE

EIN DEUTLICH SICHTBARES ZEICHEN FUR DIE IM NERVENSYSTEM VERLAUFENDEN
EPREGUNGEN [ST DAS SPIEL DER CHROMATOPHOREN.

(((EIN DEUTLICH SICHTBARES ZEiCHEN FUR DIE [M NERVENSYSTEM VERLAUFENDEN
ERREGUNGEN IST DAS SPIEL DER CHROZiATOPHOREN )

(CLAUSE HAJOR TOPLEVEL DECLARAT!YE REGULAR-ORDER)

({(EIN OEUTLICH SICHTBARES ZEICHEN FOR DIE IM NERVENSYSTEM VERLAUFENOCEN
ERREGUNGEN)

(NG NOM FULL NOUN DET INDEF ?"UT SING P3RD COUNT)

(EIN (DET INDEF SING NEUT NOM))

{(DEUTLICH SICHTBARES) (ADJG ATTR NEUT SING MIXED NONEX)

(DEUTLICH (ADJ RELMOD UNDECL COMP SUP))

(SICHTBARES (ADJ ATTR DECL MIXED NEUT NOM SING COMP SUP)))

(ZEICHEN (NOUN STRONG NEUT NOM SING P3RO GEN-S PLUR8 COUNT))

((FUR DIE 1M NERVENSYSTEH VERLAUFENDEN ERREGUNGEN)
(PREPG SIMPLE)

(FOR (PREP ACC FRE!)

((DIE IM NERVENSYSTEM VERLAUFENDEN ERREGUNGEN)
(NG ACC SIMPLE DET DEF NOUN PLUR MASC P3RD COUNT)

(OIE (DET CSF ACC FEM PLUR))

((IM NERVENSYSTEM VERLAUFENDEN)
(CLAUSE RSQ PRESP PRENOM NONEX SUBOROINATE FEM PLUR ACC WEAK)

( (1" NERVENSYSTEM)
(PREPG NO-RSQ ADVERBIAL)

(IM (PREP MIXED PRE))

({11 NERYENSYSTEM)
(NG DAT NO-RSQ DET DEF NOUN NEUT SING P3RD COUNT)

(IM (DET DEF NEUT DAT SING))

(NERVENSYSTEN
(NOUN STRONG NEUT DAT SING P3RD GEN-S PLUR-E COUNT))))

{YERLAUFENDEN
(PaRT PRESP DECL WEAK FEM ACC PLUR ATTR IRR UL SEIN NO-GE

E . i il i i P P SR Sage gy —Sr I WNNAE S — e
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MVB PLAIN P AS-VERB)))
(ERREGUNGEN (NOUN STRONG FEM ACC PLUR P3RD PLUR-EN COUNT)))))

(IST (VERB IRR MVB PLAIN SEIN NO-END N PRES INODIC P3RD SING))

((DAS SPIEL DER CHROMATOPHOREN)
(NG NOM FULL DET DEF SING NEUT NOUN P3RD COUNT)

(DAS (DET DEF NOM NEUT SING))

(SPIEL (NOUN STRONG NEUT NOM SING P3RD GEN-S GEN-ES PLUR-E COUNT))

((DER CHROMATOPHOREN)
(NG GEN SIMPLE DET DEF NOUN PLUR MASC P3RD COUNT)

(DER (DET OEF GEN MASC PLUR))
(CHROMATOPHOREN (NOUN PLUR-EN PLUR P3RD GEN GEN-S MASC COUNT))))))
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APPENDIX C. A SECTION OF THE CONCEPT MARKER TREE

EACH CONCEPT MARKER IS LINKED TO ITS PARENT BY THE UP PROPERTY ANO TO ITS
JAUGHTERS, IF ANY, BY QOWN. THE ORDERING OF RESTRICTION LISTS CORRESPONOS TO
THE ORDER OF THE SEMANTIC ARGUMENTS OF THE RELATION.

(DEFS AMENTAL-PROCESS UP WRELATICN
DOWN  (#PERCEPTION #REACTION #COGNITION])

(DEFS MPERCEPTION UP AMENTAL-PROCESS
DOWN  (WSENSORY-INYOLUNTARY  #SENSORY-VOLUNTARY))

(DEFS AHSENSORY-INVOLUNTARY UP APERCEPTION
COWN (MODISTINGUISH #PERCEIVE))

(DEFS ADISTINGUISH UP #SENSORY-INYOLUNTARY
RESTRICTIONS: (MLIVING-THING #CONCRETE ACONCRETE))

(DEFS MPERCEIVE UP #SENSORY-~INVOLUNTARY
OOWN  (#SEE))

(BEFS #SEE UP #PERCEIVE
AESTRICTIONS: (HANIMAL #CONCRETE))

(DEFS HSENSDRY-VOLUNTARY (WPERCEPTION)
OCWN (#DBSERVE))

(DEFS HDBSERVE UP #SENSORY-VOLUNTARY
RESTRICTIONS: (WHUMAN HOBJECT))

(DEFS AREACTION UP AMENTAL-PROCESS
OOUN  (MIISH-FOR))

(DEFS AUISH-FOR UP AF.CACTION
RESTRICTIONS: (MHUMAN (EITHER: #RELATION #0BJECT)))

(DEFS ACOGNITION UP MENTAL-PROCESS
DOWUN (ANEUTRAL-COGNITION AVALUE-ASSIGNED))

(DEFS ANEUTRAL-COGNITION UP #COGNITION
COWN  (#XNOW;)

(DEFS #XNOW UP ANEUTRAL-COGNITION
RESTRICTIONS: (#HUMAN AFACT))

(OEFS HVALUE-ASSIGNED UP #COGNITION
OOWUN (#ASSUNME))
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SAMPLE SEMANTIC REPRESENTATION

A sample representation of the sentence, "Ein deutlich sichtbares Zeichen f0r
die ir Nervensystem verlaufenden Erregungen ist das Spiel der Chromatophoren
der Cephalopoden.” Semantic structures produced for tense and those produced
by determiners have been omitted for clarity.

RSS
HEQUATE
1 ]
HEAD HEAD
META RSS
HSOMETHING HPLAY
HEAD
HEAD
RSS
HABLE
HEAD 0SS
HCHROMATOPHORE
RSS
HSEE
1 L
0sS RSS
HPERSON #HAVE -AS-PART
1
RSS 0ss
HHAVE -PROPERTY HCEPHALGPOO
] 1
FSS
#OPTIMUM-COGNITIVE SEE NEXT PAGE
]
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APPENDIX 0. (COND.)

SEE PREVIOUS PAGE

RSS
HINDICATE

HEAD
0SS
HEXCITATION
RSS
HRUN-AROUND
RSS
HCONTAINFENT
0ss

#NERVOUS-SYSTEN




