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FOREWORD

The motivation for this effort, begun in 1970, was the inadequacy
ov the available descriptions of coherent receiver performance in very
Tow frequency /VLF) and low frequency (LF) atmospheric noise. Extensive
on-air testing of coherent VLF/LF communication systems clearly showed
that their real-world performance was far different from that calculated
for and measured in white Gaussian noise. Moreover, modulator-demodulator
(modem) systems designed to be optimum in Gaussian nnise are not
necessarily optimum in atmospheric noise. Hence, a quantitatively
accurate characterization of coherent detection in VLF/LF atmospheric
noise would provide the capability of accurately assassing system
performance and a basis for developing optimum real-world modem and
receiver systems.
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ABSTRACT

This report is concerned with the performance analysis of

coherent modems in atmospheric noise. Specifically, Phase Shift Keying

— _ .
L ——

(PSK, biphase), Coherent Frequency Shift Keying (CFSK), and Minimum
Shift Keying (MSK) modems are described and analyzed for error rate
B performance in the non-Gaussian, impulsive, atmospheric noise typical d

of a very low frequency (VLF) radio communication channel. The

ey

analyses include both linear and non-linear (band-pass, hard-limiting) | o

pre-detection signal processing. In each case experimentally derived
error rate performance data is presented which shows close agreement

with the computational results of the analyses. L

DA A

The firs: part of the aralysis is a survey of atmospheric noise !
representations. This 1néiudes descriptions of the power-Rayleigh '
first order statistical model used in the linear and pseudo-1linear
(Yarge bandwidth ratio, hard-1imiting receiver; analyses and the {
filtered Poisson impulse process used in the analyses of small band-
width ratic, hard-1imiting receivers. Following a complete description ]
of the modulation and demodulation processes for the three systems, a ]
numerical pro--durz is developed for evaluating linear-system error
probabilities. Next, the Pulse Statistical Analysis (PSA) technique
(employing a filtered Poisson impulse process with monotcnically related,
; power-Rayleigh distributed pulse amplitudes) 1s.deve1oped and shown to
[ be quantitatively valid for hard-11m1tihg recy'rers where the bandwidth
‘ ratio (ratio of 1imiter bandwidth to detection bandwidth) is less than 8.




Finally, the Impulsive Noise Subtraction (INS) technique is developed

in which enhancement of signal-to-noise ratios by bzrd-1imiting is >
| calculated and the residual (post-limiting) nnise statistics are {
obtained by "best-fit" numerical convolution techniques. Employment
of these residual signal and noisa statisticy in 1inear performance
analyses {is shown to yield quantitatively accurate error rate
performance data for a bandwidth ratio (BWR) in the range |
12 < BWR < 37.55. i
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Chapter 1 (
INTRODUCTION

1.0 General
Practical radio comunication was first implemented at frequencies J
below 1 MHz. However, because of the substantial atmospheric noise !

; environment and physically massive, but electrically small, transmitting ‘ \

antennas required for this range, subsequent technology has emphasfzed

higher frequency systems. Nevertheless, very low and low frequency

L (VLF/LF) communication systems in the 10-100 kHz band are still the most

—w

reliable means of very long range surface to surface communications.
Some of the attractive characteristics of radio transmission in the
VLF/LF band are: (1) Very low propagating signal attenuation rates -
L on the order of 2-5 dB per Megameter [54); (2) Minimal signal fading
) where the maximum fluctuations are on the order of a few decibels and

the rates are on the order of decibels/hour; (3) Very high signal

! phase stability which makes coherent medulaticn/demogulation a

practical approach. On the other hand, the previously mentioned

} drawbacks are quite significant. The massive transmitting antenna

structures use vertical elements of over 200 meters and horizontal

current distritution elerents (overhead “top-hats" and ground planes)
which occupy areas of hundreds of acres per station. Even so, the

t antennas are electrically small and efficiencies above 10 percent are

‘ achieved usually at the cost of antenna bandwidths which are on the
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order of 10 - 100 Hz. Because of these minimal VLF/LF radiation
system bandwidths, only binary teletype signalling is practically
employed. Moreover, the narrow system bandwidths lead to the use of
phase-continuous, constart-envelope, angle-modulation for the teletype
data transmiccion. (an particular, Freauency Shift Keying (FSK) rather
than on-off or Arplitude Shift Keying (ASK) is typically used on the
more modern sys.ems.) The other 1imiting constraint is the noise
environment. Here the average atmospheric noise power is approximately
proportional to the inverse square of frequency [26] down to 20 kHz

and 1t becomes increasingly impulsive at the lower frequencies. This
high-level impulsive ambient ncise is the usual 1imiting factor on
VLF/LF communication system range. It 1s especially significant that,
in spite of many years' experience in VLF/LF radio coomunications,
there has been relatively 1ittle performance analysis of VLF/LF
communications systems in the ambient atmospheric noise. This is
especially true in regard to modern coherent modem systems. The
reasons for this deficiency are: (1) the aforementioned emphasis on
higher frequencies for radio communication; (2) the practical difficulty
of mathematically representing the atmospheric noise process, which is
non-Gaussian and non-stationary over any extendeu period; and (3) the
non-1inear roceiver techniques used to optimize signai demodulation

which complicate the analysis.

X
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1.1 Object of the Investigation

The purpose of this study is to develop a practical means of

analyzing the performance nf advanced VLF/LF coherent receivers in
atmospheric noise. The analysis includes both linear and non-linear
pre-detection signal processing. The quantitative end product of

these analyses is bit (or decision) error rate as a function of received
signal to noise ratio. However, in arriving at a viable analysis

which produces meaningful error rate data, there are some {mportant
considerations. First, the analytical procedure must account for the
non-Gaussian nature of atmospheric noise and yet be consistent with
performance analyses of these systems in Gaussian noice. It must
include the effects of receiver band pass filtering. It must accurately
depict the receiver non-linearities. Finally, and most significantly,
the computed results should be consistent with the available, even if

limited, measured-performance data.

1.2 Tho Report
This report. presents the basis and results of a comprehensive

error-rate performance analysis of three coherent VLF/LF modulator/
demodulator (Modem) systems in atmospheric noise. The coherent modem
systems considered include: (1) Coherent Phase Shift Keying - 2 phase
(PSK); (2) Minimum Shi“t Keying (MSK); and (3) Coherent Frequency Shift
Keying (CFSK). Al1 three of these systems employ angle modulation and
maintain a constant signal envelope. However, only the latter two,
MSK and CFSK, are characterized by the phase-continuous waveform

necessary for compatibility with the high-Q transmitting systems.

The PSK analysis fs included because 1t is relatively simpler and provides




2 basis for the analysis of the more practical MSK and CFSK systems.

(A detailed description of all of these systems is provided later.) :
The study includes both linear and non-1linear pre-detection signal Y
processing in the receivers. Here, the term "linear" implies that !a

signal mixing results only in frequency translation of signal plus

noise, band-pass filters are passive and thus linear, and amplifiers
are operating in a linear renge. The non-1inear receiver considered
employs a band-pass hard 1imiter preceding the coherent detector(s).

(This type of noise suppression has been shown experimentally [35] to

be superior to more moderate clipping or "hole-punching" [or blanking]
in Tow frequency atmospheric noise. Moreover, other operational
experience at VLF/LF has indicated that the hard-l1imiting of signal
plus atmospheric noise tends to minimize the effects of the acmospheric

noise.)

Overall, this report consists of three major areas: (1) the
basis of Lthe analysis; (2) the development of mathematical expressions
for the computation of error rates; and (3) presentation of computed
arror rates and their comparison with experimentally derived data.

As an introduction to the performance analysis a survey of the various
atmospheric noise representations is presented along with a careful
description of the noise process actually used in the subsequent
analysis. Likewise, there is a complete description of the signal
modulation and demodulation processes for the three modems to be
analyzed. The analysis, per se., 1s divided into two parts:

(1) linear receiver detection, and (2) hard-1imiting receiver detection.
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In turn, the analysis of the non-1inear hard-1imiting receiver {s i
divided into two general cases: (1) the case where the ratio of the '
Vimiter bandwidth to the detection bandwidth (BWR) 1s small (i.e.,

BWR < 8) for which the method of Pulse Statistical Analysis (PSA) is ;
applicable, and (2) the case where BWR 1s large and the technique of '2
Impulse Noise Subtractica (INS) 1s applicable. In each of these

two parts, the available measured performance data is compared with

the computed performance of the PSK, CFSK, and MSK detection systems. h

1.3 Significance of the Analyses Y

As a consequence of the lag in developing comprehensive useful
analyses of VLF/LF communication system performance, the design of
optimuri modem and receiver techniques has simitlarly lagged. Thus, to
overcome the deleterious effects of atmospheric noise, VLF/LF system
designers have often gone to the expedient of very high transmitter
powers to compensate fer inefficient modem techniques and receivers
whose performance is drastically degraded by impulsive noise. Such
systems may have some success but are inefficient. More recently,
useful analyses for 1inear detection of non-coherent FSK and coheren-.
PSK have been developed [39], [45], [48], [37], [14]. On the other
hand, practical coherent VLF/LF modems have had only minimal analytic
consideration in the 1iterature. Only the work of Beach! [3] and
Omura and Shaft2 [42] deal with CFSK performance and these results are

1The computed results were judged to be useful for qualitative
comparisons of receiver techniques, but were quantitatively divergent
from measured data. ([3], p: 196)

251m11ar1y, the computations are conceded to achieve "only modest
agreement between theoretical and experimental results". {([42], p: 667)




quantitatively inaccurate for the more optimum non-11near receiver t
i

systems. _Mofeover. there has been no analyt.. ccnsideration of the o
| performance cf the HSK system in atmospheric noise. Thé analysis in {
| | this dissertation of ‘MSK modem performance 1n 2tmospheric noise is

especialiy significant in that it shows MSK to be substantially more

efficient than the CFSK system. Eurthermorge,it_provides A.good

quantitative descript.ion of coherent system_performance as improved

by hard-limiting atmospheric noise reduction. The ana,yses presented .

here of these advanced, but practical, VLF/LF coherent moden sysxéﬁs»

} provide a quantitative basis for the design and operation of VLF/LF .

communication systems.

d 1.4 PBackground

b » .
l In order to put the present analysis in perspective, it 1s'w
, /




fact that, in 2 1inear receiver system, the input signal plus Gaussian
noise process results in a Gaussian random varialiie at the detector f
output. Similarly, the linear CFSK receiver produces a detector 5
output which is a Gaussian random variable when the receiver input is
a signal plus Gaussian noise process. Such analyses have been |

described by numerous authors [50], [29], [33]. Analyses of linear

] MSK detection are not so widely available - perhaps because of the :
more recent develcpment of this technique. Nevertheless, Linfield f
‘ 3:'51, ~ and Beach [33] have provided an adequate analysis of the 1inear MsK

o recedver. !

L " Proceeding to a consideration of analyses of linear receivers in
:%;;fﬁ'«fﬁzsbhEQ!c noise, we find the 1iterature to be far from replete.
b T p"’. ) -

,L-{“égﬁfact, the only anaiytical techniques are addressed to PSK,

-

| m e - e e o

j?a1Aphase shift keying (DPSK), and non-coherent FSK systems.
31 the only significant experimental results in VLF/LF

?icﬁgﬁfSeiafe for the CFSK and non-coherent FSK systems.

it on RO,
NPT - - v

Wi

f%§$§36é533{593 for Gaussian noise. This analysis uses the reasonable

_gaéfﬂaff the probabi'ity that the noise envelope exceeds a

e
T, e

"ﬁ%gégieve1 equivalent to the signal voltage. (Omura and Shaft

f'ﬁrodqced similar numerical results by calculating the error rate of

g an-coherent 1og-normal, rather than Rayleigh, fading channel in




theoretical basis.) Unfortunately, Montgomery's technique cannot be
applied directly to the analysis of coherent detection in atmospheric
noise. Here the method described generally by Spaulding [48] and more
specifically by Shepelavey [45], does provide a means of determining
the error rate performance of coherent PSK systenis in atmospheric
noise. This technique has been adapted in this study to the

analysis of linear CFSK and MSK systems and a detajled dascription is
included in Chapter 4. A subsequent study of Spaulding [49] considers
the DPSK system in atmospheric noise. OQverall then, the literature
contains techniques for the analysis of 1inear non-coherent FSK,
coherent PSK, and DPSK receivers but does not provide any analytic
treatment of 1inear CFSK and MSK receivers in atmospheric noise.
Because of the sub-optimum nature of non-coherent FSK (with respect
to CFSK and especially MSK) and the unsuitability of PSK and DPSK for
VLF transmission, this constitutes a significant gap in the analysis
of linear VLF/LF modem techniques.

In the realin of experimental results, the only experimental
performance resuits for linear coherent VLF/LF systems are the
measured PSK data of Linfield and Plush [32] and the CFSK data of
Entzminger, etal [14]. On the other hand, experimental performance
data for non-coherent FSK is presented in various sources [14],

[33], [53]. As before, the more optimum coherent systems are not
described. Thus, it must be conceded that there is a dearth ir. both
experimental and analytical performance data of linear coherent VLF/LF

nodem performance.




Although the analytical and experimental déscr1pt10ns ot linear '
|
|

(FSK and MSK modem performance in VLF/LF atmospheric noise leave much

to be desired, the available treatments of non-linear CFSK and MSK .

|
modem performance in atmospheric noise are even less satisfactory. N
The analyses by Beach and George [3] and Omura and Shaft [42] of CFSK l

performance are quantitatively divergent from measured experimental
results. Similarly, the CFSK performance estimates by Linfield and
v Beach [33] and Hartley [22] do intersect their experimental results,
but only at one point (See Chapter 6). Other analytical treatments
of non-1inear modem performance in impulsive noise have been provided | :

by Sisco [46] and Bello and Esposito for PSK [5] and DPSK [6] and by i

Lindenlaub and Chen for PSK [30]. Experimental performance data for
L hard-1imiting reception and detection of CFSK in atmospheric noise

R g

is also presented by Linfield and Beach [33] and Hartley [22]. Other
significant experimental data includes that of Mallinckrodt [35] for
DPSK reception using noise-clipping and noise-blanking receivers in
low frequency atmospheric noise. A brief discussion of these resuits
in provided in the following paragraphs.

1.4.1 Analysis by Beach and George [3]

This study of modem performance in impulsive atmospheric noise
addressed coherent PSK and FSK reception and non-coherent FSK reception.
. It further considered the effect of peak clipping at various levels,
logarithmic 1imiting (suggested by Hall [20] to provide optimum
efficiency in the face of his proposed noise model as discussed in
Chapter 2), and "hole-punching", or noise-blanking. The error rate

analyses are based on a pulse statistical noise model whereby the
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detector functionals (time integrals of the signal plus noise processes)
are expressed in terms of a truncated Edgeworth series. The resultant
computed error rates for CFSK with limiting and noise blanking are
substantially lowar than have been achieved experimentally. Moreover,
for the peak-1imiting receiver, as the limiter voltage threshold
increases (tending toward 1inear receiver operation), the error rate
characteristics tend toward the same shape as that produced by Gaussian
noise. This 1s the reverse of the experimentally observed effect where
the error rate curve steepens in slope (toward that produced by Gauss .»
noise) as the 1imiter threshold is lowered (toward a hard-1imiting
effect) [33]. This quantitative and qualitative divargence of the
analysis from known system performance is acknowledged in the study.
Unfortunately, no means of rectifying the difficulties associated with
this relatively sophisticated analytical model have evolved.

1.4.2 Modem Performance in VLF Atmospheric Noise by Omura and Shaft [42]

This study of modem performance in atmospheric noise addresses
both 1inear and non-1inear (clipping) reception of coherent FSK and
PSK and non-coherent FSK signals. It further categorizes the linear
systens as either "long integration time" (narrow detection bandwidth),
where the bit rate is small encugh to permit signal integration over
many noise pulses, or "short integration time", where the bit rate is
comparablie to the reciprocal of the mean duration of noise pulses.

To accommodate these different conditions, separate analyses are
presented. However, all are based on the Log-Normal! Noise Model which
is described in Chapter 2. The paper first addresses the "long

integration time" linear case and, employing the central 1imit theorem

10




in assessing the additive effect of multiple noise pulses per bit,

treats the noise as being nearly Gaussian. A similar result is also
obtained by employing th2 procedure of Crichlow, etal [11] (or utilizing
Figure 26 of CCIR-322 [26]) for converting the amplitude probability
distribution (APD) of wideband impulsive noise to the near-Gaussian
APD consistent with a narrow detection bandwidth. The “short integra-
tion time" linear analysis employs two approaches: (1) » log-normal
fading noise model for non-coherent FSK, and (2) direct integration of
the detector functional for PSK using the assumed 10g normal noise
envelope distribution (direct integration of a PSK detector functional
is also employed in this dissertati~~ in the 1inear system analysis
of Chapter 4). Finally, the oaper considers the effect of signal and
nofse clipping in atmospheric noise. The approach here is to apply a
noise reduciion factor and a corresponding signal suppression factor
for the clipping process to the signal and noise terms of the
expressfons used for computing Gaussian-noise error probabilities.

The 1inear "long integration time" analysis, based upon central
1imit theory or Crichlow's noise bandwidth conversion principle, is

only approximate for even a very narrowband communication system. For

—————
p——

example, let the V4 ratio be defined as Vq =4_e—%’a‘2 ‘ where e is
the mean square envelope voltage and e is the average envelope
voltage of the noise process. CCIR 322 [26] shows the average V4
ratio of summer noise at 20 kHz to be greater than 10 dB in a 200 Hz
baidwidth. The effect of integrating the noise is to meke 1t more

Gaussian in character. Gaussian noise has a V4 ratio of 1.049 dB.

1R




From Figure 26 of CCIR 322, a bit integration time of over 5 seconds

is required to achieve a V4 ratio of 1.5 dB 1n the detection bandwidth.

This corresponds to the inordinately slow teletype channel rate of
.286 words per minute.

Figure 11 of this study report shows the error rafe response
of a coherent PSK modem in both Gaussian noise (V4 = 1.049 dB) and in
atmospheric roise (V4 = 1.5 dB). These curves illustrate the relative
precision of the approximation. The l1og normal fading noise model
used for the analysis of linear, "short integration time" non-coherent
FSK is shown to provide results comparable to those produced by
Montgomery's method [14], [22] and in good agreement with measured
experimental data. However, as the authors state, this procedure is
not justifiable on a theoretical basis. The other “short integration
time" analysis - that of the 1inear coherent PSK system - produces
results practically the same as those derived for 1inear PSX in this
study (See Chapter 4). However, their choices of V4 equal to 5 and
10 dB do not provide the best basis for comparison with the published
measured data which has a V4 ratio of 3.75 dB as referenced to the
detection bandwidth of 33.33 Hz [32]. Figure 8 of this report
provides a comparison for V4 = 3.75 dB. Finally, the analysis of
coherent FSK performance in a clipping receiver leads to system
performance computations which are conceded to have only modest

agreement with experimental data. The best agreement occurs using

published experimental data obtained by Hartiey and computed performance

for a clipping receiver where the clipping level was expediently chosen

to be 12 dB above the signal. (The authors point out that Hartley's

12
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clipping level was "not stated".) However, Hartley specifically
described the receiver as employing "a hard amplitude 1imiter in the
output stage which produces a square-wave type output". Thus, the

12 dB clipping level employed in the computational model is clearly
inappropriate for comparison with Hartley's experimental data. Hence,
the implied close agreement of experimental and theoretical results

is not demonstrated.

In conclusion, the most quantitatively useful contribution of
the article is the analysis of 1inear coherent PSK detection. The
analysis of narrowband 1inear systems which employs the Gaussian
noise approximation 1s reasonably accurate, but such systems are
unlikely to be used for practical VL.F communication. Unfortunately,
the analysis of coherent modems with receiver 1imiting (which 1is,
by far, the most significant and practical for c¢ptimized VLF communica-
tion systems) is of very minimal accuracy.

1.4.3 CFSK Performance Estimates by Linfield and Beach [33] and

Hartley [22]

The essence of the coherent FSK performance estimates by Linfield
and Beach [33] and by Hartley [22] is the observation that receiver noise
imiting (especially hard 1imiting) increases receiver system detection

fficiency in atmospheric noise and causes the error rate characteristic

to become steeper. These estimates employ a noise reduction factor
which translates the error rate response characteristic to account for
the improvement in efficiency and represents the error rate character-
istic by that obtained in white Gaussian noise. Although the

experimental data ylelds an error rate response which is steeper

13
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than that obtained in a linear system, the slope is not as steep as
that obtained with white Gaussian noise. It follows that a noise
reduction factor can be determined either empirically or by analytical
estimates such that thé Gaussian response agrees with the experimental
results at one point. However, the difference in response slopes makes
this estimation method relatively inaccurate over any significant
range of error probabilities. It should be noted, however, that the
measured experimental data included in the articles does provide an
invaluable basis for validating some of the computational results
developed later in this report.
1.4.4 Analysis of PSK Performance by Sisco [45]

This study investigated the effect of 1imiting on the performance

of a coherent PSK detector in MF (450 kHz) atmospheric noise. Fi.st,
an estimate of 1inear modem performance is propcsed wherein the noise
voltage is assumed to be 3 dB below the noise envelope voltage, but
similarly distributed. Using this 3 dB noise power reduction,
Montgomery's method [39] is then applied to determine the appropriate
error probability. This procedure, in effect, estimates the performance
of the coherent linear PSK detector to be 3 dB more efficient than a
corresponding differentially coherent PSK detector whose error rate

(as estimated by Montgomery's method) is 1/2 the probability that the
noise envelope is greater than the signal. This technique, at best, is
grossly approximate since the noise voltage and noise envelope voltage
have drastically different probability densities. In the case of

receiver 1imiting, a performance estimate is obtained as follows:

14
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(1) The "clipped-noise" APD is numerically integrated to determine the
noise power reduction; and (2) the 1inear-receiver bit-error rate
characteristic, as described earlier, is adjusted by this noise reduction
estimate. The quantitative results of this procedure differ greatly from
the measured experimental data. As might be expected, this translation
of an already questionable 1inear performance characteristic to account
for the non-1inear receiver response yields an equally questiunable
result for the non-1inear system.

1.4.5 PSK and DPSK Performance in Impvisive Noise by Bello and

Esposito [5], [6]

These studies present a theoretical investigation of coherent

and differentially coherent PSK detection by linear and hard-1imiting
receivers in impulsive noise. The analysis is based on: (1) the

derivation of the Receiver Impulse Characteristic (RIC) defined by

Re (L 0 =355 [ /P(E[I}”)o(}”

where Ry (L, §) is the Kth order RIC, [ is a K-dimensional noise pulse
amplitude vector, § is a K-dimensional pulse occurrence time vector,

V is a K-dimensional noise phase vector, and f; (E/.F, f, f)

is the conditional error probability given that K noise impulses

occur per bit (with the parameters‘l:; é;; #); and (2) the appiication
of the various order RIC's in an overall error probability expression

given by:

R =S p. [ JR(C S, 6)aldS 0
X=1 _l:'

/
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where Pk is the probability that exactly K ncise pulses occur, and Wy

is the joint density function of the parameters .[7, é:. ¢
|

Because of the formidable nature of the above expressions for Y

K > 1, this procedure was applied for K = 1 only to linear and hard ﬂ

limiting receivers. Here the numerical results imply limiter improve-
ment of detection efficiencies in log-normally distributed nofse by
. factors greater than 40 dB. This is much greater than has been achieved

" in practice at VLF and implies that the first order solution of (1) is

insufficient for VLF; unfortunately, the higher order statistics for !

’ VLF atmospheric noise are not available. It should be pointed out,
however, that the pulse statistical analysis (PSA) developed later in
Chapter 5 of this report might be obtained by suitable extension

and modification of the RIC approach.

1.4.6 Matched Filter Performance in Non-Gaussian Noise by Lindenlaub
i and Chen [30]

\ This was an investigation of the performance of a matched filter

(synchronous coherent) PSK detector in Gaussian noise plus impulsive

noise. The investigation was both mathematical and experimental.

Because the direct sum of white Gaussian noise and impulse noise as
used in the study has some resemblance to the VLF atmospheric noise
? process, it provides some insight as to the expected performance of
coherent detectors in an atmospheric noise environment. The general

conclusion of the study, that the signal-to-noise ratio required for

a given bit error rate in the impulsive noise is much greater than that

required for Gaussian noise, is consistent with observed error rate

16




performance in atmospheric noise. A corollary conclusion of this

paper is that a limiter preceding the matched filter detector R
drastically reduces the degradation produced by the impulsive noise, %
but does not significantly affect that caused by the additive Gaussian k

ncise. The efficacy of this procedure has also been observed 1n
atmospheric noise. However, because no combination of Gaussian and
impulsive noise processes has been demonstrated thus far to be equivalent
to atmospheric noise, the analytical portions of this study are not ﬂ

directly applicable to the real-world atmospheric noise environment. \

1.4.7 Experimental Data by Mallinckrodt [5]

In addition to the previously mentioned measured performance
data of Linfield and Plush (Linear PSK) [32], Linfield and Beach
(Coherent FSK in a 1imiting receiver) [33], Hartley {Linear Non-Coherent
FSK, Coherent FSK in a 1imiting receiver) [22], Entzminger etal
(Linear Non-Coherent FSK, Linear Coherent FSK) [14], a significant
experimental contribution has been made by Mallinckrodt [35]. This
effort measured the effect of receiver 1imiting and noise blanking on
differential PSK detection efficiency at low frequency. This carefully
controlled measurement program established that both 1imiting and
noise-blanking greatly reduce the deleterious effects of impulsive
atmospheric noise. More significantly, however, it quantitatively
demonstrated the superiority of noise 1imiting over noise blanking
for performance enhancement. Moreover, it showed that hard 1imiting
invariably equalied or surpassed any other noise clipping or limiting
strategy in improving system performance. The combination of this

experimental finding and the wide operational prevalence of hard
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1imiting receivers (based on practical experience) has led to restricting
the study in this report to linear and hard- limiting receiver
systems.

1.4.8 Summary

Overall, it has been shown that the literature contains adequate
analyses of the coherent PSK, CFSK, and MSK detectors in Gaussfan noise.
In atmospheric noise, the only quantitatively accurate analysis 1s for
1inear PSK detection. - Although the PSK system is impractical for VLF
communication (because of its incompatibility with the narrow-band
transmitting systems), this analysis of PSK can be adapted to treat the
more practical CFSK and MSK systems. In the realm of non-linear
reception of signals in atmospheric noise, there has been no quantita-
tively satisfactory analysis of coherent modems. Even the work of
Beach and George [3], which is the most careful analytical treatment of
non-1inear detection in VLF atmospheric noise, does not achieve close
agreement with experimental results. Other analytical treatments,
which employ modified Gaussian-noise performance descriptions, are even
less descriptive of systen performance in the non-Gaussian atmospheric

noise environment.

1.5 Organization
This study addresses five essential topics in developing

the overall analysis. Therefore, the remainder of the report is
appropriately divided into six additional chapters. Five are analytical

or descriptive and one consolidates the findings and conclusions. These
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subsequent chapters are: (2) Atmospheric Noise - Description and
Models; (3) Coherent PSK, CFSK, and MSK Modem Systems; (4) Analysis
of Linear Coherent Modem Performance; (5) Pulse Statistical Analysis
(PSA) - Predetection Hard-Limitiag with a Small Bandwidth Ratio (BWR):
(6) Impulsive Noise Subtraction - Predetection Hard-Limiting with a
Large Bandwidth Ratio (BWR); and (7) Discussion of Results and
Conclusions. The content of each of these chapters is brisfly
described below.

Chapter 2, which discusses the VLF noise environment. presents a
general discussion of VLF atmospheric noise characteristics, a survey
of atmospheric noise models, and a detailed description of the
atmospheric noise parameters used in the subsequent analyses of this
study. Because the purpose of this study is the gquantitative description
of modem performance and not the development or theoretical validation
of noise models, primairy reliance has been placed on em)irical noise
descriptions. Thus, the atmospheric roise representation emphasiied in
this chapter largely coincides with that empirically developed by
Crichlow, et al [10], [11] and tabulated in CCIR 322 [26]. However,
for the analysis of the hard-1imiting, small BWR receiver, this
representation is adapted to account for the amplitudes of individual
noise pulses of a Poisson process.

- Chapter 3 contains a functional and mathematical description of the
Phase Shift Keying (PSK), Coherent Frequency Shift Keying (CFSK), and
Minimum Shift Keying (MSK) modem systems. The functioral descriptions
are based upon simplified block diagrams and the mathematical

descriptions inciude a definition of the signal structure and a
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matched filter, detectors) for each of the systems.
possibly most significant, a guantitative relatvonship,\. 
detection and CFSK and MSK detection 1s develop ed T@igﬁr'n

“-_::,';u!v‘( H

essentir] to the subsequent analyses of 1inear CF3K apd:

I KA

Chapter 5 considers the analysis of modem perform,nue sﬁife

n:mber of pulses in a bit interval) and to have moroton‘aai’v ¢ «rr‘.utaf

{

amplitude (according to the appropriate amplitude probab1s¥?y ﬁittr:bul’ﬁr*

resylts L .

APD) during each bit or detector-decision interval. bomputat'onai ,J';,; I
of this procedure are presented which show a gooc cnrrespeﬁdeuge;tO'%7’ o e

}

]

20




.experimental CFSK and MSK data for a bandwidth ratio (ratio of limiter

.‘bandwidth to detection bandwidth) of 3.7. Moreover, these computational

;'}f;afiéesﬁlts show a 5-6 dB difference in efficiency between CFSK and MSK

‘ *:detect1on which corresponds closely to the experimental results. This

pérformance differential is not obtained by 1inear demodulation (see

. _Chapters 3, 4, or predicted by Gaussian noise or modified Gaussian

noise [42] analyses. The final part of this chepter is a theoretical

", and experimental demonstration that the PSA technique is not applicable

.. to Lne analysis of hard-1imiting systems where the bandwidth ratio

(BWR) is substantially greater than 8.

As a consequence of the BWR limitation of the PSA technique presented

in Chapter 5, the case where the BWR 1s large is considered separately

in Chapter 6. Here, an approach, designated Impulsive Noise Subtraction

(INS), is used to obtain computed detection performance of large BWR

ccherent systems. This approach employs the hypothesis that hard-

. limiting, in effect, selectively subtracts an impulsive noise component

'5’;‘?rom the overall atmospheric noise. Three independent analyses are

shown to predict similar signa]-to—noisé ratio enhancement factors in
atmospheric noise and a "best fit" synthesis procedure 1s used to
estimate the "residual noise" component which remains after the
postulated impulsive noise subtraction. This "residual noise" plus
signal 1is then analyzed by means of the noise bandwidth conversion
procedures of CCIR 322 [26] and the 1inear system anaiytical results
of Chapter 4. In two large BWR cases, where measured data is given in

the l1iterature, CFSK system performance computed by INS is in remarkably
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close agreement. Conversely, however, a third example where the BWR

= 3.7 demonstrates that the INS procedure is inappropriate for such

- small BWR's.

The overall firdings of Chapters 4, 5 and 6 are consolidated and
discussed in Chapter 7. Here, some general conclusions are drawn from
the computational results. Foremost of these 1sAthat MSK detection is
clearly superior to CFSK detection in atmospheric noise. Secondly, the
computational results quantitatively verify the substantial improvement
in detection efficiency produced by predetection 1imiting. Finally,
the quantitative results clearly show the relative advantage of hard-
1imiting in the widest practical predetection bandwidth (here, the
practical limitation is the need to have sufficient receiver

selectivity to exclude other VLF signals and man-riade interference).
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Chapter 2
ATMOSPHERIC NOISE - DESCRIPTION AND MODELS

2.0 Introduction

Atmospheric noise at very low frequancy (VLF) and lcw frequency
(LF), specifically in the range 10-100 kHz, is the pfincipai constraint
on efficient signal detection at these frequencies. Because of the
excellent radio propagation which characterizes this frequency range,
the atmospheric noise produced by 1ightning discharges - even at great
ranges - is received at amplitudes usually much greater than receiver-
system generated noise. Thus, the ambie~: atmospheric noise is the

predominant naturai noise component in the input of a typical VLF/LF

receiver. This atmospheric noise is highly impulsive and non-stationary

over any extended time interval (greater than 10-15 minutes). Its

impulsiveness is further characterized by high dywamic range on the

order of 6C dB or more. On the cther hand, the low amplitude "background

component” of the atmospheric noise tends to be nearly Gaussian
(Rayleigh envelope) in nature. Unfortunately, the VLF atmospheric
noise process has no readily apparent closed-form mathematical
description. This has resulted in the variety of proposed descriptive

models which are found in the literature.

2.1 Atmospheric Noise Representations

Virtually all representations of the atmospheric noise process are

based upon compiled first order noise amplitude statistics such as found
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in CCIR 322 [26]. Commonly the complement of the first order cumulative
probability distribution of the noise envelope voltage is plotted. This
representation, known as the Amplitude Probability Distribution (APD),
gives the probability that the noise envelope voltage exceeds a given
reference voltage as a function of the reference voltage.

At this point, it is appropriate to clearly specify how the noise
envelope voltage is actually cbserved. 'fhe noise envelope voltage is
measured at the output of a 1inear receiver whose bandwidth, dynamic
range, and gain are adjusted to provide the maximum output signal power
without clipping the large amplitude atmospheric noise pulses. The
resultant bandpass noise signal then drives a non-coherent envelope
detector whose output is proportional to the noise envelope process
as band 1imited by the receiver predetection filtering. Periodic samples
of the detector output voltage, which constitute observations of the
noise envelope: process in the receiver bandwidth, are then compiled
over a presciribed time interval and the resultant statistical distribu-
ticn of the sample envelope voltages defines the noise APD. In addition
to the compiled APD's, an impulsiveness form factor, V4, defined to be
the ratio of the RMS noise envelope voltage to average noise envelope
voltage, is widely used to describe the noise impulsiveness. It should
be noted that the statistical moments involved in the definition of V,
are ensemble rather than time averages. The two averages are not
equivalent since the atmospheric nofse ervelope process is non

stationary and, therefore, not ergodic.
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2.2. Noise Models

" In order to proceed to analyses of communication systiem performance
in the atmospheric noise environment, it 1s necessary to have useable
mathematical models of the noise. These usually involve mathematical
descriptions which are more sophisticated than the noise envelope APD,
but which are consistent with the noise APD. Atmospheric noise modetls
vary from the entirely empirical assignment of a convenient mathematical
expression to the noise APD to theoretically developed (based on the
physical nature of the noise process) models. In this latter case, as
previously noted, measuredvnoise statistics provide both a basis for
the formulation of the model and a check of 1ts accuracy.

Some general observations of these types of atmospheric noise models

are appropriate at this point. The purely empirical description of the

APD developed by Crichlow, et al [10], disregarding noise pulse amplitude,

width and spacing distributions, cannot provide a basis for analyzing
system performance where noise impulses are the primary contributor to
modem error rates. This is especially true for non-1inear communication
receivers where noise pulse widths are significant fractions of a bit
(or.detector cecision element) in duration. In the case of non-1inear
reception (small BWR, hard-1imiting), a useable noise model must account
for noise pulse statistics. Also, it is necessary to recognize that the
shape of a typical noise pulse as observed ét the input to a detector
(or predetection bandpass limiter) is dependent on the impulse response
of the receiver predetection filters. This characteristic has led to
the development of "filtered impulse" noise models (based on a time

sequence of emplitude distributed impulses at the receiver input) such
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as developed by Beach and George [3], Furutsu and Ishida [16], Galejs
[17], Giordano and Haber [18], and Nakai [40]. (Likewise, a type of
“f{ltered impulse" model is employed in Chapter 5 of this study.) A

brief description and discussion of the more significant of the
avail#ble models is presented in the following sections.
2.2.1 Empirical Description of the Atmospheric Noise APD by
Crichlow, et al [10] and CCIR 322 [26]
This model describes the APD of atmospheric noise by two

straight 1ines and an interconnecting circular arc on Rayleigh graph
paper. The Rayleigh paper is constructed with the abscissa 1inear in
terms of the varfable -20 Logyg (-ing P(E)), where P(E) 1s the
probability that the noise envelope exceeds the threshold voltage,

E. The ordinate is 'irear in terms of 20 Log g (E/E,) where Ej is the
root mean square (RMS, value of E. Figure 1 shows typical APD curves
plotted on Rayleigh paper. The lower straight 1ine portion which has
a slope of -~1/2 has the equation given by

20 /.af:o (E/E;)'-' K {"éz'{—zalofml:/hf(fjf (2)

or

2 Log E)-2Lop,(E)-K - Log,, [~Lnree)]) @

or

[ag,, (Ez)'latf,,(ZF;,) =Za:,,[:[h /D(E)]

where

Login(267)=2Lcp, (£.) +KV10,
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Thus,
2
“L.P(E) = E/.'zérz (4)
and | o
P(E) = ¢~ F726* )

Equation (5) yives the probability that a Rayleigh distributed random
variabie will exceed the value E. Since Gaussian noise has a Rayleigh
envelope, Equation (5) corresponds to the APD for Gaussian noise. The
steeper straight-line portion of the overall APD can similarly be shown
to define an APD of the form

PCA) = Exp[-A** 267

where X 1s the slope of the upper portion of the APD. Such a steep
2

straight APD can be obtained by the transfcrmation of the Rayleigh

(6)

distributed random variable e according to the power law:
X
A =e, (7)

Since F(E),—_—P,, (C‘}_E) = [—JFe (E) where [Fe (E)

is the cumulative probability distribution of e, the probability
density function of e is given by

A
feCE) = b7 RCE) =§(g[/-f’(527 = - :’75&5) (8)

£ - %
"'_67'36 .
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By transformation of variables i

f.(A) = fe (E)I'Z("%:/. (9)
Hence, substituting (7) and (8) in (9) ‘E
2
A'%(’-/ A %62 10)
fa(A) = —= € |
] X€ L » A

It follows that

= i
FCA) = F- (a.—éA)"/E(“)”(“:f e
4

Commonly, the steep straight l1ine is referred to a "Power-

I R A

Rayleigh" APD. It has been shown [10] that three statistical averages
of the atmospheric noise envelope voltage are generally sufficient to
describe the APD. These averages are: (1) The mean square envelope
voltage, ;2; (2) The average envelope voltage, ¥; and (3) The average
logarithm of the envelope voltage, L, (e). Moreover, it has been

| : determined from observation of compiled statistical data that the V4

r ) ' ratio (}/ é?/gz) in decibels is 1inearly related to L, (e) in

i decibels. This relationship 1s given by ([11], p. 714)
l_,, (Ef,) = /. 69 l{; (1)

and 1s used to compile the typical APD curves in CCIR 322 [26] as a

function of the parameter Vq. Also, Crichlow's approach provides a

. means for obtaining an APD curve appropriate to a recefver bandwidth

’ other than the 200 Hz noise bandwidth used fn CCIR 322 [11]. This
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bandwidth conversion can be readily accomplished by means of the Vd
translation chart given by Figure 26 of CCIR 322 [26].

The advantages of this noise representation are quite clear.
First, only two measurements, the rms and average noise envelope
voltages which define the V; ratio, are required to specify the noise
APD. Secondly, this description of the APD permits the rapid graphical
construction of APD curves and a straightforward piecewise (mathematical)
functional description which is well suited for numerical analysis by
digital computer. Third, parameters for constructing APD's 1in this
manner have been completely defined [10], [11] and tabulated [10],
[26]. Moreover, this APD description is specifically related to the
authoritative worldwide noise predictions of CCIR 322 [26]. Finally,
it has been shown that this APD description provides close agreement
with extensive compiled noise statistics (10]. The latter lends
confidence in the quantitative adequacy of this approach.

On the other hand, this description has two deficiencies.
First, its development 1s not based on any physical or theoretical
principles. However, this would be a minor objection, at most, if the
model described the actual noise process sufficiently to permit accurate
system analysis. In the a‘orementioned.case where detector performance
1s significantiy affected by individual noise pulses, the APD alone -
is not sufficient to describe the noise pulse structure. Thus, the
second, and more significant, deficiency of this empirical noise
description is its failure to specify the noise pulse structure, or,

in effect, noise statistics higher than first order. This latter




difficulty with the Crichlow formulation has necessitated a more
sophisticated noise representation for the analysis of the hard-
1imiting small bandwidth ratio (BWR) systems in Chapter 5 of this
dissertation.

Nevertheless, the Crichlow representation has been found to be
useful for the analysis of the 1inear systems in Chapter 4 2. d the
hard-1imiting large BWR systems in Chapter 6. Moreover, the "Power-
Rayleigh" APD of the impulsive noise component is used in Chapter 5 as
a basis for developing the noise pulse amplitude statistical structure.
Thus, as is shown in the subsequent analyses, the empirical noise
description of Crichlow, et al is quite useful for the ana2lysis of
VLF/LF coherent modem performance. |

2.2.2 Lognormal APD Description by Beckmann [4]

An important contribution to the description of the atmospheric
noise process has been made by Beckmann [4]. This development provides
a theoretical substantiation for Crichlow's empirical AFD description
and relates the VLF atmospheric noise APD to the known characteristics
of VLF radio propagation. The noise process description is based on
the response of a narrow band receiver to ar input sequence of impulses
whose occurrence in time is Poisson-distributed; the amplitude
distribution of these impulses is based on long range VLF propagation
theory. Considering the amplitude distribution, a particular noise
impulse at the receiver input has an amplitude, Ep. given by

- KVA a
Ei’ - ::T_-‘ f?x}><f:'jE§;c;3 c‘%;) (12)
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where K s a propagation constant, P, 1s the peak power of a given
noise pulse, S j fs the attenuation constant for the jth discrete
propagation path, dJ {s the length of the $th path, and d '1§2*j .

This may also be written as

n

fJ;é(/ f-éL[»E'[»J flhd. (13)

Ef=e°<= E"/‘[.Jw

Here, the first three terms in the argument of &< are random.
If the fluctuations in In(Py) and In(d) are considered to be relatively
smaller than the fluctuations of < S‘; ol then the shape ¢f the
probability distribution of ©<X 1s governed primarily by this latter term,
the sum of attenuations. Thus, if a typical propagation path can be
described by a large number, n, of independent propagation path sections (which
is reasonable because of the multiple earth-ionosphere wavehops over a
1ong range' path), the central limit theorem implies that gn J; A ./‘
tends toward a Gaussian probabiliiy distribution. It follows that &X

is also Gaussian with a probability density function of the form
2
I_/A ‘M)

‘F,((.A) =_1 f- 263 (14)
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Using (13), the density function for ep, is given by !

fe, (82D = Fo (’4))45-/ 2 f
AL, (15) ‘J
262
/277 §Ep c 2 !a
which is a Toynormal probability density function. As pointed out by

Beckmann, this probability distribution of the peak impulse amplitude
of the atmospheric noise envelope coincides with that postulated by 4
Horner and Harwood [24] (but not theoretically justified).

Subsequent development employs the typical decaying time- o

exponential receiver response to Poisson-distr1butéd. non-overlapping,
high-amplitude, lognormally distributed noise impulses and multiple
overlapping low amplitude noise puises. The Poisson distribution implies
independent impulsive noise sources and, consequently, statistically
independent times of occurrence. It is shown that the high amplitude
roise impulses produce a log-normally distrinuted noise envelope voltage
which closely approximates the “Power Rayleigh" APD which is employed by
Crichlow to describe the impulsive portion of the noise. The low
amplitude overlapping pulses are argued to produce a Rayleigh distributed
noise envelope (characteristic of a Gaussian process). These two
d1sjo1ﬁt regions of the atmospheric noise APD (lognormal for high
amplitude and Rayleigh for low amplitude) are then interconnected by

a circular arc (as constructed on Rayleigh graph paper) to prcduce a
continuous overall nuise envelope APD. This final result is in close
quantitative agreament with Crichlow's empirical APD description and,
consequently, with the compiled noise statistics cited by Crichlow [10].
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Although this noise model 1s clearly consistent withymess “2&‘% i
e E
by .

first order noise envelope statistics, 1t has been shown L3j. 48

| [20], [51] that the times of occurrence of 1ightning strokes ﬁ#éfnvv
statistically independent. This results because a singie aiqha:4;gg:~ :
discharge contains multiple strokes whose times of occurregga:di;

(It 1s shown in Cliabi;é".

PR © 6

5‘
Gy

a clear statistical dependence [3].

the nrﬂxh UV'f

I

systems where the detection element (bit) lengths are on
} 20 msec. or less (corresponding to teletype transmisst on at i Wﬁfv’j:
minute or greater).) Also, as noted by Giordano (18], Becmmanu #

development does not address noise statistics beyond :ihe tiqsv orda:

A A

Overall, the work of Beckmann provides a more profound .

theoretical foundation to empirical noise representatiors *ueh aimgpa'f
of Crichlow. However, since Beckmann's results virtuaily vetrr et u *ﬁ -
Crichlow's, Beckmann's vepresentation is of similar quant1+atiwa mef

E 18
for the numerical analysis of system performance. In COnC&uS'Oni",J3‘~

Beckmann's results are quantitatively equivalent but more aif“*¢ f
to describe mathematically and in terms of compiled stan1st1:s 1haa;ﬁ
7 is Crichlow's representation. o | l‘
v 2.2.3 Noise Model of Beach and George [3] R

is that employed by Beach and George in their analysis of VLF and:;J,F;*ﬁ.*- !

’ recelving systems. Here Beckmann's model is modified to account far o T;'  %;:f*'f
|
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distribution given by:

mov ,D(/y> (I-7) 2™ (16)
| where P(No) 1s the probability of No noise pulses in a burst and
. usually 5 < 27 Z.86(ut O £ 22< | in any case).
As in Beckmann's work, a log-normal density function is employed

~ to describe the statistics of the noise pulse amplitudes.

Thus, this model does account for the statistical time dependence
&@A, - betvween multiple strekes in a given 1ightning discharge. An illustrative
Qfa’?;,.ﬂPD synthesized by means of this noise process (page 170) closely
.,§, app“oximates a typical (CCIR 322) APD curve in the higher amplitude
J rangés but diverges significantly in the lower amplitude ranges; although

this pulse statistical model is a good approximation to measured noise

o ;;EQ,.E. statistics in the impulsive range, it 1s clearly not sufficient to
s

-V
7.~

r;‘-;f§g§ﬁ5£§?¥gx§fdascribe even the first order noise statistics over a wide amplitude
5;-5515225517;;,;%_ rangel At this point, it is not known to what extent this deficiency
: f*; \}Tﬁ{V' n the noise model contributes to inaccuracy in communication system
'é{(v performance arulysis based on this model. However, as noted in Chapter 1,
’ f%%' the quantytative modem performance estimates obtained by the use of this
;;%g;§4;f§;f"; @adel;gre g!ear]y divergent from experimental results. In conclusion,
.. . ‘this noise model, although it accounts for noise pulse statistical

dependencies, 1s of questionable efficacy for communication system

performance analyses.
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2.2.4 Poisson and Poisson-Poisson Noise Model of Furutsu and Ishida [16]

This work examines the envelope of the output voltage of a narrow-
band receiver when the input consists of independent (poisson distributed)
impulses whose amplitudes are exponentially distributed. In addition,
Poisson-Poissorn nofse, which consists of Poisson-distributed groups of
Pofsson-distributed individual impulses, is considered. This latter
noise process model was specifically devised to account for predischarge
components as well as main discharge components in HF atmospheric noise.
In this frequency range, computed noise APD's showed good agreemeﬁt with
measured noise statistics. At VLF, it appears that noise puise
dependencies might be accommodated by the Poisson-Poisson process.
However, this has yet to be demonstrated.

Although the work of Furutsu and Ishida treats noise rrocesses
which have some physical similarity to VLF atmospheric noise, the
probability densities obtained are mathematicaliy formidable (in terms
of integrals). Moreover, the exponential pulse amplitude distribution
is obviously not consistent with the empirically accurate power-Rayleigh
[10] or log-normal [4] representations. Hence, the Poisson or Poisson-
Poisson process results of Furutsu and Ishida are deemed unsuitable for
the subsequent analyses in this dissertation.

2.2.5 Amplitude Distributlons of VLF Noise by Janis Galejs [17]
This study of ELF and VL? atmospheric noise APD's proposes that

the noise APD can be derived from the peak amplitude distributions of
1ightning discharges which can be approximated by the sum of two
exponentials. The resultant APD's predicted by this method differ
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greatly from those actually measured. The reason for this discrepancy
may well be the fact that propagation effects, such as considered by
Beckmann [4] and Gtordano [18], are not included. Significantly, this
analysis introduces the method of determining the probability density
of the noise envelope voltage by means of characteristic'functions.
This technique 1s outlined below:

(1) vLet the received noise waveform produced by a single

1ightning discharge be given by

F(t) Co:[w.t' + G(f)],

where f(t) is the sum of two exponentials,

(2) Assume the noise voltage, V, is obtained by detection in an

integrating filter according to

T
V = Jf/f(f)Ca;[w,f 6 (Ejcoswit d¢, (17)

(3) 1If the phase process B& is nearly constant during the
interval (0, T) and double frequency components are disregarded,

(17) becomes
V == Q& cos & (18)

where

T
a=4+ [ Fle)de (e)
T/ ’
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f (4 ) is the sum of two exponentials, and 9 1s uniformly distributed
on (-7, 1r) and statistically independent of a.
{4) The joint probability density function of a and G is

given by

» (A 9)——— fu CA). (19)

(5) Censequently, the characteristic function of the observed

noise voltage is given by

R Gs) < Efe "’ff

[ _J/'a Cos 8
o V/a ‘ p
:/d%%a(ﬂ,»e””‘”
0 Zir

=/;::[f/4)fa (4)oA (20)

This 1s also known as the Hankel Transfcrm of the
probability density of a, the noise envelope voltage.
(6) Next 1t is assumed that noise voltages produced by n
independert 1ightning voltages are then added by superposition in the

1inear noise receiver. If these voltages are assumed to have {dentical

statistics and to be mutually statistically independent, the composite

voltage, V,, observed at the noise detector, has a characteristic
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function given by

N
g - s 4]
F,/h(/f)-/f,(uf), (21)
(7) Now it 1s assumed that the composite observed noise voltage,

Vs can be expressed as

22
l/,,=6{,,Cof4, (22)

where a, is the envelope voltage of the composite noise components
and ¢ 1s statistically independent of a, and uniformly distributed on
(-7, 7). The characteristic function of V, 1is then given by

R Gf) = / T GAD b, (A)AA, B

where fa (A) 1s the probability dersity of the composite noise

envelope voltage.
(8) Applying the inverse Hankel Transform (A6) to (23) the

cumylative noise envelope voltage density is found to be
o, (A)= 45 AP T GA e Gp) @

for ol
.
=/~’f Ard. GA)F (7) (25)
o 4 [ ]
This final result is then integrated to compute the
APD by

P(E)=p. (e2E) = /& ()4, @
3
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(It shouid be noted tﬁat Giordano [18] also employed this procedure in
his later, more comprehensive noise model development.)
2.2.6 Modeling of Atmospheric Noise by Giordano [18]

This VLF atmospheric noise modeling study is a comprehensive

synthesis of Poisson-related rioise pulse statistics, narrowband
receiver response, VLF radio propagation effect, and geographical

noise source distributions. Here, the aforementionednﬂanke1 transform
technique (see 2.2.5 Galejs [17]) 1s applied to the development of
noise APD's. The resultant synthesized APD's are shown to agree with
measured data where the best agreement occurs at the highest noise

ampl {tude levels. In addition to the theoretical synthesis of APD's

in this work, an effort is made to account for statistical dependence
between the occurrence times of time adjacent noise pulses. In this
phase of the synthesis, the noise process s approximately characterized
by known noise pulse level crossing statistics and noise pulse spacing
statistics. Unfortunately, the mathematical representation(s) of this
latter process are formidable, and not really suitable for the analysis
of non-11inear small BWR coherent communications systems.

Overall, this work does show that the geographical distribution
of noise sources, radio propagation effects, and radio receiver impulse
response can be combined to approximately account for measured VLF/LF
noise statistics. On the other hand, the results are not readily
applicable to the analysis of small BWR non-1inear systems and the first
order results, useful for the analysis of l1inear and large BWR non-11inear
systems, are less precise than the simpler representations of Crichlow
[10] and BerYiann [4].
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2.2.7 Multiplicative Noise Model by Hall [20]

This noise model consists of a narrowband iero mean Gaussian
process n(t), amplitude modulated by an independent staticnary process,
a(t), such that the result,

Y&#) = a(@)n(¥), . (27)

is in arcurate description of received atmospheric noise. Hill asserts
that a good fit can be obzained if the power spectrum of the baseband
process, a(t), does not s!gn!f%cantly overlap the spectrum of the
bandpass Gaussian process, n(t). This "generalized 't' model" yields
a closed-form APD fepresentation. P(E), given by

y°
P(E) =(E’ IR

where 2 < @ < 4 for VLF noise and X~ 1s chosen in accordance with

(28)

© and an "appropriuate" value of the average noise envelope voltage.
This APD representation provides fairly good agreement with
measured noise data of medium amplitude, but poorer agreement at the
amplitude exiremes. One obvious drawback in the use of this model for
practical system analyses is the indefinite nature of the parameters
@and 4 . Although a fairly good APD fit to measured data can be
cbtained by a proper choice of 0 and J’. there 1s no spe-ific basis
(1.e., bandwidth, frequency, or other) for an apriori selection of
these parameters. A final observation as provided by Hall 1s that
€% =00 o 2 £ £33, Tnis illustrates that (28)
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cannot correspond to physical atmospheric noise. Because of this
discrepancy, a modification to (28) {s introduced which does provide
for finite average noise power. This modified noise model results in
greater mathematical complexity and the introduction of the additional
implicitly defined mathematica® parameters & and/g? as shown in the
"modified" APD expression for @ = 3

y? __E2*
P(E) = Tea gt e ~%E (29)

In addition to the derivation of the closed form APD expressions
(28) and (29), Hall also derives expressions for average envelope
crossing rates and pulse spacing distributions. These latter results
also involve the model parameters 0 and J .

Overall, Hall's noise model development has the clear advantage
of closed form mathematical representations. On the other hand, there

are significant problems with its physical validity, the selection and

- use of implicitly defined algebraic parameters, and, consequently,

the modei's ultimate accuracy.

2.2,8 Noise Model Summary

The contributions of the preceding VLF atmospheric noise modeling
efforts can be summarized as follows: (1) The first order statistics of
atmospheric noise are specified by the noise APD for the envelope and 2
uniform probability density for the statistically independent phase;

(2) First order statistics can be calculated from the narrowband

receiver response to inputs of various impulsive noise processes;
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(3) Measured noise-pulse-spacing statistics show that times of noise
pulse occurrence are not statistically independent because of the time
dependence of mulfiple strokes in a single 1ightning discharge. This
latter situation makes the employment of a Poisson-distributed (reflecting
statistically independent pulse occurrence times) impulsive noise process
gengva11y inaccurate. Nevertheless, it is shown in the next section and
in Chapter 5 that the Poisson-distributed assumption is sufficiently
accurate for the analysis of practical, standard-rate (70-190 words/

minute) VLF radio-teletype systems.

2.3 Noise Model for Coherent Modem Analysis

In the noise models various mathematical structures have been proposed,
and modified as ne.assary, to approximate the compiled noise APD data,
account for receiver response, and to account for measured pulse time
statistics such as level crossing rate and occurrence-time distributions.
When considering the various models for a specific problem, it is
desirable to choose the simplest representation which is sufficient to
describe the system. In the subsequent performance analyses, it is shown
that the noise envelope voltage, which is described by the APD, and the
sta%istica11y independent noise phase suffice for the treatment of linear
systems. This 1s also true in the case of hard-1imiting large BWR
systems where individual noise pulses have minimal effect on detection
error probabilities. On the other hand, the predominant cause of
detection errors in the hard-1imiting small BWR systems is the post-
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detection noise produced by distinct noise impulses. In this latter
case 1t {s necessary for the nofse model to account for nofse pulse
statistics. Because of these two distinct situations and the
desirability of using the simplest adequate noise description for
system analysis, two distinct noise representations are used in this
dissertation.

2.3.1 Linear and Pseudo-Linear (Large BWR Hard-Limiting) Receiver

In the case of linear systems, the detection process involves
the multiplication of the received signal by a local coherent reference,
time integration of this product over a decision interval, and a
comparison of the resultant detector functional with an appropriate
decision threshold. Mathematically, this detector functional, Ry,

is given by
T

R4 ‘=-,—’- s(t) c(¢) At (30)

where T is the decision interval, s(t) is the incoming signal, and
c(t) is the local coherent reference signal.

In general, the incoming signal consists of the desired signal,
proportional to the coherent reference signal, and additive noise.
Thus,

S#)=Dc(x) + hn(t) (3n)
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or, in terms of the carrier frequency, &,

S = DC() cos wit + e®cosfnr roeey] 32

where e(t) and O(t) are the narrowband envelope and phase of the noise
process, n(t).
Substituting (32) 1nto (30),

_ T
RJ - i!_fﬁcz(t)[/ + Ca;zw.zjau‘

,
'Lr/C(f)e (f)[co: 2wt +6 ()
+Cos & (+)] dt.

(33)

Disregarding high frequency terms, this yields the baseband

functional, Ry, where

T T-
Ry= z"i- DC @)t +2-’7\ C(é‘)et’f‘}(afé(f)aff: (34)
° /)

If the phase process is assumed to be nearly constant throughout
the decision fnterval (that is, &(t)=8, Ok t<7) and independent of
e(t), then the noise component of the functional is given by

T

Cosé
coze [cco e (ot -
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Defining the effective noise envelcpe voltage to be

A |
L= ,f-/(({) o (e) AL, (36)

the noise component of Ry, can be expressed as [-¢os®
po b P s

In the special case of PSK modulation, a constant amplitude and
phase coherent reference signal 1is used so that Cit) = C. It follows

that (36) becomes

.
E, =< [ewdt. ()

(It should be noted that this voltage constitutes an observation of
the notse envelope process in a detection bandwidth 1/T as described
in 2.1. Hence, it is this envelope voltage whose statistics are
described by the APD curves of Figure 1.)

This may also be written in the form of the convolution integral

T
Ep =/€(7‘-t)e(z‘)o(t; (38)
where :
< .
6('6)= T 0L ¢t £T (38a)
o elsev here,
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Thus, 1t is apoarent that Ep may be considered as the response
of a 1inear filter at t=T to the input e(t) where the impulse response
of the filter is given by C(t). The transfer function of this filter

1s given by

H, (jw) 2/006 (¢)e dwi«’?‘

| _
SXA7E
=%/ e

—/WT

C [ - e
= == (39
7—[ J J )

Thus, the magnitude squared of the transfer function,

’Ha (V:w”z ,» 1s
b= [, (i)  Ha ()]
2 [1-e”)e’™]

I

T* w?
~ 2 sin gl
C(/UZ")?‘ (40)
-2 o

LY




It follows that equivalent noise bandwidth, B, is given by

| L m (i) *d

Applying Parseval's theorem,

_. B I C) At
' h = <eeow

[H, (0)]*

L8t
CZ

= L
- T

é Thus, the noise co&ponent of the PSK detector functib;al can be o

represented by an envelcpe voltage, Ep. at a statistically 1ndependent"

- phase angle @ where @ 1s uniformly distributed on the interval ' .;‘ﬂa

f' (- JT» 7T ). The envelope vcltage is derived by the 1inear “teringg
' of the input noise envelope process, e(t), in a noise bandwidth yn;an 5»2'”

f the inverse of the binary element iength, T. The methud of Crgaiiuﬂ |
; [11], or Figure 26 of CCIR 322 [26], enables the APD of the noise in ns

; / receiver bandwidth to be converted to the proper APD for another bénéﬂ 8

width. Therefore, measured or tabulated noise process APD': can be
" converted from a reference receiver bandwidth to the detection bandwider..
Bns SO as to yleld an APD which defines the statistics of the PSK post- .

? detection noise envelope voltage Ep- In cunclusion, the measured oy

~%

} tabulated nofse APD (when properly translated to the noise bandwiath = - =¢§¥i
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Eﬁ#fcnt {matched filter) detector functional. Because of this result,
.;nd eue desirab111ty of the simplest sufficient noise representation,
.Cr‘ch¥ow‘s eﬁpirical APD description is employed in the 1inear analyses

= or raptsr 4 axd the modified 1inear analyses of Chapter b where the

fflrpw;uu &1 .noise after predetection wideband hard--1imiting is closely

.aa «;;E;xima*ed by atmospharic noise of 1ower'power and impulsiveness. It
‘snOuid be emphasized here that this selection is only on the basis of
 ;-_:1mp11c1ty and does not preclude other noise models which accurately

" don doacr1be the noise APU. Thus, other, more mathematically complex, noise
'/u,srepresehtat.ons could also be used. Nevertheless, it 1s believed the

_ | richlow noise description is the most practical for 1inear and pseudo-
5£§§f;" “«?4;: “_iinear (large BWR, hard-1imiting receiver, Chapter 6) system analysis

‘.where first order noise statistics suffice.

2 3 2 ﬁgﬁg—Lim1ting. Small BWR Receiver

i The second required noise model is one which accounts for the
‘*;fsggtistics of distinct atmospheric noise pulses. Here again, it is
FF L gestrable te employ the simplest sufficient mathematical noise descrip-
tion. In terms of mat-ematical tractability, a Poisson-distributed
{independent times of occurrence) sequence of noise pulses is the

simplest time-statistical structure. However, as shown by Beach and

.»f: , George [3], multiple noise pulses 1 « given 1ightning discharge have
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statistically dependent times of occurrence. Although a Poisson-
distribution 1s thus generally {inaccurata, 1ts simplicity 1s so attractive
that 1t must be reconsidered - even 1if only as an approximation.

First, consider the case of independent noise pulses. It has been
shown [13] that a sequence of pulses whose occurrence times are
statistically independent constitutes a Poisson process. Here, the
probability that K noise pulses occur in T seconds is given by

K <7

/Dr(K€7—)=<—afE7‘;2'€-/,(:a/4z... (42)
where oX 1s the average occurrence rate and € signifies "exists in".

Now, considering the random variable t to be the time between
pulses, it is seen that the event that t exceeds T coincides with

the event that zero pulses occur in 7 seconds. Hence,

—ex T

P,/(?f> T) _:P,-(K"OET) =€ , 720, (43)

From this, the probability density function, 7£¢- (7)15 found
to be

-=xT .
fo(M)=-25p(t3T) =™ '15s ™

As noted by Beach and George [3] and Giordano [18], measured pulse
interval statistics exhibit this behavior only at the lowest ampl{tudes.
At the higher amplitude levels there appears to be a tendency toward
clustering. This clustering effect is attributed to the statistical
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dependence of pulse occurrence times of multiple-stroke 1ightning
discharges. Beach and George [3] have determined that the probability
density function of the time interval between successive strokes of

such multip'le-stroke discharges can be approximated by

g, (T) =/>27‘€';’7; T=0, (45)

where h > 0,
This expression indicates a maximum pulse density in the

vicinity of T = 1/h and clearly exemplifies the clustering tendency
as opposed to the Poisson distribution (44) of independent pulses.
The characteristic function, G, (,/'}’), of the clustered

pulse interval, t, is given by

)= P A __.A?‘ (46)
G. U5 ﬁ,(ne AT R

Replacing //’ by S

2
Gt (.S') :(7,%:5?- (47)
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In turn, the characteristic function of the sum of K such

statistically independent intervals, is given by

ZK

6, 5 =6, ) = 2 o
- ‘;ﬂ[ffk (T)7

where L [ °] denotes the one-sided Laplace transform, and o te ( T)
is the probability density function of ty.
Now, the probability that t, << T is given by the probability

(49)

distribution

T
Ge, (T) ZD/‘?‘“" (u)A U, (50)

Its Laplace transform is

Z[G,. ()] = (2’[/;@ UW“‘.]

L z/e., <T>]

.__L = (
= Gtx() ;(Af-s'-". 51)

However, the event that t, £ T is also the event that K or

ll

more pulses occur in the interval (0, T). Hence.

Z[P-(n>ker)| = (A +5)2" (52)
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The probability that exactly K pulses occur in the interval

(0, T) is given by R
' s

PlkeT)z B (n=ker)=p-(n2ker) (53) \

~ P (n2krse€7), 3

Hence, !

Z[p (xeT)] = IFP(MKW)—MM-MT)—’

=2[A (1> keT))
‘f[ﬁ(ﬂ.ékﬂeT)]
- | S i
" | Ss(h+S5)*K _;?;—S_)WK*’)

hkezhts)
*(h 1-5)7-0‘*')

(54)

' , ‘
{
)

(54) can be rewritten as

ZL[f (KeT)]= 5)2(/<+/) T TR ()

v__, -
.
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Thus, perfoming’ the inverse transformation,

B S
Pr(KéT)—- e (%TL%T)T

(L,TZ
(2/<)l J

The average number of pulses in the interval (0, T) is given by

K(T) = E K P-(keT), (s7)

Taking Laplace transforms of both sides of (57) results in

L[KCT)) =X [Fk A(keT)]
= ;/(f[lpr(/(ér)]

Qo +S)z ZK [(A+S)‘]

(56)

Since h> 0 and S can be chosen such that Re [5_]>0‘

(59)

and L,z
< K[(+s)]" (h+s)* (h+57

[ =
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Substitution of this result into (58) yields

Z[RT] ==k

S2(2h+5)

= h Lo, 1 |
25* 4S5 T y4lzhrs), (O

Finally, taking the inverse transform results 1in

— e T -2hT .
kK@= &8 -+ de™, ) 5

This latter result shows that the pulse occurrence rate is not i

constant for the multiple clustered pulses of a given 1ightning
discharge. On the other hand, the pulse occurrence rate is constant
for the former case of statistically independent occurrence times.
Moreover, the statistical distributions of pulses in the interval
(0, T) given by (42) and (56) are clearly dissimilar. Because of these
dissimilarities, one might expect that mcdem error rate computations
which depend on the probability, B-(K 672 would 1ikewise produce
greatly dissimilar results for the two pulse statistical distributions.
The "real-world" situation 1ikely involves both independent individual
pulses and clustered pulses. Thus, the most representative statistical
distribution can be expected to yield quantitative results lying some-
where between the two extreme cases of all independent pulses and all
clustered pulses.

For tunately, these two bounding pulse statistical distributions
are shown in Chapter 5 (see Figure 23) to yield virtually equivalent
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error rate characteriﬁtics for both CFSK and MSK detection. Moreover,
the error rates calculated in accordance with (42) (for all pulses
occurring at statistically independent times) are seen to correspond
slightly more closely to the measured data than those computed by (56).
In view of the virtual equivalence of the computed results and the
greater mathematical simplicity of the Poisson distribution (as well

as slightly better correspondence to measured‘performance), the Poisson
assumption was.used for the computation of error rates in this
dissertation.

To complete the specification of the noise model for the hard-
Timiting, small BWR system, it 1s necessary to describe the amplitude
distribution of the noise pulses in a detection interval. As previously
discussed, the steep Power-Rayleigh (or Log-Normal) portion of the noise
APD describes the envelope of the impulsive portion of the noise. The
following discussion shows that the noise envelope voltage, as observed
at the output of a narrowband receiver, is directly proportional to the
input noise pulse amplitudes. Hence, the noise pulse amplitudes must
also have a Power-Rayleigh (or Log-Normal) statistical distribution.

To begin the discussion, consider the effect of 1inear bandpass
filtering (typical of a narrowband receiver) on received atmospheric
noise impulses. To minimize complexity, the bandpass filter which is

analyzed is an RLC filter of the form shown in Figure 2.
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’ Figure 2. Bandpass Filter

This filter has a transfer function, f{, (l/cL)) » given by

L ' .
. Ve R—wz[\’[c 'f"/.(»UL

- -JZAI C()

B (/Uz—(,d,l-./'ZA,w (62)
r 2 _ I Y
| where (U, = = I . b, Y Te and <O 1s the

s 2by radians/sec., and the equivalent noise bandwidth is éy,éé Hz
or TTb, radians/sec.

The impulsive input to the filter (receiver) is an antenna voltage

fv/ angular frequency in radians/sec., the 3 dB (or half-power) bandwidth

which 1s produced by the radiation from 1ightning discharges. A typical

discharge current conducted over an ionized path between clouds or

F stroke of a 1ightning discharge consists of a very large electrostatic-
\

between a cloud and ground. Because of the magnitude of the conduction

current and the rapid rise and decay times, substantial electromagnetic
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energy s radfated. An expression for the vertically polarized
electric field (principal component of the Poynting vector) radiated
by a typical lightning stroke has been developed by Watt [54] and {is

given by
E,(t+)= 2.7 @ (63)

10 7d
K where )72;@915 the time derivative of the instantaneous current-height

moment in ampere meters/second, d 1{s the distance from the source in

meters, and d is much greater than the discharge height.

Because the rise and decay of the stroke current are extremely
rapid {on th: order of microseconds), the current-height moment can be
L closely approximated by an impulse function. With this approximation,

a lightning stroke at time ty produces an electric field at d meters

given by
T 2ZM
'Ez (t) = /07;: :(7(2‘: or(‘t—t.)

where a(.( . .) is the unit impulse function and

M=) e cedt o

In turn, the antenna vo]tage is proportional to this electric

’. field so that the receiver input is of the form

e,,(f/-':f’,f(%_,f(i--to). (65)
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This input has the Fourfer transform, [ (d.w) » given by

= =4

, -Jwt

Eo(‘)“)) ‘=/€,(f) € 0({:
| i , - St

- ‘/CU P, € . (66)

The output of the filter, ey(t), is then given by
-~ ' wt
e, (¢) = .'z'l"ﬁ/f/, () E, (rw)e”™ aw
) t—to)
= 1 2 P b ew? e*’w( AW
2T ) w2 o= /24w | (67)

Assuming A /< cu, % , as 1s usually the case,
!

e (t) = Fb. Tore /Ut
TT _(w-w.vé, Wewrw, -jb,)

et
_Ph [(w rib)e’
o 277-_00 (w o -‘/6/)

2 ,,w(t to)

_ (whs —~/b.)E Jdt

(Wrw. -4, I

-4 (¢t-ts)

e ()= =2h Af‘ Z&uﬁ-é,z)ﬂm&-t»)

+2 ok, Cos U (t—tog—]/ (68)

tt,

59

e

PR

i emmten




Now, assuming (U, 3N b, , 1t follows that

- 5,(t't")
e(t)=-2bFw,¢€ sinw(E-t), 6

This can also be written as

e, (t) = e(t)cos[wot +6C(t)] 3

where
_A, (f:‘to

)
e \/.'é) = 285, P, U, € U(f“t':)
-4, - to
A Pe (¢ )U(t‘to)/ (70)
L/ ( ° ) {s the unit step function, P is the received pulse arp?1itude,
and
6(t) = o -wit. ()

Substitution of (70) into (36) yields tle observed envelope

voltage, E(ty),as a function of the time of pulse occurrence:

T s
E(t.) ’-"75/?""'“ ‘ )C(t)(/(t-t‘.)c[t, (72)

Assume that the occurrence time, ty, is uniformly distributed with a
probability density, fto(To), of 1/T over the observatinn interval
(0, T). Hence, E, the expected (or effective) value of the observed

noise envelope, given P, is obtained by
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T
E= <E(to)>tf/l:"(7'2) fo (T)d T,

T A :
“4, (T, |
= -P—zﬁm/e CTltoqe, o >
IEVASYA |
|

This result shows that the noise envelope voltage, E, resulting

from a single ncise 1mpulse is directly proportional to the received
impulse amplitude, P. Therefore, the probeobility densities of E and {

[ P heve the same functional form. In conclusion, then, the received

pulse amplitudes, P, must also have a power Rayleigh (or log-normal) )

APD, just as the observed noise envelope voltage, E.

— - .

_vq

b
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Chapter 3
COHERENT MODULATION - DEMODULATION (MODEM) SYSTEMS

FOR VERY LOW FREQUENCY (VLF) AND LOW FREQUENCY
(LF) RADIO COMMUNICATION

3.1 General
Radio communication at VLF/LF, because of bandwidth constraints,
is restricted to binary teletype at ratrs on the orderof 100 words/min
(75 bits/second) or iess. Alsc, VLF/LF communication channels are
usu-11y limited in range by ambient, highly impulsive, atmospheric
noise rather than recelving system internal noise [54]. Here the high
level of this noise environment and ultimate transmitter pr /er and cost
11m{tations make the increased efficiency of coherent modulation and
detection desirable. Fortunately, VLF/LF propagation 1s characterized
by minimal signal fading and very high propagating signal-phase
stability. Thus, coherent modulation and detection 1s a practical
scheme for VLF/LF radio communication. Because of the attractiveness
of coherent synchronous operation, coherent modems are vrapidly supplanting
the older non-coherent, and often non-synchronous, mcdems in VLF/LF
communication systems.
Although the foreacing considerations indicate the suitability of
synchronous coherent VLF/LF cormunication, the number of possible
modulation teciniques 1s greatly 1imited by two pracfical system

constraints. First, because of the narrow bandwidth (high-Q) of
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efficient transmitting antenna systems, transmitted signal waveforms i

must be continuous so as o minimize transient effects produced by £
modulation transitions (teletype keying). Second, because practical L
transmitting antenna systems are peak-power (insulator voltage) ‘
1imited, constant amplitude signals are necessary to maximize the )
power radiated from the antennas. These restrictions dictate the use
; of: (1) Angle modulation to maintain constant signal emplitude, and
(2) Frequency shift keying (FSK) rather than phase shift keying (PSK) {

to maintain signal waveform continuity. Here, a synchronous coherent o

FSX signal, s(t), can be mathematically specified by

L S(t) = S cos (we + i), T e4 KT (73
’ K:/JZ/j"'J

where $ 1s the signal amplitude, Wp is the nominal carrier (or center)
frequency in radians/sec., L x = | according to the state of the
kth binary data element, M is the FSK modulation index, and T is the
length of a binary signai element.

It is apparent that each of the possible shift frequency

compenents retains a constart RF phase angle and is suitable for
coherent detection. However, this formulation does not assure
waveform continuity at frequency shifts. Addressing this problem,
consider the signal voltage at the end of the KEh element, R
' given by

S(/(T'> = Ceos (u).'f“ ik"\'ﬂi-g KT

. (74)
= SCOSCW.KT + LKMKF).

LG S o
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Postulating a frequency shift at t = KT so that {x+/ = ~Llx , it
follows that

' . mIir
S(KT?) = Scoslw, + LKH"':/“)KT
=S cos (u)oKT+ Cres MKW)
= fcos(w,KT-lxMKﬁ). (75)
Continuity requiras that

S(KT™) =S(KT?)

(76)

or .
Cos (Wo KT + ik MTT) = Cos (w, KT - Ex MKTT)
or

SLN w.kT ScnMKT =0, (77)

Since K 1s an integer, then M must also be an integer. Thus, a
coherently detectable FSK signal whose shift frequency components each
have long-term phase coherence must have an integer modulation index.
Consequently, the minimum non-zero modulation index, M, is one. The
generation and coherent detection of this FSK {CFSK, M = 1) signal is
discussed in Section 3.3.

Now consider an alternative to the above condition of true long-

term signal coherence. If the Kth signal element (S (t), K-DTEELKT)

is permitted to be either phase coherent or shifted in phase by T

radians, then (75) becomes

S(KT*) = £ Scos (w, KT -ixmKrr),  (78)
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Hence, the waveform continuity condition becomes

COS(Wo KT - [ MKIT) = £CoS(WkT +LiM KTT). (79)

Assuming phase coherence for K even and antiphase coherence for

K odd, (79) yields

Sthn w,eKT finl:kMKﬂ’-’O/Keven 0
0)

CoS W.KT cos Lk MKTT=0,K odd

It is readily apparent that (80) 1s satisfied for

M=N+J2?,N=O,:t//t2/ (81)

Thus, a modulation index of an integer plus 1/2 yields a continuous
FSK waveform whose shift frequency components are phase coherent
(Modulo TT radians). The case where M = 1/2 is especially significant
in that the optimum MSK modem employs an FSK, M = 1/2 waveform. This
system is discussed in Section 3.4,

Although the requirement for waveform continuity precludes the
use of coherent phase shift keying (PSK) for practical, high-powered,
VLF/LF signal transmission, a consideration of PSK is invaluable for
the later analysis of the practical CFSK, MSK, and CSK systems. (The
CSK modem, described in Chapter 5, employs MSK detection and differential
post-detection logic to demodulate the data.) The biphase (phase reversal)

PSK technique 1s somewhat simpler to describe and analyze than the
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coherent FSK systems. Moreover, the mathematical description of the
PSK post-detection noise voltage magnitude (or envelope) [10] closely
describes the actual APD statistical measurement process. Thus, the
discussion and analysis of the PSK system, presented in Section 3.2,

provides insight to and a standard of comparison for the FSK modems.

3.2 Coherent Phase Shift Keying (PSK) Modem

The coherent PSK medem provides a useful performance standard for
assessing the performance of coherent binary modems. Although its
discontinuous signal waveform is incompatible with high-powered VLF/LF
transmitting systems, it provides mathematically optimum detection
efficiency in a non-fading white Gaussian noise environment [50].
Thus, the PSK system is an appropriate choice for a theoretical

consideration of coherent modems.

(K+1)T
s(t) ] R DATA
?-/\“ d. SGNI() | >
KT

c(t)

Figure 3. Coherent Phase Shift Keying
(Biphase PSK) Detector
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Figure 3 is a functional block diagram of a coherent PSK detector.

Here, the input signal plus noise, s(t), is given by

s(t)= Scos (wot +haar) #n(t),
KTL t £ (K+DT, K=g,/,0-+

f ! where S is the signal amplitude, . 1s the anqular car~ier frequency,
hy = 0, 1 according to the binary state of the Kkth data element, n(t)
is the additive noise process, and T is the length of a data element.

The coherent reference signal, c(t), is given by

' c(t) =5, cos w-t, (83)

The output of the integrator, Ry, (also designated the PSK detector

. functional) 1s given by
' (K+1)T

R4 ‘—""'T‘// c(t)s(t) Lt

KT

- (k+D)T
: = "_‘[L"/[_g\/ CosS wot]x[SCo.f(Wof 'l'/)kn)
', “ +n(t)] 4t

To facilitate further development, it 1s convenient to express

(84)

. n(t) as

n(t)=e(t)cos[wst +9(t).], (85)
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where e(t) and 6(t) are the noise envelope and phase processes,
respectively.

Also, noting that the carrier frequency, ¢/, , is typically much
greater than the signal and noise process bandwidt.s at the detector
input, 1t {is apparent that the double frequency components in the
integrand of (84) contribute negligibly to the value of the functional
Rq- Thus, it is reasonable to neglect these hign frequency components
and consider the baseband component, Ry, of the functional. Substituting
(85) into (84) and neglecting high frequency components,

RL = 5215' CoS (AKTT>
(k+pT (36)
86
+2“_§7£- e(t)cos 6() At
KT °

Since the VLF atmospheric noise process has been observed to be
approximately stationary for up to 10-15 minutes, the time base of

the integral in (86) may be translated to k = 0 (for small k) to yleld

RB = SS‘ CoS (Ak 77—)

2
- (&)
+ é—%’:[e(t)cof 6 (t)dt,
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The binary decision is based on the algebraic sign of the detector
functional Rp. Thus, the probability of a decision error, Pep' is

given by

B = Pr(Ry 20l he=DR(he=1)

(88)
+—,D.,(RL40, %K=O)Pr(/)k:0),
If the channel is symmetric, then
Pr(Rl, >0 “’?K:D =F (RbéO/A,f-‘O),
and (88) simplifies to
Pr=p (R, 20| he=l) (88a)

-
_ _55, S ,
= p},[ =+ EJ-T/o/e(t)cos 9(t)At>0j]

! ’T \
= P,.[—_;-:: e(t)cos8C) dt > S] . (89)

Further, if the phase process @(t) is assumed to vary slowly with
time so as to be nearly constant throughout the interval (0, T), then

the replacement of 0(t) by the random variable 8 yie.ds

fep = Pr[g%f:Q[;(t)alt>S‘]. (50)
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This expression is employed in Chapter 4 to derive quantitative
PSK error rate performance in atmospheric noise. However, for the
comparative analyses of CFSK and MSK detection in this chapter, 1t {is
necessary té determine the mean and variance of the PSK detector
functional. Let the noise process, n(t), be expressed in terms of

1ts quadrature com: onents by

n () =N (t)cos wut ~nsEsmuwt, O

Here, the quadrature components of the process, n.(t) and ng(t), are

assumed to be zero mean and uncorrelated so that

| )
E{ne (t),2= E n;(t)j:[;fc(e)nsgf)}:a (92)
J [ |

Moreover, each is assumed to be approximately white and oi equal

spectral 1intensity No/2 watts/Hz. Thus,

Rux(t, 4, )2E {nc (¢ )nc(tl)j—- R,y (t,,t)

oF r);(t)ns(g&: No (i t,)
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Because the noise spectrum is assumed to be even around the carrier

frequency, 1t also follows that

ny (b,/ i})e E{nc(él)nr[tz_) = 'R,VX ({-// 7~L2_ )
2-Efp, (t)n, (6)}= 0

- Substituting (91) into (84) and neglecting the double frequency

(93a)

components, the baseband detector functional, Ry, is

(K+1)T (94)
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. A...;‘g..h-...._ — . s,

T P -




‘The variance 1s given by

Var (Ri)=(Re-Ra)

5 (k+)T (k)T
=L/7-‘%t’ a(té E nc(tf)nc (éi§
KT

kT

2 (2 k)T )
';_/(a(f‘,/"'{} [_‘)-A_/.'J (é,“tg?]
138 KT

] NO (96)

3 3o

3

In the special case where .the noise process 1s Gaussian, the
detector functional, Ry, is a Gaussian random variable. Here, the

probability of error, Pg, is given by (88a)

Pe'ozpr (Rbé— O)’nkzl)

! 2
) V2 Vver (Rg) /, EXP[(‘J‘ Ruhf/)/

2 Var (Rb)]dU

- ol /EXP[(U%-”')"%NJ«M

Making the substitution /U +S5S, /2 l/iz'-
f’ N" P 4

VA
P = __‘_.._. e JdV (97)
P T VT




Pep = 51 - Erf(Vﬁfng)]. %)

Since S 1s the received signal amthude,S% is the received
signal power. Also from (41), L/T'1s the detector noise bandwidth so
that lVo/é7'1s the receiver noise power in the detection bandwidth.
Hence, the argument of Evf(s) in (98) is simply the received sfgnal-to-
noise voltage ratio as referenced to the detection bandwidth. In
Chapter 4, the direct numerical evaluation of (90) for Gaussian noise

is showmn to coincide with this latter well known theoretical result.

3.3 Coherent Frequency Shift Keying (CFSK, M = 1) Modem

(1) The only coherent modem now used for VLF/LF communication is
the coherent frequency shift keying (CFSK, M = 1) system. This technique,
as shown in Section 3.1, employs two shift frequency signal components

which are characterized bty long term phase coherence. The modulation

~ index, M, 1s chosen to be an integer to insure continuity {is maintained

in the signal waveform at all times during frequency shift modulation.
Mathematically, the transmitted CFSK, M = 1, waveform 1s described by
(73) where M = 1.

The addition of the additive noise process n(t) to this transmitted
signal then yields the following mathematical expression, s(t), for the

received CFSK, M = 1, waveform

S (¢) =5cos(w.+é,<¥)t + n(t—),
(99)

KT< t £(k+D)T, K=0,1,++-,
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where S is the received signal amplitude, <. 1is the nominal carrier

(center) frequency, and

Lk

=] - 2h,

(99a)

(where hg = 0, 1 according to the binary state of the kth data eiement).

¢, th

Multiplier |

Multiplier 2

Figure 4.
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n (xk+) T

T
K‘rd'

Rd2

1
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(CFSK, M = 1) Detector
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Figure 4 {s a functional block diagram of a CFSK detector. Here,
the input stgnal plus noise, as defined by (99), is coherently detected .

in two parallel correlators. The coherent reference signals, c(t)

}
and cp(t), are given by {{
100
c, () =S, cos (wa ~I)t, (100)
3 and 4
| f
| Co(t) =S, cos (wat )t aon ;
The outputs of the two correlators are (utilizing (91)) |
| (k )T
,L Ry=L/ se)e, ey
Y KT
‘ (k+)T
- :J—/[Sc s (W, + L E)f +
T KT ) ° K T
(102)
+ N, (E)cos @it ~ny () Sin st ¢
E- XLS, Co.S‘(CU,"' l—;-:)t]dti
r and ) (k+1) T
. Ri, = F [Scos(wmi«l;)f +

KT

S 103
"‘I’lc(é-)Co.S‘UJ.l"-ﬂ;(d')j/n w.g}‘ (108)

F
; X[S,COS(W.‘FJ;-I)t]a(t.

-
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Neglecting double frequency components in the integrand,

L, (k+) T
R, = S,
A 27—/cos(4K+/)~ﬂo(t *
“KT
/(/<+/)T
[V)c(t)c'ac-g?t_
/<T '

- VL; (é) 5/” a(t‘
and
' ey (k+1)T
—~ . re&
R == ‘2’7“/50-f (1) ‘7?‘ At
KT
Ck+1)T

. Tt
[hc (t)cos Bl

KT

+Ns(t) Sin Z?—j;(t'

Since E{V),_ Cf“))z = E{ns ({‘)} = O , it immediately

follows that

= _ SS. <f<+/)7‘ 7Tt
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and

i (K+})T

S5 : e 107
Raz = 5%/ cos ((x-1) 7 At (o)
KT
Under the hypothesis h K = Q [K: / (from (992)), (106) and (107)
3 yleld the conditional detector functionals: 08
2) _ 108
R4 o =0
s . S35, (109)
KalZ/o 2.,
L Alternatively, the hypothesis hy = 1 leads to
: _
1 R - S5, (110)
di )i 2
i _ an)
Rdz/: = 0.

These latter results illustrate that the two shift frequency signals

are orthogonal on the interval ( KT, (k#)T ) for integer k's.

°roceeding to a consideration of the noise components of the two

’ Vi
d detector functionals, it is convenient to define
o - S, Ck+=D)T .

N Ra‘, Rd/ 27 [)’7 (ﬁ-)cofl;:—

AT (112)
. 77-{}
- Ns (‘l’:>5/.i7“-7—: dt
77
! - -
" 4

- [P
P

————— et — -, ot  —



and

(k+)T
Nzéﬁdz‘&{a [F) (t) co SL_E
(113)

+ 1, (t) sm’;'-.?]dt

The decision rule for the detector is based on the algebraic sign
of { Ry - R4z ). Under the hypothesis hy = 0, a decision error

occurs when ( Rd,,o - Rd2)0 1> 0 and under hy =1 an error occurs

when (Rd/l: ~ Rdzf Y < O . Thus, the probability of dccision

error, Poc, 1s given by

Fec = Pr-[(Ro(/IO - Rdzlo)>0] F"[AK=‘9]

+ /D,.[(fa(,/, '-RJZ/JZOJFP‘D’M:/J.

(114)

If the channel is symmetric, then

F. [(Rdilo - R42/0)> 0] = F. [(RJIII ‘Rdzll)zg (115)
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and (114) simplifies to

Fec = P [(Rdlll "Rd;_/:,)(Oj

= g[S <n,-N, ] (6)

3.3.1 CFSK Post-Detection Signal-to-Noise Ratio

Examining the noise component of (116), the total post-detection

noise power ‘:s'given by

(—Nz'N,)Z=E{N3_z'2N,/\/; +N.z}. (117)
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Uti14zing (112), 1t 1s found that
Q<+/)T (k+/)7'

F{N’} o7 )

X E{[nc (t/) Cos z;t" ~-Rs (“';)S/.h ’I7:£"_"‘

K K[l’)c(t,_)Cos g.éé -ns(t)sin 7[_%7}
o (k+)T, Ck+0) T
N Tr’z/d‘f' / At x
kT KT

[E{/’? (£,) N, (Q)@;—— Cos Z_t}

FEdn e)n 8) snTE s "f]

)
—Ein. (f>n:(f‘:.)cc>5—lj/- 'T?IL}
. - E{nIn)sint cos T8
-’ K+ T k)T
| = 5.1 / g //(
‘ / dt O(fg »

KT

; *[Ne [, t)cos T8 cos T

+ == Ve o((t, Z:,).S'/n-———_f/ L2

Ckr) l‘
N = ‘-“‘1 Ne j¢, = SN (118)
4 > ! ST .

s
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Similarly, utilizing (113),

Efnf -
E{N,/vl}:

~ E [nc(t‘.)CoS..Z_I'_/;J(f.)}.,-"ﬂ%_-]x

Finally,

qr?/o" o(éa

Il

SI No (]]9)

@f")'r /(Kr/)r
0(&, dtg X
KT “kr

Vl (tz)as .;.n:(f-‘):,h ﬂjz

)kr)T ~CKFDT

[P{h (¢ ) Ne (fz>}cos Tt CoS

-Cfn;(f )}’)SC{}% nﬂlflh%:‘

+E£94n (e )ns (t‘yc” P g,_:q n _;7?1‘

-5 {n; (t)n, (fz)} S/ z;_t.cu Eré_a

5

dAt, dt,_ x

kT KT
/

_/_\: < (¢, —'C:.)COS_’:E:—&‘-;-Q:)]
Ky / (Kﬂ];\‘/ .
i At, Lo rps 22 0 (120)
T her 2 7 .
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Substituting (118), (119), and (120) into (117), the total post-

detection noise power 1is ,?
!

DN —_— — h

R VERVE S Y ) '

(/vz-/v,) =Ne N = (i21) |

It should be noted that the CFSK post-detection noise power is
exactly twice that of the PSK detector given by (96). On the other
hand, the magnitude of the mean values (signal component) of the final /
CFSK and PSK detector functionals are equal and 91Qen by (95, PSK) and |
(106, 107, CFSK) as %

i Rb»’ :, (Ras - 'de)\: % (122) ;

Hence, for equal input signal powers and equal noise intensity, the
post-detection signal-to-noise ratio of the CFSK system is exactly
one-half (or -3 dB) that of the PSK systenm.

In the special case where the input noise is Gaussian, the
resultant noise componeiits produced in the 1inear detector functionals
are Gaussian random variables. Thus, the condition of a 3 dB higher
signal-to-noise ratio in the PSK detector suffices to show that the
CFSK system requires exactly twice the signal power as does the PSK
s;stem for a given error probability (at the same data rate and in the
same Gaussian noise environment,. On the other hznd. this 3 dB
difference in pest-detection signal-to-noise ratios does not necessarily

imply an axact 3 dB difference in detection efficiencies for non-Gaussian
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noise. The following discussion develops a general relationship
between the PSK and CFSK post-detection noise voltage probability
densities and the conseguent error rate characteristics. This result
1s of primary interest for non-Gaussiatn noise, but it is also valid
for Gaussian noise.

3.3.2 Relationship of CFSK Post-Detection Noise to PSK

Post-Detection Noise

3.3.2.1 Equivalent Noise Bandwidths of the PSK and CFSK Detectors

In the PSK detector, the observed noise envelope voltage is
given by (36) where < (t) 2 (C . From this (41) gives the
equivalent noise bandwidth, B,, of the PSK detector (or matched
filter) as

B, =1/T (a1)

where T 1s the bit length.

In the case of the CFSK detector, the observed noise envelope
voltage is given by (36) where C (t) 2 CS:’n 7%*, oLt &
This defines the CFSK post-detection noise envelope voltage, E., as

! 7 123
Ec=':/:[CI/;—)77L:bE(f)a(t (123)

This can also be expres.sed in the form of the convolution integral

-
Ec-"/aCT‘ t)e(t)dt (123a)
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where

E(e) = "5’-‘5”’ "7-"-#, 0t LT (123b)
O, elsewhere ,
From this 1t is apparent that £. may also be considered to be the
response of a 1inear filter ai t = T to the input e(t) where the
¥ impulse response of tie filter 1s given by C(t). The transfer

function of this filter is given by
O

H. Gw) = [ Ece) e e

P o

-T :
o . oTe _ wwl
B "—f-‘/Sm - € "”’. (124)

The equivalent noise bandwidth of this filter is then given by

(=
| . 2
} g & 21T [MIH°("“)){ A (125)
ne T ) He (o))" :
f,'
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Applying Parsevai's Theorem, this becomes

B - [:Tf‘(f)‘o(t
¢ | H, (o)*
[ Sl s (e
j /Jln i;ta(t)z

cieT  _
(2(‘/7-,.)2 eT (126)

f

Hence, the ratio of the CFSK and PSK detector ejuivalent noise
bandwidth {s

Bn. /B, = TT%/% = 1.2337, (127)

This result implies that the V4 ratio of the CFSK post-detection noise
corresponds to an observation tandwi’th 7,.% that of the PSK detector.
In the case of non-Gaussian noise, the vd ratio of the VFSK post-
detection noise can be found by employing this noise bandwidth
conversion and the V4 ratio for SK post-detection in Figure 26 of
CCIR 322 [26]. The quantitative effect of this bandwidth corversion
is that the V4 ratio (or impulsiveness) of the CFSK post-detection

noise is slightly greater than that of PSK noise. In Gaussian noise,
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on the other hand, the bandwidth conversion does not affect the
Gaussian character of the post-detection noise components. Thus the
nofse bandwidth conversion principle 1s indepe:dent of the eariier
observation that *he PSK detector {s exactly 3 dB more efficient than
the CFSK detector in white Gaussian noise. However, at this point, it
1s valuable to seek some substantiation for the bandwidtn conversion
principle in approximately white, non-Gausiian, atmospheric noise. To 4
this end, the following approximate analysis is presented. (
3.3.2.2 Numerical Estimation of the Statistics of CFSK Post-Detection o

Noise

3.3.2.2.1 Partition of the PSK Detector Noise Functional into

Statistically Independent Voltages

First, consider the possible subdividing of the PSK detector
noise functional. The PSK nost-detaction noise voltage, Np » 1s given

by the second tem of (%)

(k+0)T

Ne =57 /[ ne @)kt (126)
KT
Assuming the noise process nc(t) is approximately stationary over

several bit intervals, K can be specified as zero without affecting

the statistics of Np- This results in

-
Np = 3% / ne(E)dt, (129)
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Tnls expression can be rewritten as

M
— L :
PJP — ;%g - A4PK. (130) |
K=/
where i
KT/M .
Ny = 2 ne () dt (1300) J

2(Tvm) 4, ST ;

Again, approximate statfonarity implies that the Npy's have identical : ;

probability densities. Moreover, it should be noted that the Npk‘s n
constitute noise voltages as obtained by detection in the noise |
bandwidth M/T, which is M times as great as tie overall detection

bendwidth, 1/T. Therefore, it can be concluded that the variance (ov

effective noise power) of each Npk 1s M times as great as that of Np.

Also,
KT7M LT

NPK NPL = ;5'-/.-/:’ oAt j[db E{')c (f.)ncﬂi)} (131)
~)T/k Le-1)T A .

In the case where the noise 1s approximately white and of

spectral intensity No,/2, application of (93) yields

- KT/m  LT/m
Mo Ne, = S'glg-gf[”‘fr Aty § &)
| -0M 4 -)T/m
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[ S
g, K=t (132)

{
: |
LO, kNl |

-

Mo Np, =

Hance, the voltages Npk are uncorrelated, Now it is postualted that
the Npk‘s are statisticaI]& independent for'an appropriate (but as yet

undetermined) M so that the probability density of N, equals the Mth [

order convolution of the probability densities of (Npk/M). {The scale

factor M‘1 is necessary.to obtain equal variances). Mathematically,

this can be writte: as

' ' ; = '( (Z)®e o« *7[ (Z) (133)
‘(Np () N1 fha Nppyym 7
(In the special case of white Gaussiar noise, (133) holds for all values of

. M because uncorrelated Gaussian samples are also statistically independent.)
In order to determine the existence and proper value of M for

(133) to hold for the non-Gaussian atmospheric noise case, Mth order

f/’ | convolutions of the probability densities of (Npk/M) were evaluated by a
| nunerical integration procedure similar to that described in detail in

I Chapter 6. Here the probability density of the samples, (Npk/M), was
defined by a V4 ratio correspouding to the M/T detection bandwidth as
obtained from Figure 26 of CCIR 322 [26]. Figure 5 shows the probability
density of the atmc.nheric noise voltage, Np, for Vq = 3.75 and the

synthesized noise probability density obtained by the fifth-order

convolution of sample noise voltage, Npk, probability densities. In

Y o -

88




'a. Linear Scale

Figure 5. Probability Densities for Atmospheric 2gise: (1) Vd(vl)s

3.75 db, (2) V4(V,)=3.64 db where Vo= Z Uy, Uy's
Statistically Independent, and V,(U,)=6.7 db.

NOISE VOLTAGE (ypy,.)
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this case, the sample noise voltage V4 ratio is 6.7 dB and the V4 l

ratio of the sum of the five statistically independent sample voltages 5,

: is computed to be 3.64 dB. The close agreement of ihe V4 ratios and {

'the two probability densities is apparent.

In addition to the 11lustrative example, other sample noise R
probability densities were numerically convolved to obtain synthesized

approximations of noise voltage densities at V4's of 2.5 and 5 dB. The |

Vq ratios obtained by these convolution syntheses are summarized in (

t Table I. Column (1) contains Vq ratios assumed for the total atmospheric

noise voltaga, Np. Columns (2) and (6) 1ist the corresponding V4 ratios !
of sample voltaaes as obtained from Figure 26 of CCIR 322 [26] for noise “
bandwidth multiplications by 3 and 5 respectively. Finally, Columns (3) !
and (7) show the V4 ratios for the uniformly weighted sums of three and

I .

five statistically independent sample voltages, respectively. it can

be seen that the V4 ratio for the sample voltage sums is less sensitive

—

to the numbe~ of samples, M, as the resultant V4 ratios tend toward
1 the Gaussian noise V4 ratio of 1.049 dB. In the 1imiting case where

the sample voltages are Gaussian, the sum of these voltages 1s also

Gaussfan and, consequently, the resultant V4 ratic is independent of M.

g// ' Moreover, the results tabulated in Columns (3) and (7) indicate that

) (133) holds for some M where 2 < M < § and the V4 ratic of the PSK

. post-detection noise voltage, Np, 1ies between 2.5 and 5 dB.

|
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3.3.2.2.2 Synthesis of the CFSK Detector Noise Functinnal

Based on this latter indication of the existence of an M
satisfying (133) and the close correspondence of original and synthesized
noise voltage probability densities (as 1llustrated by Figure 5), it is
concluded that the PSK detector voitage produced by atmospheric noise,
Np» is closely approximated by the sum of a proper number of statistically
independent, identically distributed, sample voltages.

Having established that the PSK detector functional, Np, can
be accurately partitioned into M independent sample voltages, it is now
appropriate to consider the noise component of the CFSK detactor
functional. If the expression for the CFSK error probability (116) is
rewritten with Ny and Ny replaced by (112) and (113), the following
expression results:

S5 < (Kk+1) T
fec = F- ‘Ez“<£f ‘////krlﬁ (+)cos 7;55
RT

+ns(t)Sin Z%-tjalf

(k)T
Tt

- S
27/ [n.(t) cos
kT

(K-;-/)T

=Pr'i55‘ / n;Cf)S/’?—'“d (134)
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Here, ine noise component, Nc, of the CFSK detector functional 1s

given by the right side of the inequality indicated in the argument
ofPr{O}. Hence,

&+)T

| [ ; ﬂ— v
Nc A é,-—\-— KTn; (t)Stn T dt. | (135)

Agatn assuming ‘the noise process ng(t) is approximately stationary

over several bit intervals, K can be specified as zero without
affecting the statistics of Np.- This results in
s [T e
Ne= =t [ ns(t) Sin = dt 136)
/o
This expression indicates that the CFSK post-detection noise
voltage, N., consists of the time integration of a quadrature component
of the atmospheric noise process as multiplied by the sinusoidal
weighting function: (S3/T) sin EFE . On the other hand, the PSK post-
detection noise voltage, Np» consists of the time integration of a

quadrature component cf the atmospheric noise process as multiplied by

" the constant weighting function: $y/2T. Because of this difference,

there 1s no clear relationship between the statistics of the CFsK post-
detection n91se and corresponding PSK post-detection noise. However,
it 1s possible to approximate the sinusoidal weighting function in the
integrand of (136) by rectangular steps of equal width. This ylelds

M
Ne= £ 4 ax Nry
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m KM T
n .n gg) (138)
%I A At = [ Stn (T a(f,
&-T/m 0

and Npk 1s given by (130a). (It should be noted that ay = M-k,
k=1,. .., (M-1)/2, for odd M's. Thus, the (M+1)/2 relationships of
(138) define the step amplitudes so as to equate the moments of the
sine branch and its stepwise approximation to the maximum extent
possible for a given value of M.)

Now the previously demonstrated principle that the Npk's
are approximately statistically independent for the proper choice of
M(3€M<5, for 2.5 dB< Vy< 5§ dB) can be employed for the stopwise-
approximated CFSK noise functional. In this case, a probability density
can be obtained for the CFSK noise voltage, as approximated by (137),
by the Mth order convolution of the probability densities of (ayNpy/M).
Mathematically, this can be written as

:FFN‘(Z) 7( (Z)*...*,C Nm/"(z) (139)

Q, Npy /M

where the a,'s are the aforementioned sinusoidal weightingvfacﬁors.
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To obtain approximate CFSK noise voltage statistics comparable
to those already computea for the PSK detector, (139) was avaluated
numerically for noise samples identical to those used for the preceding
PSY- syntheses. The V4 ratios of these sums ot sinusoidally-weighted,
statistically independent noise sample voltacas are presented in
Columns (4) and (8) of Table I. It is apparent that the V4 ratios for
these synthesized CFSK (sinusoidally weighted) voltages are invariably
greater than for the correspording PSK (uniformly weighted samples)
noise voltages. At this poiut, reference to Figure 26 of CCIR 322 [26]
readily establishes a remarkably consistent relationship between the
corresponding terms of Columns (3) and (4), and (7) and (8). Although
the construction of Figure 26, CCIR 322 [26] permits only minimal
resolution, it is sufficient to show that the CFSK noise (Columns (4),
(8)) correspond to a bandwidth 1.2 - .25 times as great as the PSK
noise (Columns (3), (7)). This result clearly confirms the earlier
theoretical result (127) which indicated that the CFSX post-detection
noise would be characterized by a detection bandwidth 1.234(= 17?}8)
times as great as the PSK noise. This characteristic of the CFSK noise,
coupled with 1ts already proved 3 dB greater power, means that the CFSK
error probability is equal to the PSK error rate at a 3 dB lower signal-
to-noise ratio where the V4 ratio of the noise corresponds to the
bandwidcn 'ﬂ378T rather than the 1/T of a PSK detector. The experimental

results of Chapter 4 1end further credence to this conclusion,
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3.4 Minimum Shift Keying (MSK) Modem
Minimum Shift Keying is a modulation cechnique for transmitting

binary data which involves minimuin frequency shifting and produces a
continuous s::nal waveform at all times. As noted earlier, the actual
signal 1s an FSK, M = 1/2 waveform whose upper and lower shift
frequency components are phase coherent-moduloJT radians. Although
the signal appears as FSK, the MSK detectior pi.ciss employs coheren.
phase detection at the center frequency rather than correlation at the
upper and lower shift frequencies. The subsequent discussion and
analysis demonstrates that this 1inear MSK performance coincides in
Gaussian noise with that of PSK and is somewhat bettei in atmospheric
noise. Consequently, MSK detection is at least 3 dB more efficient
than the previously described CFSK, M = 1 detection.

3.4.1 MSK Modulation

First, consider the MSK modulation process. The waveforms
depicted in Figure 6 1llustrate the waveforms involved. The MSK
modulation process begins with the 1ime division demltiplexing of
the input data (Figure 6a) into two subchannel binary sequences
(Figures 6b, 6¢c) where the subchannel elements are 2T long. The X
subchannel sequence is used to biphase medulate an amplitude modulated

waveform A,(t), (see Figure 6d) given by

A (t) = S)Sgn 7—25751 Stn a.t (144a)
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The Y subchannel sequence similarly mod'lates Ay(t) (see Figure 6e),

civen Ly

|
A,(t) = S ~—.,£.,| cos w,t, (144b)

‘N

(Note that A,(t) has zero amplitude at the times when the X subchannel
sequence may change state. The same condition exists for Ay(t) and

the Y subchannel sequence. )
This phese modulation yields

Sy (&) = LxAx(t), (K-DTE +& k+)T,
(145a)
K ok,

and

Sy (¢) = ix Ay (£), (K- TE (KT, o

K even,

where 1) = 1-2h, and h, = 0, 1 according to the kth data element.
Substituting (144a) and (144b) in (145a) and (145b) and accounting for

the absolute value signs leads to

S, (®) = Ly S:in%.[t-(K-i)ﬂ:inw.t,
(146a)

(k- TELELKEDT, K oddy




and
- . LA ¢
5/(f),<=éx Sco.Sﬁ[t‘KTJCOJ‘ e T, :
(146b) ;j
(K-DTLt&(k+)Ty K even, |
Now, for k odd, the kth MSK signal element, S(t)k.. lq

(k-1)T < t< kT, consists of the sum of Sy(t) and Sy(t) {but with k-1
replacing k in (146b)). Here, S(t)k is given by

5(*),( = (:K 55[”21'77‘-[1‘-(/(-/)7_{) Sitn abt

FLye SCOIEL-,,‘»['C' -(K—I)ﬂCo.s w t

S e

| . . H A -
LK"I ~§C05[(w. A Lk-/ :‘%—?‘ t."f C%!;,]

|
’
|
K-! r - |
‘ 1) %/, Scoslwn=Cubus Rl ‘

i

Le-s

(K-)T4 t£kT, Kodd, "

From this, it is apparent that the instantaneous frequency of

| the MSK signal is governed by the state of time adjacent data elements.

signal is at the lower shift frequency during the kth interval when

; The implication of (147) is that an odd element MSK modulator output
} the kth data bit is the sare state as its immediate predecessor.
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On the other hand, 1f the kth bit 1s of the state opposite to its
predecessor, ‘then the output {s at the upper shift frequency. For
the next signal element, (kT&t < (k+1)T), is also added to S (t)
but with k+1 replacing k in (146b). This results in

o

S5@),,= Le Ssen %’[‘f‘ ~(k-DTSin ant

" +L‘k-'-/ b?CoS%—[t‘(K'H)dCOJ'w't J

=-lxSsin %‘[t - (K’“’)T.'_}S‘." @t

L Fine Scos It -(kt0T] cosue

K¢t
e . . I
- = ("/) ZLKH SC'OI[CU. ™ LkHZI]t’-(MS)
KTt < (k+)T, Kodd,
This result shows that an even MSK element is at the upper shift

frequency if the even data bit and its immediate predecessor are of

the same state. If the even bit and its predecessor are of opposite

r , state, then the MSK signal is at the lower shift frequency. It {s
f‘/’ obvious, then, that there is no direct relationship between the binary
state of the input data and the MSK signal outout frequency. Because
of this characteristic, the MSK signal cannot be readily demodulated
by conventional non-coherent FSK detectors.

3.4.2 MSK Detection
Detection of the MSK signal involves the time-sequential phase

detectior of the subchannel signal elements, S,(t) and Sy(t) as defined
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by (146a) and (146b). Figure 7 {is a simplified block diagram of a i

MSK detector. \

catt)

(Xk+)T

| Rdx :
;i 1 'i," ./ de ) 4
x subchannel (k=7 f

} TIME Oiv |DATA ?

) .
s(t) MULTIPLEXER

‘ Cy(t) ~
b
, : (k+2) T
§ T:J///ad' Rdy
. y subchannel KT

Figure 7. MSK Detector

/
ff’ The input signal plus noise, utilizing the narrowband noise

representation (91) and the MSK signal representation (147) and (148),

is given by

f S5¢t) = St +N(t) cos wnt
(149)

| “N,(t) Stn Wt (K-DTE tLKT
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where

S(t) _ ("/) 2Lk_,§C05[wg‘Lxlk-/fr f’ Kodd
K™ K . ' o
(") B L,(S.Caf[w,‘f‘ég lsza;- t, keen,
, ' (149a)
L= 1-2h,

and h, = 0, 1 according to the binery state of the kih data element.
The X subchannel coherent reference signal, Cx(t), is given by

(Figure 6d)

t

Cx (f)=5¢)5l:7):’?_7:r}51:n Wt

. 1 [ :
=S, 5m_-,_’—.,.[t—(/<-/)T] Sin Wt
K/ . WE - '
= (~]) 2;5-, Stn T Sth wht

| (150)
(K-DTLELK+D T,y Kodd .

The Y subchannel coherent reference signal, Cy(t), is given by (Figuve 5e)
C,t) =S |cosTE| cos w.t
=S, co;'g-[t -K Tj cos Wl
=0 %S cos TE cos wat

(k-DT4 & £KtDT, keyen, (151)
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Because the subchannel signal components are of the same form
and equal power, detector performance should be the same for both
subchannels. Therefore, the following analysis of X subchannel
detection also suffices for Y subchanné1 detection. With reference
to (149), (150), X subchannel signal elements correspond to K odd
and, as shown by Figure 6b, the kth subchannel signal element is
defined.over the time interval [(k-1)T, (k+1)T1]. Postu1at1n§ that
the kth data bit has hy = 1 so that 1} = -1, the input signal becomes

St) =S5(t) +Nc(t)cos Wt -ps(t)Sinet,

(k-1)T £t £ (k+)T,

where
-, .
-1) &Z"Lk_, Scos[wo * 4«-15—]!‘,
k-)T &£ +& kT
‘SCt)K = / (
('.,)LE_LKH $CoJLW.‘Lk+, %‘]t, (152)

KT& t< (ke))T
Expanding S(t)k results in

') Lk ,5{605

-5£n< ’;f,.Tt sih w.t}

S(8), = (k-)T4£ t& KT

(D ZLM.,S{COJ 'EHT) OJ'a/ot

L i) simad)

KT £ t &(k+1)T
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(-1) 55:1_5‘{[/(.' Cos 721—-%:505‘ ws

- : : I "'ha/ol‘}
: -Sih ZT..)L A
(k- T <t < kT

S ()= K e (153)
/) {L,«;,COTZF Cos wet
+ Sin Eé Sen u/.t'}
KT £ t £ (KHDT,
| & The output of the X subckannel detector is the functional Rdy»
given by
? (k+)T
- L
Rdx =T/ (x (t) S(t) At . (154)
. “(k-DT
L Employing (150), {152), (153) in (154) and again dicregarding high

frequency components in the integrand (because the signal and noise

o prdcess bandwidths are assumed to be much smaller than the frequency
p’i UJO )a
) 'f (K-r-l)T
b
’./’/ (K*") r
7 ' {_
| ='§i'5“' -, (Dsink
- ‘ (155)

i ' In this case, a decision error occurs when Rdx> 0. Hence the

t probability of MSK detection error, Peys 1s aiven by
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F m = b- (de >0> = ﬁ Gﬁdxé O)

(,‘<+I)T ;
=5 :S-—& 'l" — + N
( /)2 n;(t)_ﬂh 7 =dt {

(/<-/) r ~ 0 J |

ss s, Z(Kr"l)' ,
=€-{ '<'27ﬁ/) “n L€ -CkrDT) i

2KT
xSin “7;- +/)7:7d1'2

e

AK+DT

_P,{55'< 27:/’;;@' (’k+/)7_'] Smé-;_d} (156)
KT

~ Since ng(t) is assumed to be approximately staticnary over

several bit intervals, the argument of ngl - ] in (156) may be
translated to t without affecting the statistics of the argument of
Pe[ # 1 1n (156). This translation results in

S5 s _2(k+)T
Pem=PV‘[ > ézf,l‘ﬁr(f)_ﬂn dt:] (157)
2KT
Recall the previously derived expression for CFSK error
probability:
5 s (k+)T
S
= Pr[ > < T/”:(t)sm I JJ (134)
kT
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It is apparent that if the CFSK binary signal elements are doubled in
length (so that T 1s replaced by 2T in (134), then the CFSK error
probability (at the transmission rate 1/2T bits/sec.) equals the MSK
error probabiiity (at the rate 1/T bits/sec.). In other words, the
sign?1 components of the MSK and CFSK detector functionals are equal,
but the noise component of the MSK functional is 1dertical to CFSK
noise as detected in 1/2 the corresponding (for the same data rate)
detection bandwidth. Hence, the MSK post-detaction signal-te-noise
ratioc is twice as great (+3 dB) as the CF3.! signal-to-noise ratio.
Moreover. the narrower MSK detector bandwidth causes the MSK post-
detection noise to be less impulsive for non-Gaussian input noise.
Finally, it 1s appropriate to compare this result with the PSK
system. Because the MSX post-detection signal-to-noise ratio is 3 dB
greater than with the CFSK system, the MSK and PSK systems have the
same post-detection signal-to-noise ratios. However, the PSK post-
detection noise has a Vy ratio which corresponds to the equivalent
noise bandwidth (1/7) while the MSK noise V4 ratio corresponds to the
bandwidth ( TTzllﬁT). .Hence, the MSK post-cetection noise is less
impulsive for atmospheric 1{nput noise because of the narrower
effective observation bandwidth. In the special case where the input
noise process is Gaussian, both the PSK and MSK post-cetection noise
components are Gaussian random variables. Thus, the equivalence of
post-detection signal-to-noise ratios insures that MSK and PSK error
rate performance is identical (and 3 dB better than CFSK, M = 1) for

Gaussian noise.
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Chapter 4
PERFORMANCE OF LINEAR COHERENT VLF/LF
RECEIVERS IN ATMOSPHERIC NOISE

4.0 Introduction
The preceding PSK, CFI¥, and mM3K modem descriptions and analyses

have developed general mathematical expressions (80), (142), (143), .
(158) for detection error probabiiitfes (bit error rates). In terms

of relative pertormance. 1t wes shown chat the CFSK post-detection
signal-to-noise ratio 1s 3 dB less than the PSK and the CFSK noise

Vq ratio corresponds to a bandwidth 17-2/8 times as great as the

1/7 PSK detection bandwidth. Also, the MSK detector produces the

same past-detection signal-to-noise ratio as PSK but the MSK noise
component is statistically the samz as PSK noise observed in rr2/]5 times
the corresponding PSK detection bandwidth. i(n the special case

where the input noise process is Gaussian, the post-detection noise
components are Gaussian random variables whose statistics can be
described by well-known, closed-form mathematical functions. Thus,

the detection error probabilities for these systems can be expressed

in closed-form (98). On the other hand, the statistics of received
atmospheric noise are not accurately described by sinale, mathematically-
tractable, closed-form expressions (see Chapter 2). Instead, atmospheric
noise statistics are most accurately described numerically or by piece-
wise-algebraic expressions (see 2.1). Here, numerical methods must

necessarily be employed in the evaluation of the error probability
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expressions (90), (134) and (157). This chapter 1s thus concerned
with the development of a numerical pro.edure for aviluating these
error probability expressions and the presentation of comparable

experimental performance data.

4.1 Development of Numericai Procedures for Evaluating Error
Probabilities

The numevical procedure for evaluating detection error probabilities
is related tu the work of Spaulding [48] and similar to the numerical
integratior. procedure developed by Shepelavey [45]. towever, the
integraticon iechnique developed here is adaptable to any arbitrarily
defined noise APD (such as those of typical atmospheric noise) and is
especially suitable for digital computer computation. The actual '
computational procedure is described in detail for evaluation of PSK
error probabilities (90).

Beciuse of the relationships developed in 3.3.2 and 3.4 between
CFSK, MSK. and PSK detector performance, the PSK results can be
readily adapted to describe CFSK and MSK performance. Hence, similar
detailed computational developments for CFSK detection (142, 143)
and MSK detection (158) would be largely redundant and are thus omitted.
Finally, error rate performance of each of the systems, as computed
by the numerical procedures of this chapter, is compared with the
published PSK performance data of Linfield and Plush [32] and the CFSK
and MSK data of Entzminger, et al [14]. The good agreement between
computed and measured performance in each case cleariy substantiates

the validity of the 1inear PSK, CFSX, and MSK performance analyses.
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4.1.1 Performance of the Linear PSK Receiver in Atmospheric Noise

The biphase coherent PSK modam is first considered. In this
case, a1l receiver functions preceding the coherent prase detector
are essentially 1inear so that only 1inear bandwidth conversion [11]
is necessary to define an appropriate noise amplitude probability
distribution. From 3.2 the probability of PSK detection error,

Pep- 1s given by

: Cos 6 T .5)
Bo = B 52 [eorat > (0

where 0 is uniformly distributed on (- 77, 77 ) and e{t) is the narrowband

noise envelope process.

Now, employing the relationship (37) with C = 1, the integral of
(97) can be replaced with the observed (in a 1/T Hz bandwidth) noise
yotage, Ep. to yield

Pep = P (E-P cos8 >S) (159)

whe- 2 Ep {s a random variable statistically independent of the noise
phk-se, 0.
Division of both sides of the inequality by the RMS value of the

noise envelope voltage then ylelds

Fep = P,,(Eca;a>§) (160)
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where E is the ratio of the noise envelope voltage t3 the RMS noise
envelope voltage (so that - E’— =/ ) and T 1s the ratio of the RMS
signal enveiope voltage (or signal amplitude) to the RMS noise
envelope voltage. (It is apparent from the foregoing definition that
T 1s also the square root of the signal to noise power ratio.)

Proceeding, (160) may be rewritten as

>’ (161)

(161) then becomes

PQP =P,(l D Cos 6>

0y mlus

Here the outer inequality implies E >

Pep = B[ Cos” '(—5;-) >lel, 25 (162)

where Cos~! ( » ) is the principal value of Cos~! ( « ) since both
) and E are non-negative and 5 /E >0 .
Equivalently

Pop = Fe[-Cos (2 ) €6 £Cos (B) 23] 0160

or ~
oo G5 '(Z)
Pep = / dE | £ (£ e)de,  new)
§ "’Cof-(%)
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where ‘Fw (€, 9) is the joint probability density function of

the normalized noise envelope voltage and phase. 0"

Since E and O are statistically independent and @ is uniformly g\
distributed on (- 1T, 1T ), this reduces to {
3 | ‘

o C{U (_é..)

| .
Fep = Eﬁr/ Fe(E)AE [ e ‘
.?' -Coj—/(%) ' | "

o - COJ—'(—E.S-)
/ :
= ~2—7-T A--d—?—(El/:F(E)]J[: 3’{9 (163)
° Zaid) -

where P(E) = Pp(e > E) 1s the noise amplitude probabiiity distribution
as described by the curves of Figure 1. It follows that

Pop = 5 [~ [PeE)] 265 (E)
| S

”~\

S
/5
:.-_--_il-r— Co: l(—é)o(P(E). (163a)
m
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Considering the values of Cos™1 ( -g ) for S < E £ c© , note that

Cos™!($)204 G713 ) e Cos(E) = E 08 \

Partitioning the range of values of Cos™l (—% ) into n equal angles

of size TT/2n, the expresston for Pe (163a) can sinilarly be ‘
partitioned 1nto n integrals. The upper and Tower 1imits of integration |
H
for the 1th integral, Ef and Ef’ » respectively, must satisfy {
§ \
-1 . '
s (""J) = (l'/)iﬂé (1652) \
E‘.
LP _ and
b
-1
| - Cos (E = LG . (165b)
t These. equations yield
e
! E-u = = - (166a)
!. L cos -0)r ]
| 2hn
f._/' and T
| £
. ¢
E. = - (166b)
L L 1T
cos H- .
o
|
N2
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where

Cos QE_'ZE

Izé/ Cos' (£)re) . 0w

Examining the ith integral of (167), and in particular,
Cos™1 (-‘-SE‘ ), it 1s noted that
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and

.

(;LZT_T C”‘(F/ L los (E) (168b)

A
E= S
Cos urr E‘Ca:(‘ /)/7

These results lead to

Sh= Cos (2 )/ > €Or ae)

~ A

S —— < Ez__-S__,F :
(“'2‘ é
Cos *5 5 Cos 55

Substitution of these bounds in the integrand of (167) yields

& 5
Cos LI Cos (AT
A A PCE) > Cos (E::)A/’(E)
A
o omr S -
C‘”.Zn Co.s‘Z’:
Pal
2 =T
(et
S Cos3n (170)
= C-nrr -
. =i APCE)
S
. (NN
Cos =
114
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or [

irfo T p[E e
i {rlagy] - i )f o r «
s \

Cos T |

=T, = Cos™ (£ )APE) M)
5] -

' Cos $& ~ ‘
L i

L-0m S .*"_;9[_-1.\]
= z'FT{P[_-co:‘-‘g_%’-’:J " lcosEl Z,
Now, performing n-fold summations and division by Tr on the

outer tarms of (171), it follows that
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|53
I
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N
N
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Since
U L s
I, =L =L, x
y
1 ;é? ] u ;| n \
L, = P > 4 - 1!
m Y T 2, fep |
;L_ L (174)
1 > 7T (f, I /-DC ® ,
Substituting (172) and (173) into (174) results 1n {
P ! |
i 2 n s (175)
2'7 Co.r > PCP 2n gP Ca:-ﬂ-] .

Since P[] = (0 (where 1 = n), the upper and lower error

probabiiity bounds in (175) differ only by the first term of the

v

g e — -

- upper bound, P[§3/2n, (where { = 0).A It is obvious that this term can
( be made arbitrarily smali by the selection of n sufficiently large. Thus,

1 | f’e = /De" (176)

n_,OO h"w .

However, it might be expected that the arithmetic average of
these bounds converges to an accurate estimate of Pep much more rap1d1y'
than either of the bounds. Thus, the detection error probability,

r Pep, is defined by this average to be

- fp= z[ R+ R']

17




Here, the function P[ -] 1s the normalized noise APD (as depicted in %
Figure 1) whose V4 ratio is adjusted to the detection bandwidth (1/T). h

The variable S is the square root of the signal-to-noise power ratio !
as referenced to the detection bandwidth (1/T). -g
i

4.1.2 Performance of the Linear CFSK, M = 1 Receivar in Atmospheric :

Noise

The bit error rate performance of the 11near CFSK detector is
readily obtained by combining the results of 3.3.2 and the preceding {
PSK analysis. CFSK detection 1s 3 dB less efficient than PSK |

detection where the non-Gaussian post-detection noise corresponds to

an observation bandwidth 772/8 times as great. The probability of

L CFSK detection error, Pac, is the same as that for FSK (176), except
h that the signal-to-noise voltage ratio, S, must be reduced to 31/95?

- —— g — s — -

(-3 dB) and the V4 ratio increased according to the bandwidth ratio
172/g. Thus, the CFSK bit error rate (or detection error
probability), Pec, 1s given by

cC:L/_‘- ID[S//—\:] +‘2r, fi’[/""m ](177)

e

F/ where P[] 1s the normalized noise APD whose V4 is referenced to the
observation bandwidth ( 17-2/8) and ?? {s the square root of the signal-

to-noise power ratio referenced to the detection bandwidth (1/T).

118 -




4.1.3_ Performance of the Linear MSK Receiver in Atmosoheric Notise

Similarly, the bit error rate performance of the 1{inear MSK
detector is readily obtained by combining the results of Chapter 3.4
and the preceding PSK analysis. From 3.4, MSK detection produces the
same post-detection signal to ncise power ratio as PSK (fo~ equa!l
input signal-to-noise ratfos and data rates) but the MSK post-detzction
noise component is statistically equivalent to PSK noise observed in

77'2/16 the detection bandwidth. Thus, the expression for the
probability of MSK detection error, Pem, 1s fdentical to that for
PSK (176) except that the APD, P[ < ] must be characterized by a Vg4
ratio adjusted to the observation bandwidth T 2/1g7for input data
elements of T seconds. Hence, the MSK »{it error ratz2 (or detection

error probability) can be expressed by

Pem=75P[S] +35 ?::/,’[f/cw (I )

where P[* ] 1s the normalized APD as referenced to rr2/157;T being
the duration of an input data element, and S is the square root of

the signal-to-noise power ratio referenced to the bandwidth (1/T).

4.2 Vvalidation of the Theoretical Analysis

4.2,1 (Cenvergence and Comparison in Gaussian Noise

To examine the efficacy of tais estimate in typical atmospheric
noise (Vq = 9 d3), Pe! and Pek, and Pe were computed by (172), (173),

and {176) respectively, for various values of n. In this case, it was
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found that the arithmetic average, Pep- with n = 20, ylelded the same
numerical accuracy as wa: obtained by convergence of PeY and Pel at

n = 5000. Similarly, Tatde Il, which 11sts error probabilities for
Gaussian noise as computed by (176) and as computed by series evaluation
([1], Equation 7.1.26) of the theoretical expression (98), clearly shows
the efficacy of the numerical procedure (175) for n = 20. Obviously,
greater values of n could be used to obtain greater accuracy, but n = 20
provides accuracy equal to or better than most experimental data. Thus,

a quantitatively adequate criterion for the convergence of the PSK error

probability has been determined. Moreover, it has been shown that PSK
error probability in Gaussian noise as calculated according io this

L procedure virtually coincides with that obtained by the classical
procedure.

4.2.2 Atmospheric Ncise Performance

The remaining, and clearly most pertinent, problem ié the valida-

tion of the procedure for performance in non-Gaussian atmospheric noise.
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Table II. Probability of Detection Error for Cohdrent PSK

in White Gaussian Noise (Rayleigh Envelope)

Signal\Noise Theoretical Numerical
(dB) Error Rate* Estimate**
-10 .32736 .32736
-8 .28671 .28672
-6 .23923 .23923
-4 .18611 .18612
-2 .13064 .13065

0 .07865 .07865

2 .03751 .03751

4 .012501 01250

6 .0023884 .0023882

8 .0001909 .0007909
10 3.8756x10-6 3.8718x10-6

*Pep = 1/2 [1-erf ( |/S/N)], Computed by (7.1.26,[1] )

**Po = !/feoExp [- S/N] + '/"'°‘.g Exe [ (s/W)(cos "%—)?J
=) ?

Equation (17€) with n = 20, P(E) = EXP [ -E?]

Because the present analysis constitutes an original theoretical

development for the non-Gaussian noise environment, experimental

performance data is the only appropriate standard of comparison.

Fortunately, measured performance data in atmospheric noise 1s

available for linear coherent PSK [32], CFSK, M = 1 [14], and MSK

[14] detection.

The PSK experimental data, presented by Linfield and

Plush [32], 1s in the form of measured bit error rates (probability

of dgtect1on error) at various signal-to-noise ratios. On the other

hand, the CFSK, M = 1 and MSK data, presented by Entzminger, et al
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[14], 1s in the form of measured teletype character errcr rates.
Here, the comparable theoretical character error rate, CER, must
be derived from the theoretical bit error rate, Pe.

The synchronous CFSK and MSK teletype systems emnloy 7.0
Baudot code where each binary element is equal in lenygth and only
five of the seven elements in a block actually define an alphanumeric
character. (The other two binary elements are scart-stop bits {nuended
to establish long-term system synchronization.) Any one or more
decision errors in the sequence of five data elements will cause the
character to be decoded and printed incorrectly, thus producing a
character error. On the other hand, isolated errors in either the
stop or start elements do not produce character errors 1f long-term
system synchronism is maintained. Thus, assuming synchronism, the

probability of a correct binary decision q, ts given by
q = 1-Pe (179)

where Pg is the bit error probability.

Assuming that bit errors in a Baudot character are mutually
independent, the probability that all five are decoded correctly,
Pc» 1s given by

Pe = q% = (1-Pe)° (180)

This 15 the probability that a character will be decoded
correctly. Hence, the probability that a character will be decnded

incorrectly, the character error rate (CER), is given by

CER = 1-P = 1-(1-Pg)° (181)
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4,2.2.1 Linear PSK Detection

The first experimental data to be considerad is that of ¢
Linfield and Plush [32]. This PSK detector performance was measured !
in additive atmospheric noise at 16.6 kHz (VLF) at a data rate of
33.3 bits/second (constituting a detection bandwidth, 1/T, of 33.3 Hz
for coherent dctection). The noise had a measured V4 ratio of
approximately 10 dB 11 a 376 Hz bancwidth. By Figure 26 of CCIR 332
[26], this converts to a Vq ratio of 3.75 dB in the 33.3 Hz detection /
bandwidth of the experimental system. Figure 8 shows this data with |
the theoretical PSK error rate as computed by (176) with n = 20. [
The close agreement of the theoretical and measured bit error rates
15 apparent.
4.2.2.2 linear CFSK, M = 1 Detection 1

Experimental atmospheric noise p.iformance data for CFSK,
M = 1 detection has been presented by Entzminger, et al [14]. Here,
the system was operated at a signalling rate of 50 bavds (50 bits/
second) i~ atmospheric noise at 27.5 kHz. The noise had a Vg4 ratio
of'7 dB measured in a 218 Hz bandwidth. This converts (by CCIR 322
[26]) to a V4 ratio of 3.75 dB in the 50 Hz detection bandwidth and
4.15 dB 1a the 50 ( 772/g) Hz observation bandwidth. Figure 9 shows
this measured CFSK data with the theoretical CFSK CER as computed by
(177) with n = 20 and (181). Here, the correspondence between the
compited and wacaced CER's 1s somewhat poorer than for the PSK system
(Figure 8), but sti1l within about 3 dB. However, the fact that the
measured performa~ce is better than calculated for ideal linear detection

implies that sor. ..on-lineai~ noise cancellation might have existed
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in tﬁe experimental system. The dramatic effect of even slight
non-1inearities such as peak clipping is shown Ly other experimental
results. For instance, Linfield and Beach [33] found that noise
clipping 19 dB above the signal envelope produced at least 4 dB
improvement in CFSK error berformance in simulated atmospheric noise.
Thus, even minimal impulsive noise clipping in the axperimental
receiving system could well account for this performance differential
between measured and ideal linear detection.

4.2.2.3 Linear MSK Detection

In addition to CFSK data, experimental atmospheric noise
performance data for MSK detection has been presented by Entzminger,
et al [14]. This MSK system was operated at a signalling rate of
40 bauds (40 bits/second) in atmospheric noise at 27.5 kHz. The noise
had a V4 ratio of 10 dB 1n 243 Hz bandwidth which converts to & V4
ratio of 4.15 dB in the 24.7 Hz ( 1r2/15T) MSK noise functional
bandwidth. Figure 10 shows this measured MSK data with the theoretical
MSK CER &s computed by (178) with n = 20 and (181). Again, the
agreement of measured and computed CER's is quite ciose.
4.2.2.4 Summary

The foregoing discussions have shown that the expressions for
error probabiiity (176), (177), (178) derived in this chapter, yleld
results which coincide with theoretical Gaussian noise analyses. In
addition, close agreement exists between theoretical and measured
performance 1n non-Gaussian atmospheric noise. Thus, the quantitative
validity of the 1inear detection analyses of this chapter has been
substantiated.
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4.3 OQptimum Linear Coherent System
In addition to the experimental and corresponding theoretical
results of Figures 8, 9 and 10, error rates for 1inear PSK detection

in atmospheric noise of varying impulsiveness (V4 vatios) are plotted

" in Figures 11 and 12, (A more complete tabulation of PSK error rates

is containea in Appendix D.)

The error rate characteristics of Figures 11 and 12 tend to
flatten out with increasing impulsiveness, or V4 ratic. Thus,
significantly more signal power is required to achieve a given low
error probability as the V4 ratio increases. A corollary observation
{s that the error rate performance characteristic is steeper for
Gaussian noise than for any non-Gaussian atmospheric naise. It is
apparent that Gaussian noise error rate performance is the 1imiting
case of atmospheric noise performance as the noise impulsiveness

descreases. Thus, 1t is apparent that detection efficiency can be

substantially improved by a reduction in the ambient noise impulsiveness.

As noted in Chapter 1, atmospheric noise impulsiveness varies with the
bandwidth of observation. Thus, an increase in binary element iength,
T, reduces the PSK and CrSK detection bandwidth, 1/T, and consequently,
the post detection noise impul,f-eness. For this reason, the MSK
post-detection noise componert ’‘equivalent to noise observed in
bandwidth ( 172/16T) 1s clearly less impulsive than the corresponding
noise components of the PSK and CFSK detectors. Moreover, the MSK
detector post-detection signal-to-noise ratio is equal to the PSK
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detector and is 3 dB higher than the CFSK detector. Hence, the MSK
system 1s clearly more efficient that either PSK and CFSK.

This, 1n addition to the continuous waveform (see 3.1) and the
minimum bandwidth of the MSK signal spectrum [14], makes the MSK modem
the optimum choice for practical coherent binary communication (with

linear detection) in atmospheric nofse.
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Chapter 5
COHERENT OETECTION IN ATMOSPHERIC NOISE WITH PRE-DETECTICN

HARD-LIMITING - PULSE STATISTICAL ANALYSIS (PSA)

5.1 General

The remaining system performance analyses and resuits in this
study are concerned with reca2iving systems which emoloy pre~detection
hard-11imiting. Hence, the hard-1imiting process 1s the extreme case
of the non-linear noise-clipping process whose efficacy in 1mpulsive
noise has been investigated expsrimentally and describe& by Hartley
[22], Linfield and Beach [33], and Ma)linckroQt [35]. Because these
experimental results showed that hard411m1t1ng equalied or exceeded any
noise-blanking (hole-punching) pr;cess or less-stringent clipping
strategy, performance of the.hard-11m1t1ng receiver conscitutes an
upper bound for practical non-1{near receiver pertormance. Moreover,
practical circuit realization of the hard~‘1m1t1ng process is relatively
easier to obtain than that of other non-:inear responses. Thus, a
reliable hard-limiter is 1ikely to be the mbst efficitnt non-11inear
pre-detection processor - both functionallv and economically. For
this reason, the subsequent analyses of this chapter and Chapter 6 arg"
confined to the hard-1imiting receiver system. ;' |

The present chapter analyzes the performance of PSK, CFSK and MSK
detectors preceded by bandpass hard-1imiters on the basis of atmospheric
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noise pulse statistics; This technique, Pulse Statistical Analysis
(PSA), is used to derive bit error probability expressions for the
three coherent systems. In turn, character error rates for CFSK and
CSK (MSK detection and differential post detecticn decoding) modems
are compared with some measured performance data. Finally, it 1is
shown that the PSA technique {is suitable only for systems where the
ratio of the hard-l1imiter bandwidth to detection bandwidth (BWR) 1s

on the order of eight or less.

5.2 Pulse Statistical Analysis (PSA)

The PSA development s presented in three phases. First, detection
error probability expressions are derived for the three modems where
only one noise pulse 1s assumed to occur in a given element. Next, the
noise model 15 extended to the case where multiple noise pulses occur
in a single detection element. The error probability expressions are
accordingly modified for the multiple noise pulse distributions.
Finally, pulse occurrence statistics are appliad to obtain average error
rate probabilities.

5.2.1 Coherent Detection with Hard-Limiting - One Noise Pulse per

Detection Element

5.2.1.1 PSK Detection

The hard-1imiting PSK detector 1s similar to the 11near PSK
detector of 3.2, but it also includes a pre-detection bandpass hard-
1imiter. Figure i3 is a simplified block diagram of the hard-1imiting

PSK receijver.
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Figure 13. Hard-Limiting PSK Receiver

In this system} the detector output is the functional R;,

given by -
(k+!
S,

Ra = T - 7(t) cos ww.t dt,

where q(t)is the output of the 1imiter. Assume an input. to the
l1imiter given by

S () = Scos(w.t +h )+ e)cas(ut o) 182)

whore S 1s the signal amplitude, e(t) 1s the noise envelope process,

hg = 0, 1 according to the binary state of the kth blt. The cutput of
the 1imiter, q(t), has.a rectangular waveform whose amplitude fs denoted
as -%;L for convenience. Here, the important simplifying assumption {is
made that individual noise pulse amplitudes are much creater than the

signal amplitude, but the signal amplitude 1s much greater than the
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noise envelope otherwise. In this case, the larger amthude component,
noise pulse or continuous signal, suppresses the smaller component [9]
and consequently "captures" the 1imiter. Hence the zero crossings of
q(t) are determined by the larger component of s(t). When S 2 e(t)

(no noise impulse present), the zero crossings are identical to those of

Cos.w.t and when S< e(t) (during a noise impulse), the zero crossings

are ic.i.‘.cal to those of cos [w.t +8@t)] . Postulating hy = 1,

*he output of the limiter can be written as

(t _ - Z"LS\G '\' cos wotf, .5.—§‘.- e(t) (]83)
9 TL 56 N{(_‘as [co.t +6C) , S<e(d),

Now, postulating a noise pulse centered at t. such that
during the kth interval e(t)> S for ty < t & t2, the noise component
produced by the integrator, Np. is giver by
Ta
Np= ’7": TL,[:-&S G Nicos[ct +é@)fcos at £¢, (188)

t,
Assuming the noise phase to be approximately consiant over the interval

(t1, tp) and introducing a shift in the time origin, Np becomes

tat S
Np= -T;'_Lé-f-sfSGN Cos wn:} CoS [w.t@,(f’ (185)

t,+-‘%-.
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The function SGN {COS a’-i‘}may be rewritten in a Fourier cosine

series as

SGN{C05 w.t} = 4 S #Co: K, T, (186)
T Koad

Substitution of this into (185) yields

t,+&
LS, = L
Np = é—-r- S K/ Cos ket Cos[w.t-éz!o(t
Kodd 5
l+w.
tz"'%.
= LS. [CoS @ + CoS (2w.t -Gﬂdt
T 0 «
tl+!-_¢7.
(187)
oo tz*c%.
+ f _J/—(- Cos Kw,t coS (w.f—é)d{}
K=?,5:.. t,'f'% )

Since the signal and noise process bandwidths are much smaller than the

center frequency, &, , the contributions of the high frequency components

of the integrand are negligible. Hence, the noise component is closely

approximated by the first term of (187) resulting in

Np = L_-,—'E'—(t,_- t,}co.s 9’ ot , £t, £ T (188)
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The signal component. ps On tne other hand, 1s given by

=+ /- TrLS'jGN cos wothOS wtdt
(189)

7_/ LS, SGNZ(Coj woﬁ@sw.tolt‘

Again, employing (186) and disregarding high frequency components in

each integrand yields

_ _ L5 e
5P~ —T'-[T'(tl t)]. (190)

These results show that the magnitude of the post detection
noise component is directly proportional to the "noise capture"
interval, (t2 - ty), and the signal component is proportional to the
bit length minus the capture interval.

Under the hypothesis that h, = 1, a decisicn error occurs
whenever Ry> 0. Utilizing (188) and (190), this event can also be

expreossed as

Rd m: SF -f-NP LS-, [“T-f-(t ‘Z") (s t)Con
> 0,

In the kth bit, the capture interval, (t2 - t1), is physically

(191)

constrained to be no greater than the bit length, T. When
(t2 - t1) > T, (tp - ty) must be replaced by T in (191). Thus,
the event Ry > 0 1is equivalent to
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- cCos @ > 0O for (tz't'> >T o
? and ;
(192) ';J
T-(t.-t, '
| X coS586 D (fi“ ) ) ) for (tz't/)é_r. lg

This result ieads to an expression for the overal! decisisn errov

probability, Pep, given by i

T-(t,-t, ' \
Pep = p-(Ry>0) = P{!Scwcw&(_“), i

e

+ Pr- {COS 5>0,(t2’ t/)>7}

Since (tp - t]) is a function only of the noise envelope, it is

L | (t,-t.)% T} +  (193)
]
|

statistically independent of the noise phase, 8. In addition, the

event in the first term on the right side of (193) car be equivalently
described in terms of inverse functions. (It should be noted that an
error can occur only if (tp - t1)> T/2, which also coincides with the

bound CoS @ =1 in (193).) These changes result in

’ o= plo <G (]

} Th<(t-t)2 T}

(193a)

+ Pr{C05 5>0}x Pr{(fa‘t,) >T}
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Finally, 1f 0 is uniformly distributed on (- 17, TT), this becomes

[ T-(t.-t)] -
FeP =P {IGI < Cos ' Tg‘;cj_‘}',')" ], Zé(tg‘z,)é“(}

194
+5 Rt -t)>T] (1%4)
or
|
— = T—VIJ T’ Z Z }
Pey P,,{leléCoS [T-n Th4y 4T
+ 5 Pr {v,>7“} (19%)
where
V, A t,-t, (194b)
At this point, it is appropriate to consider the "capture
interval", V, , more closely. This time interval is obviously defined

by 1ts width and time of occurrence. The noise pulse width, 4 , is
defined to be the interval that the envelope of the received noise
pulse exceeds the desired signal amplitude, or, alternatively, the time
required for the envelope of a received noise pulse to decay to the
signal amplitude. Thus, the predetection noise pulse width, 4 , is
found by solving the inequality

e(t)> S

, t.£t4 t.+tA (195)
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where e(t) is the envelope of the receiver response to a noise impulse
at t = t, and S is the received signal amplitude.

If the single-tuned RLC filter of Figure 2 is utilized as a
simplified approximation of typical receiver predetection filtering,
the recetived noise envelope is given by (70). By emp]oy1n§ (70) with

t replaced by t, +A to obtain equality in (195), there results
"'b' (t.+A -t’)
S =Pe

= pe P (196)

2
where P is the received noise pulse amplitude and 2b, is the 3 dB
bandwidth of the predetection filter in radians/second.
This leads to

A = __bl_'_ Lh (’P//-S>, (]97)

It 1s convenient to express the random variable P in terms of E, the
conditional expected envelope voltage given P, as observed in the
detection bandwidth. Evaluating (72a) with c(t) = 1, for PSK, the
following expression for the conditional noise envelope voltage, E,

is obtained.
T

+
-6, (t-To
Ez_-IL-;-,/&(Te e ( >a(t

To

B[ G-e ], e
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veratnmn « v+ . B R - T T— e

- -\
!
i
Hence, |
| :
- -4 T -I? o
| = s.r'-[_,l_. e b ( x
"L,Lh{ 5L L;T(' e ™) J \
!
/ b, TE - __L A - ,.-AJ'?

:—g-’l‘h[s-——-—jj. ] b,l.h ’_b,T(I € )J. (199)
E |
It should be noted that in practical communication receivers, the f
predetection filter bandwidth (by/m Hz) 1is equal to or greater than 3

, | the detection bandwidth (1/T Hz). In this case,

1 (199a)
L blT- ‘é TT e
b Hence
| ‘
- A _L( b Ty 199b
b,Law{j,‘- b.T I-e .) =0 ’ ( )
and
A=y [E'TE) (195¢)
b, bnl TS 4
F
p The other essential descriptor of the capture interval is its | ~_H
}:‘ time of occurrence. Here, the simplifying assumption is made that a
b , binary decision error {s uiiiy caused by a noise pulse occurring entirely
within the bit interval. Although this obviously excludes the effect of
f . noise pulses which overlap into adjacent bit intervals, this assumption
} does lead to mathematically tractable error prokability expressions.
|
S
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More importantly, however, the resulting computational results give

good agreement with experimental data. Based on this assumption, the

following definitions are obtained:

t, e - £ (200a)
and

t, At +% ’ (200b)
where

Aé‘tcér—%,

and t. 1s assumed to be uniformly distributed on ( é% ,‘r-é}).
Substitution of (200a) and {200b) into (194b) yields

\V4 ::‘tz——t'-:.A. (201)

!

Application of (199) yields

-7
v = L[ BLE |- L - -] o

and, for b T >/ , as 1s usually the case,

(203)

\/"==:.7£: L—h [: éiéllféi] .
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Substitution of (201) into (19%4a) results in

szPr{feléCos-'[I‘é—é]’%éAé_T? )
, (204) :
+ 5 F {A > T} |
A T-5] |
% Ea Co.s IA-QJ
| =/°‘E/2 Terer (6, E)dl ﬂ
| I _ (205) L
| +2L/ fe (Z)dAE,
\ £
:
| where
Al ",
E=E, .
or
_ S bT/2
! E' = 20—7: a , (2058)
e
and
P
¥ -
A E=E, T>
or
I
; - S b, T
" E,= L7 € ) (205b)
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Now, assuming the noise phase to be uniforily distributed on
(- 1T, TT) and statistically independent of the envelspe voltage, E,
(205) becomes

+ /. fo (E)AE

where. Ey, Ez, and A are given by (205a), (205b), and (19Sc) respectively.

At this point, it should be noted that the first term of (206)
is of exactly the same form as (163). Thus, the numerical procedure
developed in 4.1.1 is used to evaluate (206). In this case, the
n-fold partition of the first integral of (206) y1e1&s

=1 }D.T"-Lr. (L,TE;(/5> ’ I '
p =(L-1) (207a)
Cos [ Ln(bTES/S) J =" '

and

] r—.L '
A MAGIEAL

where E1¥ and Eil are the upper and lower bounds on the ith partition

integral, respectively.
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These results, in turn, yield

E-u-: -ZS—- E, [ b T : ] (208a)

| + Cos L&D
2N

and

—

L ) k> \
. —_— ' (2¢3b)
E‘ A;TEX‘PL | + CoS ”TJ

ot

2nm

1

Next, substitution of (208b) for (166b) in the arguments of
(175 yields

E,
|
L / Co;'[ b T-Ln (b, TE/S)] e
EI

L ow (L TE/5)
b, T
Z”L/{ Exp /+c5‘27;’;]}
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Finally, approximating the first term of (206) by the average o
]
of its indicated upper and lower bounds (209), and noting that E,-,_""f,%'e ’

(206) becomes

| S b, T
Ioe;o"’ > P{Zﬁ- €

) s bT s LT
+ — = 2 e !
‘/”[F{A,Tﬁ eI
r)-l
S I LT )
, —
+ %gf z,,TE"f’ /1 cOsi‘l’f}

5.2.1.2 CFSK Detection
The hard-1imiting CFSK detector consists of the CFSK detector

as depicted in Figure 4, but preceded by a bandpass hard-1imiter.
Rearranging and combining the linear multiplication integration and
differential combination functions of Figure 4 and adding the predetection
receiver and 1imiter, result in an equivalent block diagram of the hard-

1imiting CFSK receiver. This is depicted in Figure 4.
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Figure 14. Hard-Limiting CFSK Receiver

Here, the detector functional, Ry» s given by

(k+1)T
Ra = 2> 7(z‘)SLn Csin wit e, (@)
T
KT
where q(t) 1s the output of the limiter. If the input to the 1imiter
is given by '

S) = Scos (w.+ L )tt-et)cos[wt +ae] 1)

where S is the signal amplitude, e(t) is the noise envelope process, and
I
-7—
output of the 1imiter has a rectangular waveform. For convenience, the

the upper shift frequency, v + » 1s chosen arbitrarily, then the
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amplitude is denoted as Zl;.é . The zero crossings of q(t) are
assumed to be identical to the larger component of s(t). When

S > e(t), the zero crossings are identical to those of cos (w. +.—1; )t
and when S < e(t), the zero crossings are identical to those of

cos [ w.,t +6(t)]. Thus, the output of the 1imiter can be written as

¥

L '
B3 .SG/V{COS (wr +$)t}, S2e®) oy
7—7% S6Nvcos[w.t *‘9&)’7}; S<ew,

g )=

For a single noise pulse centered at t = t. such that during
the kth interval e(t)> S for ty £ t £ tp, the noise component produced
by the integrator, N., is given by

t_z !
Ne == + [ TS, SeN{cos[w.t roce])x
t, . (213)
xsin % sin at dt,

where t and t, are given by (200a) and (200b), respectively.
Assuming the noise phase to be approximately constant over the interval

(t1, t,) and introducing a shift in the time origin, N. becomes
1» %2 c

t+—

. ITLS,
{\IC -~ /S\GN{COS w'}Jtn(ﬂt 6( )
214

tl""'ﬁ'

X Sin(w. t -6)dt,
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Subst1tut1hg (186) in (214) results in

t+5
N, = "“5' 2 Cos Kwnt SinFE(t-& ) s
kcJJ . (
it (215) '

x Sin(w,t-6)dt

- 2Ls /[—-5m9 » sinfewt-a) .
t, +£ :

X 5(n”77=’:t -2 )dt

tar sl (216)

(o ]
2
+Z R/ Coskwit sinFE-L)x
k=35t +r&

x Sch (Wit - 8) dt

Since the filtered noise process bandwidth is much smalier than

4

the center frequency, Wo, the contribution of the high frequency components
of the integrand is negligible. Hence, the first term of (216) predominates,
yielding

t.t+h
S, .
[\/C::;—;%—-Smﬂ sin L@ -2) ot
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Again, it should be noted that the maximum value of N,

~ \
occurs when the capture interval equals the bit length. For this "
| case, t; = 0, t, » T and Ne ":(‘qLS/ﬁT)S‘:"‘Q. The linear !
transformation ¢=9+§ results in %
t!

Tt e
| N 252 Cos ¢ [cos T - Cos T toteT -
» . ¢ - A
-3 cos ¢t -t >T. g

—

} The complementary signal component of the detector functional, Sc»

- = a—"

is given by

& £, !
f | S.=79/mLS5, seNon;(w. +¥)b}* |
) xSZn I..;?t'-fl..n w,z‘-Jt
1 T (219)

+—% T LS, SGN[CaS(w.+747)i}"
; ¢, T e
& : xSch—7—-5mw. .
}
b,
i

1
}
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Substituting (186) in (219) results in
Z,
Sc = QLS f cos k(w.+¥)t5c‘n7—,75" |
kodo{ 0 ;
X Sin wht AT
T
L’“—' f cos l<(w.+-71_r_>t sinTEx

K odd

£ Y §
)(S[r; WLt AT (

Tt
= L/%:S‘t _% _ICOJ %7_-”][/ "Co.wa,ﬁdt
L - -/[, CoS _-][/ Cos 20.t]dt i

ty

A e

-

) .
| +{,'/54'n "'7.-—75'50'; 2w, t At
| 0 (220)
-
. 2Tt
! +—,;-/5m = Sin2w.t At
l : €, .
/ | t, e
| +Z ’;“{ﬁos k(w, +iF )t sin = x
h. k<35

x Sinew,tdAt

} o2 T T
| +7 R /Cask(wm@)fﬂ"‘f‘
K=35%"°" t.
r x sth w,t At
|
|




Also. since the signal bandwidth is much simaller than the

center frequency, &/,, the contributions of the high frequency «

components of the integrand are negligible. Hence, only the first f
two terms of (230) contribute significantly to S, &nd 1
R
LS

‘T'*[T-(t -t.)
2mt 2T, :
zn.(gm L2 _sinS= 't LT 1
0, t,-t.>T !

| Therefore, the total functional, R4, given that ihe upper
L shift frequency signal 1s transmitted, is the sum of N. (218) and

g Sc (221):
| %Tcoszﬁ(co:-— - Co ;’Tf)]
" tz —t, ‘-.L.. T
Ra= (221a)
| 1
- L/;TSCS¢ t,-t, >T %
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or

where

- é:,-.i[r.v, ~Thm(v-y)

--Z-T,I(wpvs)cosqﬂ,%‘?'

R, =
- Ill,r.é,_.:—'CoS¢, V,>.T )
V, =t2—tl )
21Tt
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(201)

(222a)

(222b)

(222¢)

(222d)




Here, a decision error occurs when Ry > 0. However, the

problem of noise pulse positfon is now significant. In this case, .
the detector functional is a transcendental functicn of pulse )
position and pulse width (or, effectively, noise envelope voltage, E)
as opposed to the simpler PSK functional which is a 1inear function
of pulse width only.

E An exact CFSK error probability expression must incluae

statistical averaging with respect to both t,. (pulse position) and E

(pulse width). However, the transcendental character of the detector !

functional promises to make an exact computation very formidable.
This 1s further compounded by the unavailability of a closed-form
expression for the envelope voltage probability density. Therefore,

A A

it {s desirable to seek a simplified, but viable, alternative to an
exact solution of the CFSK error probability.

To this end, a truncated Taylor Series expansion is developed
S as an approximation of the CFSK error prodability.
The average probability of error, Pec, 1s given by

.
;' , fec = < Feclee /%, (223)
! . - /’i.. (TC ) PeCIf-'c ol Te ” (2232)

where, from (220a) and {220b),

(224)

N

! T ET-

| I A
l ‘F{:‘(T;>-TA, 2

nID
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and the conditional error probability (given t.) Pgc/te 1s given by ’
' 2T \ .

Reje, = P (Ry>0)= Pr{ Sl )cosp> :

-V, - T/zﬁ"(l/a‘V;) V,é'T} (225)

+P. “5'6054’ V.>T}

Since -cosp end cosp have identical probability densities for § uniformly
T
distributed on (- E{ > %E' ) 'V4-V5, cos P can replace (V4-Vg) cosp {

in (225). This results in

|
Pe‘ltc = P"{gT—;-/V‘/—V5} COS¢>
r TV, - 2o (48), v<T]

) "‘Fr- {- vé‘}'s' Cos ¢> 0; ‘// >7j

= PF{I:}COS ¢ >

2 T- V. ~(1/2m)0ih) (226) ]
| GT/mVavel 5 YET

‘f‘Pr{ "fT 7 Cos $>0, 1/>T}

I

|
|
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Noting that 9 is statistically independent of t. and E, (226) can be

rewritten as

Puc 1, ® P,{w c

(os—'[T v, - (TAam(v- %)—)
@T/m)IVy - Vi)
f (227)

Vo WV, €T
+4 Pr{v, >T}
2

T' l/' - (T/z TT)(Vz - V; )}

where

= | (227a)

= @T/m)| Vy - Vsl
Vi= Vo

This can also be rewritten as

-1 r~u-(r/efr)(%-%]
r G @T/Mlv, ~vsl
Pecu-,_"—/g(E\a(E A

(228)

+'C<E)o(E,
E,
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D

VvV ’ = V" (228a)
! E__E'
Vo is given by (227a) and
l =T - (228b)

Proceeding,
E2

o Ty 'CT/ZTT)(V“‘/’ﬂx
Peclb< = ﬁ(as L(?.T/ﬂ‘)}V,,,"V;'
£

~fe(E)AE (229)

+3 [/ fe(E)AE
E,
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L ey T T

where

e, v, v.,v )2 p)
—_ -l[_‘l‘—v, -(T/Zﬂ)(Vz‘VJaK
m Cos | “2T/m)]y, ~ Vsl (231)
* [U(W=vs) ~Uh (Y, -T)]

UL° ] is the unit step function, and V, is given hy (2°7a). (T should

be noted that g (V) 1s a continuous Yunction of £ for V{2 vo.) Also,
(227a) implies that

g (V) / =0.) (2312)

V, = Ve

The unit step function U(Vi-Y), can also be expressed in integral form
([1], 4.3.142) as

oo

1 : Az
Vv, -Y) = 5 + 7’7/5417 me(-")ZE

oo
{ . e -
= L T2V )42 (232
=/[sin T2 +Sin (K)z.( )
-]
1568
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Substitution of (232) in (:31) results in

~ T-V, - (T/2m)e- Vzﬂx
E(V) o3 (27'/”)/‘/‘,‘\/5’

x[sin m(,-v)z -Sinm(u-1)2) 22

Z  (233)

o0

+ ; /2 [SM m(v-T)z 7“54"’7795
o R

At this point, it 1s convenient to define /\/\1, 1i=1,.. .5, as the
value of the random variable V; as averaged with respect to t..

Mathematically.

7 S R (234)
Since [Vg4-Vg) >0 for 0L Vy< T and Vo> 0, the incegrand of the first
term on the right side of (233) is an analytic function of all tne Vy's
for 9 €V, < v, < T. Therefore, the first integrand cf (233) can be
expressed in a multivariate Taylor series in terms of V;'s. Likewise,
the second integrand of (233) 1s an analytic function of V1 for any
finite Vy. Specifically, -hen, it is possible to express the integrands

-
as power series in (V§ - Vy).
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Thus, the function e (V) can be represented as

e ) =% [dz{ 1, 0) 'i

‘ L=/ dVedy=l ;
f
(235) ‘
5 = A 2
| r5 £ 20 -%)(w--z)[ J I‘] Z
> l=t j=1 IV , ~ »ﬁ
¥=v
L ‘ + Hl.gAer' order i‘erm:_}) ‘
. where 2”
s |
- I =L o [Ty -(T/zﬂz(l«’z'%ﬁx
g Z @T/mIVy - Vsl
x[;[n T(v-Ve)2 =5in H‘(VI‘T)z'{] (236)
1
|
y I - nm# -
+22[5m m(V,-T)E + 5th J

Because of the unavailabiiity of a closed-form expression for

| the probability density of E, computation of high order statistical

while to see 1f the exact, but formidable, evaluation of (235) can be

} moments of Vy'c s very difficult to obtain. Therefore, it is worth-
| simplified. Specifically, it is proposed that the integrand of (235),
|
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Ig , be approximated by the constant plus 1inear terms of the indicated
Taylor series representations. In 5.3, it 1s shown that this truncated
series approximation does provide close quantitative agreemunt with

measured experimental results. These approximations yield

f(V)Q‘--F’—-T/a(,_z{I (17
c _T (237)
~\ 9L
1 (VL'*V> ________E__
g ¢ o Ve V:O

where Ig is given by (236).
Substituting (237) intc (230) and (230), in turn, into (223) yields

=< /f:EMEx

7/ E, oo :
x?TL/a(Z{IA,CQ)+ (238)

+2C V)[ ]yv>

0

-'./fe(emx# <2 {1,
E.

N 1_] (239)

~N
Y=y ),

+£<(v¢ v)>

(=1
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where E; s given by (228a).
However, from {234)

<(V"‘,/:)>t¢=<‘/¢"<‘/">~¢c>t. =0, (240)

Also note that [ 3—35.5-] v 32 ts a finite constant for 0 Vi £ T.

Ve

Hence, (239) reduces to

Fec =/7Ce (E)O‘E”*T{/-/U(Z{IK(V)}
E, °
=/7CQ(E)0(E"'7!}/€[~E—X
E, {7 £

- [T-— v -(rem(Vi —ﬁ;)}x
X{ﬁ.- Co >

L @i, - Vel

x [senm(V -0)z -sin -1z ]
+ 5 [Jén m(v -T)# -Sin n“zi}}
e o o~
- [fetem 5[ oo [,
E,
Ju-2)-u@-T)] +

y T UV “TJ}
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E
b= CZ ol T-Q-(T/zrr)(@~\2)x
T L ermin

xfo (E)dE
oo (241)
r+ /)t (E)dE,
E,
where
I-V. '(T/ZWX@\"?J) = | (241a)
(;2717ﬁft)/£24 "\/?I ~ D ?
vV, =V,
- P
\/,‘ =V, , (241b)
E =E,
vV = (281c)
' s £=E, T’
and Y =/\} .

In order to complete this portion of the analysis, it is necessary

to evaluate the Vi's.

Vi is given by (201) as

| = A . (20%)

163

et ————————— e e N




Hence, employing (234), "

‘22<v‘>tc=A' (242)

Also, from (234), (222a), and (222b),

A ,
’:_ -V, =\/5L 277—*‘ - SinE >t | (242a)

Substituting (2J0a) and 200b) and applying (224) yields
- A

g

ri R ; A

L V2~ Vs (T-0) ESM%—E(K‘*S‘)
‘o
2

- 54”7"7:—( le”™ zja(r

- T-2
2 hip-y 27T T
. (7_ ) SinT1 cos = A T,

' s

g
T : rm[ . z7r72]
’ T (7-5) T [0 Te g

-

\2
“FEa s o
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From (234). {222c), and (222d),

Vs

-0 = Mea _ e

(242¢) L |

Again, substituting (200a) and (200b) and 2pplying (224) yields
T..

(T—A) [COS T(r+3) f'{

A A

i |
' VV

. A}
SN T - (2424)
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N 2T A
Vq VI T,-(T A) 5 n T . (242e)

Substituting (242), (242b) and (242c) 1n (241) yields

—1 {‘ T-8 + (T/T) Zm )/H'AS}

Fac ECo; (T /ML S0 Bofrrp),
"‘ xf. (E)AE
-, el (243)
++5 VEAGEE:
. Ez
L —_ At this point, ‘t {s apparent that the argument of Cos™} [ «]

in (243) 1s not a combination of linear terms as 1t is in the PSK case

- _—_—

(206). However, in order to employ the numerical integration teshnique
previcusly developed for the PSK functional, it is recessary to find
Z/\ 's for arbitrary arguments of Cos~) [ « J]. Unfortunately, the exact
argument of Cos~1 [ « ] 1r (243) 1s a transcendental function of A and
thus, the first integral of (£43) is not directly suitadle for numerical
> ' evaluation. Therefore, it is desirable to express the argument of
f/, ~ Cos”V [ e ] as a combination of 1inear terms to vacilitate the numerical
! evaluation of (243). Because the second term of the numerator is zero
at A =0, ond A = T and much less than the linear terms for 0 < A< T,
it may be neglected to yield
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-——p,

2
T-a +(1/m)(5in ‘T‘;'-é) AT-0) ==T-4A,  (243)

(It should be noted that both the left and right sides of this expression

are zero at A4 = T.)
Also, the denominator of the argument of Cos™! [ -] may be approximated

as
‘ TA
v N sin(B2) __ 4y
(L’T/Tr/ n(T"A) T A . (243b)

(Here it should be noted that both sides of (243b) agree exactly for

A =0, T, the 1im*ting values.)
Incorporating these approximations in the argument of

Cos™1 [ -] in (243) results in the overall approximation

2 2 .
T-A+ (/M Cn B0 T4 oy
QT/misinZ /ir-a) — GmA,

Figure 15 shows both sides of this relationship (243c) as a function of
A /T. It should be noted that the exact and approximate curves naarly
coincide at a value of 1 where A /T == .45. This intercept corresponds to
the minimum fractional pulse width which can cause a decision error.

Also, the curves coincide at O when A /T = 1. Therefore, substituting

(243c) tn (243) results in
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w

> \ '
\ \ \

T-A+(T/TT) *sin X4 '
CT Tin TE) frg) .‘

(P

5 AR

N Dot - S \ _\ — 4 - N G ]
T AR

o ! AN

1.

2.4 0.5 9.6 0.7 2.8 2.3 2
FRACTIONAL PULSEW/DTH, A/T
Figure 15, Arguments of Gos™l( * ) in the CFSK Detector Munctional:

Y TA+(Tmsin B (T-8) |  and as
W 2T/ *(sin TO(T-A) from (213); and us

xinated by (2) L2
tpproxinmed b ) rom A

» from (243c).
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- E.
TT'/ Co.SQ’ (‘//TT)AJ{CCEJJE

o (243d)

+ 4 [ Fe(E)AE,

2 where Ey and € are defined by (241a), (241b), and (241c). (Ncia that 1
Ep corresponds to A= T.)

: Also .
‘ EZ \
e =L BTG TEL) |,
f ce [ Cos " t/m)L, (b TESS)
| g ofe (E)AE (243e)
fe(E)dE .
E.

Here the minimum capture interval, ‘VO, must satisfy

oo
(v){ =0 (244)
| S
. or
T-V.  _ ,
&/m) v
or

vV, = T/ +(‘//Tr)l
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so that, substituting Vo for A 1n (199c),

S b, T/( |+ 4/7)

It is apparent that the final CFSK error probability expression
(243d) 1s quite similar to the preceding PSK result (206), differing only
in the lower 1imit and the coefficient of the denominator of Cos~1 [ -]
in the first integral. Thus, the PSK numerical evaluation procedure can
be applied directly, except that here the n-fold partition of the ¥irst
integral requires that

-1 b,T*Ln(b.TEzu/f) (/=) JL_  (245a)
Cos [ QL. (b, TEL/S)| (V2R

and

-~ b, T -Ln (194—T-tfléi(3i>-] A
= [ L (245b)
Cos [ “/mLn (L TEYS)| ‘2n

where EqY and E1L are the upper and lower bounds on the 1th partition
integral, respectively.
From (245a) and (245b) EqV and E4L are found to be

7_
S L S

¢ 4T | + (4/1T) cos Sh
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and

Y b, T
S =2 ; 4
E, 5T Ex P[ ! +(‘1/TT)C05‘3-E] . (2460)

Substituting (246b) for (208b) in (210) results in

S T
Fccz'lLP{—,—T e® } M
s bTrwm
+#\[P{5,TC }

ol e

+2n£ F b, TExF[I * (‘//Tr)C‘oS' }

5.2.1.3 MSK Detection
At this point, hard-1imiting MSK receiver error-rate performance

(247)

can be obtained directly by applying the results of the MSK system
analysis of 3.4 to the hard-1imiting CFSK performance estimates. First,
it should be noted that a predetection bandpass hard-1imiter affects a
received MSK signal-plus-noise exactly the same way as it does the CFSK
signai-plus-noise. This conclusion 1s based on the fact that the MSK.
signal has an FSK waveform which differs from the CFSK waveform only in
the magnitude of its frequency deviation from center frequency (or

modulation index). Therefore, the instantaneous phase (or frequency)

mn

Gonhidenn. it 7

i




of the fundamental component of the Yimiter output coincides with that
of the larger input component - desired signal or noise. Subsequent
to the l1imiter, the MSK and CFSK detectors are functionally identical E
to those described in 3.4 and 3.3, respectively. Hence, the error |
rate of the hard-1imiting MSK system 1s functionally related to that R
c¢f the hard-1imiting CFSK system in the same manner as for the post-
iimiting detertors described in 3.3 and 3.4. :
Specifically, 1t was determined in 3.4 that the error probability f
of the MSK detector (157) is of the same functional form us that of the

CFSK detector (142). In particular, the MSK expression (157) can be 1

it
obtained by replacing T by 2T in the CFSK expression {142). Therefore, '
this substitution in the hard-1imiting CFSK error rate expression (247) 1

T

-

results in an expression for the MSK singla-noise-pulse error probability, ‘

or = in,r 626’7 * |

;

| S 2 b, T/CI1+4/77)
| '+‘/n[P{ZA,T = }
- 7]
. Py e
| L %IID{L [2bT }
| 2n 5,7 T EXAL 1+ (5/m) cos AT
| -
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These resultant hard-iimiting receiver error probabil{ties
for one noise pulse per bit are computed on the basis of first-order
truncated Taylor series approximations. As noted earlier, a more
ideal treatment would be to compute the error probabilities as an
exact function of noise pulse occuirrence time and then average with
respect to occurrence time. However, the fact that the detector
functionals involve transcendental functions of the occurrence time

and noise pulse amplitude makes this latter approach impractically

formidable.

Although no experimental VLF data is available for validating
the approximate PSK analysis, the subsequent multiple noise pulse
analyses of CFSK and MSK performance are clearly validated by measured

data.
5.2.2 Coherent Detection with Hard-Limiting and Multiple Noise

Pulses per Detectinn Element

5.2.2.1 The Noise Envelope Voltage for Multiple Noise Pulses

The preceding discussions have addressed the case where only

one noise pulse, 1f any, occurs during a detection period (bit length).

In order to consider the case of multiple noise pulses, i: is first
necessary to refine the definition of the noise envelope voltage, E.
Bacause of the impulsive nature of the atmospheric noise, certain

simpl1fying assumptions are employed. These are: (1) noise pulses

exceeding the signal level are considered to be non-overlapping;

(2) the phase angles of the nofse pulses are statistically independent;
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and (3) pulse amplitudes within a given detection element have a
monotonic amplitude relationship wherein any twoe pulses most nearly "
equal in ampititude have amplitudes in the ratio r<£ 1. Thus, from {
(70) the multiple-pulse noise envelope process weuld be of the form: (

- b, (t-T:)

N-=I
e(t) = Lf free Ut-c), (249)
=0

5.2.2.2 Real Axis Projection of the Sum of N Independent Vectors (

of Equal Magnitude

Before proceeding to a consideration of detector functional |

P

performance in the face of multiple independent noise pulses, it 1is
L necessary to consider the effective contribution (real axis projection)

} of the vector sum of multiple vectors having equal amplitudes but

uniformly distributed phase angles. Briefly, the problem {is to assess

{
R S R

N 8,
- A /e
Fs. 2 Re L,leEe ]’ (250)

and, in particule:, to derive a usefui probabilistic expression for

! zy where

snamsinaesieun

N

Iy = S Cos 8¢ (251)
. L= ‘

and the 8;'s are statistically independent and each uniformly distributed
on (f rr: 77.)-
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Obviously,
}, 2 C0S8, -TT<L 9£IT,
and
¢ 6,(3)9Pr(}oéz:)zﬁ"(ca'raéz)l
or
P, (&) = P (161 £ cos™'(2),
| Cos (&)
! =/‘FM(9) A6, o
} "‘CoJ’-I(Z)
However,
. S
r fio (6) =377 5
and thus,

. o
— 1
| 7, (=g 46
L Cos (&)
}
|
|
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Now, using the method described by Bennett 7], a general
procedure is developed for evaluating @N (#) for N > 1. Considering i
the probability density function, f; (Z) . where

N !k
3y = 2 cosd, (253a) !
L= |
it 1s obvious that ’.
Z2) = (253b) ‘f
5, (8)=0,12I>N. {S'
Thus, since |
{
[r @az-1, (253¢)
) 4N

-N
and 7S~ () 1s piecewise continuous, 7C3~(Z) can be represented by a

Fourier exponential series:

o J.m rz

- M= o> = ._/V

O, elsewhere

Here, the coefficients C, are given by

N : T Z

Cm=3n /£, (2)E " a2
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N
CM=§7\-//1€ (E)C’ AZ
Jwo
/ /7 N __J'rnJTZE
=27VZN’5'~(2)€ NooAz

However,

o

/"Ch )e” %z =5, Gp

is the characteristic function of the random variable, zy.
Since

z
=, 2

3 =
N :
s L

where
3, = Cos ei,

and the €'s are statistically independent,

Fs. (J}’) =17 F}L Gf) .

L=

177

e o B am -

(255)

(255a)

(255b)

(256)
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Evaluating the characteristic function for 24,

Hance,

and

Fi (if) = E{e "’lf"}‘f

m é
’ __J COJ. (_.
= if??;///;f f- ¢7(C9£
21T

— J:(;) (257)

R GD =TT B.Gp =1,

Cm miT
=
| N/mITT
- L),
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The probibility density function is then given by

mirTg

N ————

[ = N mir / N
£ =532 L (BF)e
2N m=|
/’L’:‘.’l‘f :/’-"_’-Ej
e TN+ e N
L

fo o)
. N - n
= -2-’;\-,{;+22 T ("—;—-’f@s(";-{-’i,i#“ﬁ°>
m =1

for -N £ Z £ N and is zero otherwise. Note that fing (2) is an

=L {,’ v5 7N

even function of Z.
Also,
N

GN (2) = [ £, (Wdu

for -N £ 7 4 N and zeros otherwise.
Figure 16 {1lustrates the form of P, (Z) for representative

values of N.

179

Y S .




»

b

»

|

f

h

)

f

s

|

|

|

A R

19,

0.

2

Fioure 16.

2.

|

0.2

.3 Q.4 0.5

PROBABILITY Z(ND> EXCEEDS 7
Complementary Probability Distributinons for
N

s Cos 8; ; (FrEcos 02 2)




5.2.2.3 Multiple Noise Pulses in the PSK Functional

Now, extending the analysis to a consideration of multiple
noise pulses occurring auring one detection element, the simglifying
assumptions of non overlapping pulses (above the signal level),
statistically independent phasc angles, and a constant ratio, r=< 1,
monotonically relating the amp'itudes of any two pulses most nearly
equal in amplitude 2re used. Tnis latter condition implies,
that for a sequence of N noise pulses in (0, T) having the maximum

amplitude P, the total noise input consists of the set of pulses:

. -b(2-t.)
{Prte )i=o/,/.../v..}

The sequence of N noise pulses whose envelopes exceed the
signal amplitude, S, produces a net limiter capture interval which is
the sum of the capture intervals of the individual pulses. The duration
of the 1th capture interval, produced by the 1th pulse, 1s given by
(197) as

RGNNSO I

In turn, the average contribution of this capture interval to
the total post detection noise, Npy, 1s given by (188) with A
replacing (tz - t;),
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- T 0 ;

:

1\4
Hence, the total post detection noise cumponent, Np/N is given by

Nl N-1 ‘

LS (264) :

= L= S : !

t=o L=0 ,

’ On the other hand, substitution of the total capture interval, ’ {

for (tz - t1) in (190) yields the post-detection signal component

LS, o ,
. . ] T-200] za0eT
FIN

= O, £4;>T

(265)

Consequently, under the same hypothesis as 5.2.1.1, the PSK detector

furctional, Ry/N. conditioned on N noise pulses, is given by

| Ran = S,pm + Npp

_ LS. i Nt

| [j '17=-'(' f% ;)
S,
+ ‘Er'-"— 2_ CoS 9JZAL‘T

, = - (266)

Ls, ¥

L2r S N Cosb:, £4:>T

T l=o )
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and

or

It shoutd be noted that Ry,N. as given by (266), 1s a function of the

random variables P (or, equivalently, E), r, 6, ([ =0, I'-”,N-l) .

N. Hence, the present analysis, which {s based on the randcm

is given by

Pef/N,r‘

NS S

= Pr[Kle >0]

AL

variable Rd/N' coes consider its random constituents. For given values
of the rardom vaviable r and N, a deciston error occurs whenever

Ra/N> O . Thus, vhe probability of error, conditioned on r and N,

N-1 N-/
PeD[N r =Pr[2A£CO-S‘95>T'£Ai iAiéT]
i1 (=0 (=0 ?

N-t
+ 5 goAiC""QOOI SA. >7j2x

X P,-[z’A; >TJ . (266a)
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In 5.2.2.2, the probability density of the sum of equally

weighted sinusoids whose phase ngies are statistically independent and
uniformly distributed on {- 77", 7T ) is derived. In particular, it is
shown {260) that this probability density is an even function. Moreover,
Bennett [7], in his more general treatment of the subjec:, shows that
the density function for arbitrarily weighted sinusoids, whose phase
angles are also uniformly distributed on (- 7T , 7T ) and statistically
independent, is an even function ([7], (25)). Hence, the probabiiity
density of the random variable ‘/(9 SALCos 0,}0) 1s 2n even function

of Y. Consequently,

| r ]
;L P V=S a0 cos8:i>0]=% | @57
Using this recult and {262) in (266a) leads to
b , N-I L

PQHN," =Pr'[—£—'§l-n (%L-")COS QL>

| I -‘f fl (E“L) s0:£ TJ (270)
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In order to express this result in terms of the observed (post-detection)
noise envelope, E, it is convenient to first determine the contribution
of the 1th observed noise pulse vultage, Ey, to the overall envelcpe

voltage. From (198) when b, T >> 1

F__ B .
F.=~= LfT = LT, L=0,1,00e, N (27)

Since the noise process for a bit interval, T, consists of the set of

N pulses whose amplitudes are {/’r L L=0, e N‘J’, the observed

2

noise voltage fcr the interval is given by

=ZE. =17 EFr (272)
E=zE=172r"
Thus,
b, TE
Pz irz .
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Substituting this result in (270) ylelds

N-l b,TEr.
Fepsn "’Pr[ ZL"( Zi )@5‘95>

Jro

L2 B TEr
T2, ( 2
b, f"[ Szr‘/zfdgj

J=2

L s N-l h ,7'&5"
+2Fr[5 él Sfl")>ﬂ

I l:o

I b, TE Nl .
= Pr[’g,‘r[h(?‘g?? L%COS 2%
v=o -

N-=~I
|- il = i (1+ o5 8;)
L=o

(274)
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At this point, 1t 1s necessary to consider the term Zl.caw
N !
more closely. Clearly, chis term and _zcos 6, = J. A are not
t=o

statistically independent. Therefore, it is proposed to approximate
N-1,

é Lcos B; by 1ts expected value, conditioned on zy. First,
L=0
cons ider
[ z
éaN = E; L N ,¢3A;}:= E; Z%ifajéé 1j?i}
N-1 l 2
- zéz E? C395W9d;=3u
l=o J
E» = NE {Co& o |3 N} (2742)
_ Hence,
) .
) — . - L.
E {cos 6, I3~} N dn (274b)
F ' Therefore,

N\z

Nel
L COSQL == E{é&co.f@ }'—'- (golr @fécéug

} N -
ciﬁl-
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With thic approximation (274) becomes

whare

and zy is given by (253a).
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Also,
]

SAL£T 7 !
| |
! N bLTEY, N(N-I) :
L -1':21'_' 'D"{ﬁ-zn(c/,5)+ 246, T Uz>} :
} E. it |
‘ ﬁ(e)df% (2) A2 |
. E, ! LT - U,_N(NI)N[.» L7E
Lan (L )+N 'Uz
| L/
. + 2 7Ce (E)C?(E,
. E).
B
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or - oo ;
Pe,,N’,- =/Fe (E)d E E(.‘J_), (276a) ';
E. ‘:
\
where v
p(y) =plu, u)
: "'P A:T‘ Uz&"(g;,")"/vl.’.h(%gEz ’
R SbTEY L N-I A
‘e Lhk U;S) + 2 U;_ J (277) ._
/ B ot
x[U(e-E)-~U(E-E)] i
/ - .
LL +5 U(E-E,) :
=~ andP,, [+ ] is given by (261), E'I is the least value of E such that an :

er-or can occur ( £A;= T/2), and E» §s the value of E such that
ZA;=T, and the first term has the value 1/2.
These 1imits of integration are based on two distinct

considerations. From (277), the argumert of P,, [ ] increases as E

decreases. However, the definition of Zy» (253a), constrains zy < N

" and thus, P, [2] is non zero for Z << N. This maximum value, N, of

the argument of P, corresponds to the minimum value of E, E.
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Hence,
N=1) TE
b, T - U, ML Aun(b N
. <6 TE) ) s

or

- _ LS b, T (N-1) j} 278

Ev= TF Explan - ], ¥
Since

Ll =B M=o e

(278b)

g(u)t

Also, g(U) ircreases monotoniially with E up to a maxirum of 1/2 (where
the detector voitage resuits from noice 2'cue and 15135 =T),

Consequently, at £ = E; (where €4, =7T),

- U N(N ~1) 5,7'&)
[l’ 2l i ( <L (219)
N L. (A N N=lyy, 2,

7
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or

or

Rewriting the unit step functions of (277) tn integral form (232)

results ¢n

(( 1] /LITE.'
LnT" ul A g')__ NLA( U s

T 2
| b, TE N -1 ’{\
»‘“h( [:'5 1- "'2— uz

- WS LT _ N ]
t'2.= ""——'Ex'o[ u (280)

5, Li

A N(NI)
p(W) =7/ G bl TR
. ’NLH(-U_—_

' LTE
Lh( 4 S F———LQ]

l

(281)

X [smr(r:‘-E,)v -Sen rr(s-c;)g

- -4
+ L | SinT(E-EN +sChTY =7
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Since tne integrand of the first term is an analytic function of Uy

and Up for Ey <X E «% &p, 1t may be expanded in a hivariate Taylor

~ ~~
series about Uy and Up where

s eduy | \:82)

Likewise, the integrind of the second term can be expanded in a Taylor

series about Ep = E} where

E, =<E.). (z822)

Recall that the average probability of error, conditioned on « alone,

is given by

Fapin =<F°P'~,r'>r
</§(u)7f CE)AE ),
/fe (E)ESg (1)) . (=

Thus, 1f the intejrands o g(U) in (281) are approximated by the

}

constznt plus 1inear terms of the indicated Taylor series expansions,

(2231 Lacomes

193

e R e -




S

= L
E,

[LT &‘.’l’—(——) N (RS j

! (b TE

- + _i_.u
(284)

« [sin w(E-E)v -sinm(e-8)7)
+isin ﬂ‘(E"E))V + Stk TT\Z}} _a_(\_/l_/.

(Note that the averaging indicated by (283) reduces the linear terms

of the Taylor series to zero.)

This result can also be rewritten as

N
ePIN g;‘3~ L ('5 TE ~

UZ —
~fe (E)AE )
5/ fo(BDJE,

E;

The statistics of the random variable r and the functiors L. »~
and ' are derived in Appendix B. There the mean value of Ln"(e“z)

is derived and is given by
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(812)

where X is the ratio of the slope of the impulsive noise component

(Power Rayleigh) APD to the slope of the near-Gaussian noise component

(Rayleigh) APD.
However, the moments 7 * are only defined in terms of definite

—

integrals or infinite series exuansions. Hence, the averaging process

{s only indicated here 2s

N
a’ & s p (286)

e
but Uy is retained to simplify the ensuing mathematical expressions.

Substituting (B12) 1n (278) and {280) results in

N R N

and
‘gz = %f‘-;g E;p[(é,7'+,5N(N~I)X[,,2)/v . (288)
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Substituting (R12) and (286) in (285) ylelds

P - },,T‘+.S'N(M-I)Xlni"NZ,.(L'%'Q
e L TN (g

"‘E(E)Q{E (289)
“"12'/\ feCe)dE ,
El

This result is of the same form as (206) for the single noise
-]
pulse case, except that P, [ - ] replaces —T',EC.S ["J For N> .
, . i -
(Note that Pz [-1 === Cos [+] and tnat (206) 1s tne
navticular case of (289) where N = 1.)

Again, the numerical procedure of 4.1.1 is applied to evaluate (289).

The M-fold partitian of the first integral defines upper and lower 1imits,

E1" and E,L, respectively, of the ith integral which must satisfy

)‘L'T{-gN(N'/)XLInz-N[n(L:TE;%\:i) =£._'l (290a)
ML= ENIXLR2 + L (b TESZS) M5

anc

E

[;,,-r +.S'N(N-DX[..2—Nlh(L.T'E}L/&‘,g)}: £ oo
}N

~ S(N-OXLa 2 +Ln (b TES/RS)] M.
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These relationships yleld \

A -l "_'i ) 3 "\

E/= g‘Lrg‘Exp AR S(NU” D (2012) y
{ b N + F L - I) ’
ZM J \J

and

‘N'I*P

v LT

E¢L= L—%Ex {b L 5(N +§ ])(N')/ 2}(291') ‘

’ Finally, «tilizing (251b) in place of (208b) in (210),

| P = =P { EXP[(l T+. §~(~/))</,,2)/}

4M

+i (‘{‘*'“ Exp) (b T 500 Mﬂ)/&]}

f + Pf f;c,o[(b T+N ))W)/egﬁ)(zsz)

.
|
L YRR LT st ) |
2M < ‘z ,7...-
L= (N /)X[h 2
i Ll )
| A +£¢’~ Lzm_] -._"7j
|
‘ -
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5.2.2.4 Multiple Noise Puises in the CFSK Functional

In order to analyze CFSK detector performance with multiple ‘
noise pulses per bit, 1t is convenient to begin with one of the final \
results of the earlier single-pulse analysis. Specifically, the ﬁ
probability of a CZSK error was g’w‘er by |

0 . -1 f T-A
lec = 77 / !FecE)o‘t 4

). T (nf»’
l ' | C/mA ] (243d)

+' /feCE/\o(E’
£,

| or

{ [a” )
: Fe.c :"’/Ec/,(E) ‘Fe CE)JE, (293) :

where 9/ (E), the conditional error probabiiity, given E, and one noise

{ pulse per bit, is defined by

ECos™ (,ﬂr/A] E£ELE, (293a)
E<1.)- N
L E,ZF,
2

However, g/ (E) can also be expressed as

; « " [d7z]

—T‘,: ,,(9 | ELE<E,
! gch (E):‘

L
2, E,4E&
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or
- 6| £ Cos™ I:_é_] y
4 (E>*F", Cos G/mA ELF£E
ch »
+% g <E]
| .
or
| T-4
! Ec“(E)t FL(COS¢9> z'?/:;T-);Z?AéT]
:
r +P.»[Cosc9>0, A>T],
f or

gCh(E): P,»[(?/ﬂ)A C059>>7"_A,
| A «T J
F (294)

) -}-P,.):(‘/T/N)Cﬁé}oJ A)T:].

P ‘ With this latter tormulation of Gc/10 @D expression for the
multiple noise pulse case, 9c/n» can be obtained directly by replacing

A with SA. and Acose with = A;cos@y. This yields

199




- N-1
Ec[u/r(E) = Pr[%L_%OA[ Cos 8, >

T‘L%A;) SA £ T]

(295)
+ B [( f T,/rr)igco: .24 ZAL->7]’
> |

where g‘lw ’_(E) 1s the conditional probability of CFSK error, given
E, r, and N. Utilizing (262) and (273), this becomes

F"’[TTL Tlh(L - )ZCoséD

/ N
6-7_',7"[', rz‘:—;a(' (/‘f‘ #‘CQJ'&L)

()=
Eeim,r N é_J;E,_J.)_/ £A,4T (295)

s [e )

SEF

Application of (274c) results in

Fr rrLT[L (”E)’LM”]J”}

/- gLAL_T_)az 5, 7'Z ( >}
gcw,r(E): ZL:4T

(296)

[ZA(LTE +N(~ ]>7.
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|
where U, and U, are given by (276a) and (276b), respectively, and zy i
|
i

by (253a). This result can be rewritten as _
f

" TEN., (M- |
P S
Z A LT
ey, () < "i
c/N, ¥ = ’ .
, e y 240 = o :
| [0, (475 29>, !
+ |
~ |
r , \ =
p
o - P L T" _‘Qj"l) 2 N[h (1, TE
|  SIN, r SN @/Tr)r[ (L TE -i-L—/u&
.
|
E x[u(E-E,) -u(E ‘El):] (298)
? C
[ + L u(E-E) i
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where E; is the root of P, [ -] = 0 and E; 1s the root of P;n[ o] = /¢

and corresponds to £ A;=T. At this point, it is expedient to note the ‘
similarity of (292) and the corresponding PSK expression (277). The only Y
difference between £ (U) from (277) and £c), , from (298) is that ﬂ
the argument of P[] 1n Eam,r (298) 1s multiplied by 77/4. -
Because of this similarity, it is possible to simply modify the final

resuits of the PSK analysis to account for the 77/4 multiplier in the ’
argument of P, [o]. Therefore, the CFSK error probability, conditioned !
on N nofse pulses, is obtained by suitably modifying (289) to yiel- (202) |

E
’ L,T
-_-/p [LT'f' ;N(N /)X['.Z N[n( £
3
“E, ” (m)[~ 5(v-D XL, 2+-[,,(L:TE

*fo (F)AE (299)

S/ Fe (E)AE

where ﬁ} is given by (286) and fz by (288).
On the other hand, thc lower 1imit of the first integral, E;, must satisfy

LT +5NN-DXL, 2~ N[,,(A % _0 (300)
_ DX 4, TR .
Gm[-sw ’)\"'2””(75,‘5)
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This leads to

b T +snw-oxin2- N1 (i) N ,*‘
Ay |
Q{/fr)[-,ﬂ’/\l-/)xz@ +Zh<%)) |

or

L é\', = ﬁ—':;:y Ex,o{[TTA,T/(L/,«-Tr) +.SN(N- I)X[:.g/v} (301)

- As in the PSK case of 5.2.2.3, the numerical integration procedure of

4.1.1 is applied to evaluate (299).
b 5.2.2.5 Multiple Noise Pulses in the MSK Functional

From the preceding analyses of MSK detection, it was determined

that the MSK error probability expressions are of exactly the same form

f,’ as the CFSK expressions. The only difference i1s that the element length,
T, of the CFSK expression is replaced by 2T for the MSK expression, given

- the same data transmission rate for both systems. Therefore, the MSK
error probability, Pgp/N, for N noise pulses is readily obtained By
substituting 2T for T in (288), (299), and (301). This substitution

! results in
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F,

mIn [ 3 _ . 24,TC
j,{:\ N 6//7)[: 5(N /)th2+Lh<—-&—'—5—)

X'FCCE,) AF (302)

o<
-+ Jz"/ Fe CEDAE
E

2

where

)

}/Z\, = [zrrb T o +m)+.5N (- ,)xl,@]/} N7 (303)

and

F=Wsr {(21, T+.5 N(W-DXL 2)/Nj (204)

The first integral of (302) can also be evaluated by the numerical procedure

of 4.1.1.
5.2.3 Evaluation of the Probability of Decision Error

The preceding results have given decision error probabilities as

a function of signal-to-noise ratio conditioned on the number of noise

pulses, N, per decision e’ ment. The total error probability, Pe, 1s

clearly given by

204
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oo
F» = Z Pe/N P (N) (305)
S N=y

where Pe/N is the probability of decision error given N noise pulses
in a decision element, and Pp(N) is the probability of N pulses. As
an initial estimate, the times ot occurrence of tiie noise pulses are
assured to be statistically independent. In this case, the probability
of N noise pulses occurring in a time period T will have the Poisson

distribution

o(T)N - T
Fr(N)=(N’/ c ., (42)

whaere =X {s the average pulse arrival rate in pulses/second.

Klso, error rates are computed on the basis of a “clustered"
neise pulse distribution which is more descriptive of the multiple
noise pulses emanating from a single 11ghtning dischurge. Under this
condition, the probability of N puises occurring in a time period, T,
*s given by

2N+

T[T T
P.(N)=e " [@hNTH)! +~@N){J (56)

where the average number of pulses, N, in T seconds is given by

N=hT/o -y + ye 2T o
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The following section describes a inethod for estimating o< T é

(under the assumption of statistically independent pulse occurrence times) {
or N (under the assumption of “clustered" pulse occurrence times). ?
5.2.3.1 Determination of the Average Number of Impulsive Noise Pulses ;
Per Decision Element .i

In Figure 1, several Amplitude Probability Distributions of the

envelope of atmospheric noise are shown. As previously noted, each of

these curves consists of three regions: (1) The straight-11ne region,

corresponding to the lowest amplitude levels (greatest probability of

being exceeded) whose slope 1s -1/2; (2) The medial region, consisting

of a circular arc; and (3) The impulsive high-amplitude region, which
# is a siraight 1ine whose slope is given by -X/2 [10]. It should be

e

noted that the straight 1ine labeled V4 = 1.05 dB, whose slope is

-1/2, depicts the Complementary Distribution Function (P.[e = £]) of
the envelope of Gaussian Noise, a Rayleigh distributfon. Although the
present analysis {s predicated on the higher amplitude impuisive noise
being the preponderant cause of binary decision errors, a consideration
of the principally Gaussian low-amplitude component of the noise fis
useful. Specifically, the characteristic of interest is the voltage-
Tevel crossing rate of the noise envelope.

5.2.3.2 Voltage-Level Crossing Rate of the Envelope of Gaussian Neise

In considering the Gaussian component of the overall atmospheric
noise, 1t is appropriate to apply a result derived by Rice [44] giving
the voltage-level crossing rate of the envelope of Gaussian noise.

Although the actual atmospheric noise may not be strictly Gaussian in
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any amplitude range, the effect of large numbers of overlapping
independent (in time of occurrence and in phase-relative to a coherent
receiver reference signal) pulses is to produce a nearly Gaussian noise
process in accordance with the central 1imit theorem. Thus, the use of
Rice's expression for the level crossing rate (with positive slope) of
the noise envelope is clearly accurate for sufficiently low noise
amplitude levels. This expression for the voltage level crossing rate,

o¢ , is given by (4.10)

L

b, 12 -V
O(::{ : :} V€ (306)
27 b,

where o< {s the rate of positive-siope crossings per secand, 7 fis

the ratio of the crossing-veltage level to the RMS vo'tage,

b, = (@m)? / W) E-F)dF, G

and

lo.=/W(f) AL, (308)

W(f) 1s the one-sided power spectral density of the noise, f 1s
frequency, and f, 1s the center trequency.

It should be ncted that the average number of noise pulses
above a given level in T seconds is simply the product of the average

crossing race and time, < T. This parameter can be employed directly
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in (42) for the Poisson distribution; also it can be substituted for

N 1n (61) to derive the parameter hT in order to employ (56) for the
“clustering" pulse distribution.

5.2.3.3 Relationship Between Rayleigh and Power-Rayleigh Crossing Rates

Now proceeding from the amplitude range where the atmospheric
noise is nearly Gaussian, a necessary condition is postulated for the
pulse rate statistics where the amplitude probability distribution
transitions from a Rayleigh envelope to the curved region and subsequent
Power-Rayleigh (ctraight 1ine of -X/2 slope) envelope. The condition {s
that the pulse rate (number of noise pulses exceeding a voltage threshold
per second) should be a continuous function of the threshold voltage
level. In particular, the average noise pulse rate should be continuous
at the poirt where the APD curve begins {its circular-arc region above
the Tow-amplitude Rayleigh straight 1ine. This point, Uy, is, of course,
the point of tangency between the circular and Rayleigh portions of the
APD curve.

Using (306) to find o< corresponding to the Uy voltage level,

a point of reference 1s established for determining envelope crossirg
(nois2 pulse) rates for other, higher voltage thresholds. Since the
crossing ratc will be shown to decrease at higher voltage levels, this
value of o< will consequently be an upper bound on the average pulse
rate for voltage thresholds at or about Uy. Moreover, this result
provides a useful starting point for determining a functional relation-
ship between the impulsive nuise pulse rate, o< , and the voltage

threshold, V.
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Turning to statistical data or voltage-level crossinj rates
compiled 1n the literature [51], [24], [25], [31] for VLF/LF atmospheric

noise, it has been deierm1ned that the level crossing rate, o< , s

of the form

- K
= =(AV) (309)

where A 1s a proportiorality factor and .85 £ K < 3.0. To {liustrate
this characteristic, Figure 17 (by Watt and Maxwell [51]) shows
K=:1.16 for atmospheric nofse at 22 kHz. The data of Horner and
Harwood [24] indicates 1 € K = 2 for narrowband VLF atmospheric nofise
at frequencies in the 10-35 kHz range (an 1l1lustrative curve gives

K ==1.03). Linfield's [31] 10 kHz wideband (6 kHz) noise data shows
.85 € K=< 3.0. On the other hand, Ibukun's [25] LF (113 kHz) noise
data indicates 1.75 < K < 3.0 for tropical (Ibadan, Nigerfa)
atmospheric noise at higher freuuencies. It should be noted that
higher values of K imply a smaller rate of high-amplitude noise pulses
(and, hence, lower impulsive noise power) which is typical of higher
frequencies. Conversely, the lower vilues of K imply a greater rate
of high-amplitude pulses (and, hence, higher impulsive noise power)
which 1s more typical of VLF noise. Consistent with this observation,
it is shown that error rate curves computed in this chapter for

.85 € K < 1.5 correspond most closely to experimentally measured

VLF ervor rate data.
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Returning to the level crossing rate o<, , computed by (306)
for P~ = %—‘; (where Uy 1s the voltage on the APD curve which
corresponds to the intersection (tangency) of the straight-line
Rayleigh curve and the circular-arc portion), 1t is postulated that

S also satisfies

== (AU,) (310)
Moreover,

=< (v) =(A\/)-K' (an)
for V=2 Uy.
This immediately yields

- K
o<(v)=o<r(-&) , vau,, (312)

Moreover, K> 0 {nsures that

< (V)£ ot  v2U, . (313)

b4

Although the accuracy of (312) 1s iikely to decrease rapidly
for V < Uy, the range V= Uy is of the most practical interest for
communication system performance where low error rates are necessary.

With these relationships, it 1s now possible to compute |
decision error rates for the three coherent systems PSK, CFSK, MSK.
Specifically, the procedure is as follows: (1) the reference pulse
occurrence rate, ©<,. , is determined Aby (306) for a roise envelope

threshold at the intersection of the Rayleigh and curved portions of
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the noise APD; (2) the pulse occurrence rate, o¢ , for the required

voltage Tevel (signal to nofse voltage ratio in the hard-l1imiter input '
bandwidth) is computed by (312); (3) &X T 1s employed directly in (42)
for indep:ndent puises or substituted for N in (61) and the reot (hT)
emplcsec 1n (56) for clustered pulses; and {4) either (42) or (56) 1s ;
employed in (305) to obtain the desired avarage error probability.
A

5.3 Evaluation of Experimental Systems

In order to obtain a quantitative apprec.aticn of the foreguing
’ znalysis, it 1s desirable to 1llustrate the methods used in evaluating
a practical system. In this case, the use of the same system parameters

permits a direct comparison of measured and computed results.

5.3.1 Character Error hates ?
- |
As in the case of the 11inear CFSK and MSK systems of Chapter 4,

~ the experimental data is in terms of teletype character errar rates. r

In the performance discussion of the linear LrSK system of Chabter 4,
> the relaticaship between decision (or bit} error rate and teletype

character error rate, CER, was derived. This relationship 1s given by

| CER = 1-(1-Pgc ), (179)

where Pec ts the probability of a CFSK decision error.

- This expression 1s alsc applicable Tor the experimental CFSK
fhard-1imiting receiver) system described in thiz section. On the
other hand, it 1s not applicable tc the experimental Comratible Shift
’ Keying (CSK) (MSK detection, but differential demodulation) receiver.
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Theirefore, it 1s appropriate to derive the correct relationship between
the MSK detection error probability and the subseq:snt CSK devmodulation
character error rate.

The compatible shift keving (CSK) system is & coherent frequency
shift keying modem which uses a modulation index of 1/2 rather than the
unity index of the CFSK system thus far discussed. However, the basic
demodulation process 1s identical with that of the MSK system. This

process ran be best explained by considering the mathematical expression

for the CSK waveform. Here the CSK signal 1s given by

S(t)=KScos(w. +,€§:7-.)t (314)

where T 1s the duration of a binary element, ,( = + 1 according to the
data state (thus producing the FSK modulation), and K = + 1 so as to
maintain phase continuity at frequency shifts.

Rewriting,

S(t) =KS cosr wht C‘-"g% (315)

- KS sin i t Sth ?‘7-

It is apparent that the first term 1s independent of the value
of £ . Moreover, at t =+ 2nT, n =0, 1 ---, the first term has an
envelope maximum and K remains constant at these points to maintain

wavevarm continuity.
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On the other hard, the second term changes sign as X changes
so that when frequency shifts occur at t = (1 + 2n)T, n =90, 1, ---,
K changes sign to maintain waveform continuity. This effectively

produces a RF phase reversal in the first term at an envelope zero.

This, the effect of frequency shift keying is to produce sequential

phase reversals in the two quadrature terms of s(t). MSX detectors can
be used to demodulate the phase modulation of these two quadrature
components of the signal. However, the information {is not contained in
the phase state, per se; it is contained 1n tte frequency state. This
is readily handled, nevertheless, as the instantaneous frequency is
directly defined by the phase difference of these two components. That

1s, expressing the first component as

c(£)= Scos T sin(wit +9,), (316)

and the second component as

s, (£)=S sin55 Cos (wet +¢s), (317)

where

— T
¢c, ¢J’ - i —;Z,

the upper shift frequency exists when | P_ ~ Psf =0 and the Tower

shift frequency exists when [, ~,/=IT. Thus, the data 1s recovered
from quadrature MSK detectors according to the difference (modulo 277 )
of the indicated phase state. This differential post-detection process
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obviously produces a sequential pair of binary output errcrs for each

1solated M3K-detector, phase-decision error. In the case of 7.0 .

Baudot teletype code, there are six MSK-detector phase decisions :W
affecting the sequence of five binary data elements of each character. ﬂ
A correct sequence of five binary data elements requires the correct !’
detection of a sequence of six MSK-detection elements. This probability
is given by:

é
PC = 36=(I—Pe) (318)

where P is the probability of a MSK-decision error. Finally, the 'U
f

probability of a CSK character error, or CER, is given by

CER=[-FR =1-(-FR)° (319)

e iy " aacadi

5.3.2 Experimental Svstem

) Proceeding to a description of the experimental receiving system,
Figure 18 1is a block diagram of a VLF receiver subsystem used to measure

| the ‘quantitative performance of CFSK and CSK (MSK detection with

differential post-detection logic) modems in an actual atmospheric
noise environment. It is apparent that the receiver subsystem depicted
here corresponds to the ‘receiver-detection systems previously discussed,

}_ except for the overall pre-detection filtering.
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Figure 18. Receiver Subsystem

Here the actual bandpass filtering which occurs prior to mixing

is combined with subsequent IF filtering to yield an approximately

Gaussian, or normal-law, composite filter function.

This 1s followed

by an opticnal bandpass filter whose noise bandwidth 1s substantially

less than the noise bandwidth of the preceding normal-law filter. The

remainder of the receiver operates as described in the preceding

discussions of the MSK and CFSK detectors (including the hard 1imiting).

- R
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Considering the composite bandpass filter function , H. (Q‘”Q,.
it is roted that .

IH. (iw)]*= | Hy (0w ] H, (iw)|* |

<7c"Fo)z

261

bre
b:z +('F "fO)z (320) "'

]

where 2by is che 3 db. bandwidth of the single-tuned filter in Wg.

Now assuming the noise 2~ the receiver input to be zpproximately g
white, the power spectral density, W(f), at the finai pre-detection
filter output is proportional to the composite filter function,

T
l H. (JW)I . In order to employ (306) for the computation of envelope

crossing rates, the moments by and bp are comouted by (307) and (308):

b, = (2m)* / W () (£ -F.) *AF, (307)
bo= [/ WCF)JF, 3%8)
where @
W () = N. | He (J‘“Nl,
. (F~Fo):
b*e d a2

=N T (F-FDF,

and No is the noise intensity.
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g . A . F = e

T R
‘l
Thus, i
o, - E
b, =(214)"N. (f;ﬁi ;’; ~;;:{7C (322) ﬂ

and

oo _E-R)°
b, = b*N € *Tdf (323) |
') t . / le + cf_ = Fo)z. !

Here, the substitution f = f-f, and the conditions that fo>> 0, ‘

<< f, and € << fo permit the accurate approximations i‘

e, -t
2 £ AF
b, = (2175,) N./ PEPYE (326)
- O ’ y)
and
FZ
b ::-—.,L"N/ € 2 df (325)
] ] b a
- Ty b'z + ; L}
Moreover, the integrands of both expressions are even functions so that
F‘Z
o< 2 "3}-}
2 £e AF
= b, A (326)
b, = 2(2m )NN W E
and
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(327)

It should be noted that the rcise bandwidth of the normal-law filter

oc (£-F)?
‘Z{/ lf4 J°UQ’ alf‘ e ~ ZZG—jif:
IHa (0)]® o

is given by

O _£.Z
= / 2"& ;/-2_7—7-\6 Hz (328)

o

r w-finite ~ tegrals of the form of by, (327), have been solved to yield

- b, =TTk, N, et {(V.,S)J (83)

where

- 2 Z-t 2
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Turning to bz,; |

b, =2(2mh,)*N ﬂ'/ - fzje}?izf \
= (am1) |2 N/e s - ]

b2
= 2mbf N, {Yzm6 ~Trh, € *6* x |

NI .

Thus, the filter-bandwidth-related constant term of (306), the Bandwidth

e

Factor, is given by
b? +
N2

by VZse 2
zmj for b,[1- & )]

2
Figure 19 shows the normalized Bandwidth Factor, [_‘.’:_J A%
21b [

(330)

as a function of Bpc/B,, where B . is the noise bandwidth cf the
cascaded Normal-Law and sirgle tuned filters and B, is the noise bandwidth
of the Normal-Law filter alone.
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In terms of the previously derived parameters, Bnc {s given by

o<

By =ﬂHc(‘/w),zo(f = b, /N. . (331)

L
a P 3
It 1s apparent that the ratio [ zfrt.] /Bpc aPProaches

unity as Bnc/Bn approaches unity. Moreover, at the lirit B,./8 = 1,
where the filter func-t:on {s identically Gaussian (Normal-Law), the
multiplier -—1?-1‘-] * equals the noise bandwidth.

2mb.

In this particular system as tested, the noise bandwidth of the
normal-law filter was 4.25 times as great as the 3 d3 bandwidth of the
series combination of the normal-law and bandpass filte:s.

Thus, 1f 26 {s the 3 dB bandwidth of the cascaded filters
(in Hz),

IHC (./-ZTTL’)'[! 2-_—‘5

or __L'z
LI 262
L’: 18 -Alz = .5 (332)
b, .
Also,
Yam 6 _ gy o5
247
ov
ID, _ Vam 6
- g.50 ,
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or
Xh
o= 1T - 0436, (333)
26  (8.5)*
Hence,
75746 ¢
Py S
or
‘ b, =1.044 b" (334)
|
R1so,
& b 1.0949V2T _ 3458 (335)
| & 5.5

- 0474 +

X\ = /‘,_vn‘[)" ™ — —[yVe (336
L-’

WY
o
)
x
S—
'
N
N
=

> -7
=3.9/72b 7€ 72 e

= 37594, 7€

where ©<, {s in puises per secund.
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Now for bit-lengths of T seconds, the de;:1s1cn element length
is T seconds for the CFSK system and 2T seconds for the MSK system.
It thus follcows that the average number of noise pulses per decision
is given by the product of o, and the decision element length.
Replacing b’ by its previously defined angular equivaient, b (in

radians per second), and carrying out the indicated multiplications,

_vis
Ky Tepsk= .6238bT 27 , (338)
and
-v>25
K Tpsk = 12975 T ve (339)

whzre 77 1s the ratio of APD and Rayleigh curve voltages, ( a‘f‘;),
defined previously.

Finaliy, overall average error rates are computed by

Fe =5 Pow Pr(N), (205)
N=)

where P.(N) is given by (42) for independent pulse occurrence times,

-7,
42386T e %CFSK (338)
<. ] =
.24 75'1.7'7/8“32i MSK, (339)
v K (312)
<(V)T= X”T('UT) )

and K = .85, 1.0, 1.2, 1.5.
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The resultant CER curves are presented on Figures 20, 21, and
22 with measured data points superimposed.

Examination of the computed results and the corresponding measured
data presented on Figures 20, 21, and 22 leads to the conclusion that
the "best fit" value of K varies inversely with the V4 ratio. For
instance, in Figure 20, where 6 < V4 < 7.9, the error rate computed
for K.= 1.5 most nearly corresponds to the measured data; on the other
hand.;?1gure 22, where 12< Vy < 13.9, the error rate computed for
K= .85 moré nearly correspcnds to the measuruc data. This result is
censistent with the earlier observation that lower values of K imply
proporticnately greater impulsive noise power (higher V4 ratios) in
the cverall atmospheric noise environment.

5.3.3 Effect of "Clustering" Puise Distribution

The preceding quantitative estimates were basad on the Poisson
pulse statistical distribution. However, tiuis is strictly accurate
only if the occurrence times of the nois> pulses are statistically
independent. As pointed out in Chapter 2, significant noise pulse
statistical data exhibits a clustering tendency; this is attributed to
multiple strokes in a given 1ightning discharge. In this case, the
probability of N pulses in T seconds is given by

2N
-hT (AT)2N+:+ _(AT) (56)

P(N)=¢€ @)l GN)]
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where

N = hT/2 - /4 + 1/4e~2hT (61)

is the number of noise pulses in T seconds.

Using these “"clustering" statistical relationships instead of the
Poisson distribution (42) in (285), CFSK and CSK CER's are calculated
for the case where 8 dB £ Vy < 9.9, K = 1.0. These results are shown
fn Figure 23, along with the experimental data and corresponding (K = 1.0)
curves of Figure 21 ( as computed according to the Poisson distribution).
The remarkable quantitative similarity of these results indicates .hat the
“real world" performance, which would be expected to result from both
independent (Poisson distributed) and “clustered" noise pulses is
reasonably approximated by either ¢f these distributions. However, the
Poisson function {s mathematically simpler and the CtR's computed by 1t
correspond to the experimental data slightly more closely. Therefore,

1t appears that the Poisson distribution is the more practical choice for

the computation of error rates by the pulse statistical analysis tecnnique.

5.4 Bandwidth Ratio Constraint
It should be nuted that all these results are for one recefver filter

configuration where the CFSK bandwidth ratio (noise bandwidth/detection
bandwidth, BWR) 1s 3.7 and the bandwidth factor {from Figure 19) is
1.515. Therefore, 1t is important to consider the effect of the BWR on
tha computed error rate performance. The ensuing discussion shows that
the error rate performance computed by the foregoing Pulse Statistical

Analysis (PSA) becomes relatively less accurate as the bandwidth ratio
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becomes significantly greater than approximately 8; it is not at all
representative by the time the BWR reaches a value of 12. However,
an alternate means of performance analysis, suggested by Hartley [22]
and refined in this dissertation for larger BWR's (on the order of 12
or greater) i presented in Chapter 6.

5.4.1 “Critical Pulse Width" Versus Bandwidth Ratio (BWR)

As a first consideration of the relationship between the
srelimiting receiver noise bandwidth and CFSK error probability, the
effect of a single noise pulse is considered. An important simplivica-
tion is the approximate equivalence of the mean pulse width of the
receiver impulse response and the reciprocal of the receiver noise
bandwidth; the use of this relationship permits the use of some results
from earlier analyses in this chapter. Recall the expression for the
probability of a CFSK decision error under the condition of one noise
pulse per bit (233)

_
Pre = B] 25 (v, ~5)cas ¢ 5
T-Vi= = (-1), v, < T} (233)

. 3
+ P.,{" 17,—-—-TLTS’ Cos @20, v, >73"
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where

- —-

—

or

*_'——-vw

v, =ttt
V,= Sin &L
v, = Sin 2r7r_t,,
Vy =CoS Tz,-*t
Ve = Ca.S‘B%-é"’

Since the purpcse of this analysis s to find the minimum pulse

disregarded in further discussions.

27‘-7—- CoS

[=cosb>

can be written in terms of t; and V-l. An error occurs when

;—T(t +V,) —cos &L thoS ¢ >

T Vl 277- Sth T~ (t‘ 'H/) -Sths—

< 2 (/ ») + 'H_—Sw ar(hiy -5in 277'4]

(232a)

{232b)

(232c)

(232d)

(232e)

t] and t-.2 are the beginning and end of a noise pulse such that

width ( < T) which can cause a CFSK error, the secend term can be

The variables Vp, V3, V; and Vg

27r£-

5

(340)

Cos T4 = Cos 77'(‘) +XN)
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where
\ V,
= = Z 340a
A T, 0_4)\_/’ (340a)
and
17=f_'_ 0L L L)-A (340b)
-, £ ﬁ & .

Because cosP £ T, %he right hand inequality is clearly impossible
when the right hand ten: *s greater than one. By numerical means, it
has been determincd that the minimum value of X\ for which the right side
of (320) exceeds one (regardless of 7 ) is .260652.

This result, which agrees with that given by Hartley [22], implies
that no decision error can be caused by a single noise pulse whcse
duration 1s less than .26T. Thus, if the receiver noise bandwidth, 8y,

exceeds the rectprecal of this "critical pulse width", or
By > 3.84T71, (341)

then a single noise puise cannot produce a decisisn arror. Although the
practical case involves a significant probability of multiple noise
pulses per bit, this "critical puise width" result for single pulsas
impiies a similar, but less sharply defined, "critical noise capture
duration" for the multiple pulse case. The "critical pulse width" for
a single pulse nevertheless, defines an approximate bcund of 3.84 on
the BWR below which the foregoing PSA is clearly valid. (This is
obviously ~onsistent with the comparable measured and computed CFSK

performance data of Figures 20, 21 and 22.)
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5.4.2 Experimental Validi:y of PSA for BWR's Greate~ Than 4.

Although the implication of the preceding discussion is that i

PSA may not be valid for BWR's substantially greater than 4, the CSK {
performance caliculations and data of Figures 20, 21 and 22 indicate

substantial validit; for BWR's of at least 7.4. The reason for this

conclusion is that the MSK detector functional has been shown to be of

the same form as the CFSK, but twice as long. Hence, MSK detection is

mathematically equivalent to CFSK detection in 1/2 the MSK data tand- f
width. This means that the experimental system, which had a 8WR of

3.7 relative tc the CFSK data and detection bandwidth, also had a BWR {
of 3.7 relative to the CSK data bandwidth. Un the other hand, the i

L system had an effective BWR of 7.4 relative to the MSX (equivalent CFSK)

4 4
o e

detection bandwidth. Clearly, the close agreement of computed and

measured CSK performance, especially Figure 21, ~ffirms the quantitative
validity of PSA for CFSK BWR's of at least 7.4 ard probab’y 8.

On the other hand, Hartley's experimental data for a hard-1imiting
CFSK receiver of significantly higher BWR are shown on Figure 24 with a -

curve calculated by PSA on the basis of the experimental parameters. In

! this case, the BAR 1s 12 and it is obvious that the PSA computation and

S

experimental results are drastically different (at ieast 9 dB). This

clearly implies that the PSA technique 1s inappropriate for BWK's as

great as 12.
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In summary, the theoretical approximation indicates that there
is a minimum BWR such that individual noise pulses cannot produce f
decision errors. However, this estimate of app.oximately 4 is overly "
low in view of the efficacy of PSA for the analysis of CSK performance ﬁ
where the equivalent BWR 13 7.4. Nevertheless, PSA 1s quantitatively {
inaccurate for BWR's as great as 12. Therefore, it can be safely
concluded that PSA 1s quantitatively valid for CFSK BWR's on the order A
of 8 or less, questionable for BWR's slightly grezter than 8, and

inaccurate for BWR's of 12 or more. o
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Chapter 6
IMPULSIVE NOISE SUBTRACTIGN

6.1 Background
The preceding discussion of pulse statistical analysis (PSA) for

relatively large bandwidth ratics (BWR's) showed that the performance
as computed (by PSA) differéd markedly from the measured performance.
Because of this mathematically implied and empiricaliy demonstrated
inadequacy of PSA for BWR's substantially greater thaa 8, & different
approach must be employed for the larger BWR's. The method developed
here is based on the principle of "Impulsive Noise Fower Subtraction".
It should be noted that this principle describing the effect of hard
limiters on impulsive atmcspheric noise has not been proven rigorously.
However, two circumstances tend to substantiate its practical validity.
These are: (1) the noise power reduction estimated by the Impulsive
Noise Subtraction approach is similar to the noise power reduction
computed by two entirely different and independent analytic approaches:
and (2) the error rate characteristic computed by means of Impulsive
Noise Subtraction virtually coincides, both quantitatively and in
slope, with measured experimental results.

The method is based on principles suggested by Linfizid and Beach
[33], Sisco [46], and Hartley [22]. The approach, ac proposed by
Linfield and Beach [33] and Sisco [46], is that ncise clipping
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truncates the amplitude range of the input noise APD to the clipping
level, thus quantitatively defining a noise power reduction. It is
then postulated that the resultant "clipped noise" has an approximate
Rayleigh (Gaussian noise) APD. Hartley, on tiie other hand, proposed
that the noise power reduction resuiting from receiver 1imiting can
be quantitatively determined by direct subtraction of the noise power
represented by the steep power-Rayleigh portion 37 the /PD cury2
{impulsive noise component) from the overall noise pcwer. An
intuitive, but reasonable, estimate treats the.“res1dua1" noise (the
noise component remaining after removal of the impulsive noise by
1im{ting) as Gaussian nmaise. Error rates computed by these approaches
do indeed translate to the close proximity of the measured data, but
usually at only one point. In general, the Gaussian-noise characteristic
is much steeper than the actual measured characteristic. Thus, the
proposition that limiting impulsive aimospheric noisa simply reduces
the noise power and yields nearly Gaussian noise, although mathematically
convenient, is not very descriptive of actual system performance.
Nevertheless, the discussion presented by Hartley provides an
insight toward a more representative anaiysis of hard-limiting receiver
performance in atmospheric noise. The key argument can be stated as
follows: (1) a well-designed receiver produces little filter ringing
in response to tne high-amplitude, but isolated,impulses which account
for the steep, Power-Rayleigh portion of the noise APD; and (2) if the
bandwidth ratio is sufficiently great (BWR > 8, as developed in the

preceding section), then the impulsive component, which has been shown
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to have minimal influence on detector performance, miy be considered

to be selectively removed from the total noise. Hartley estimated the
effective 1imiter noise reduction by direct subtraction of the imnulsive-
noise-component power from the total noise power. Unfortunately, the
complementary analysis, based on Gaussian "residual" noise, results in
agreement between calculated and measured performance at only one point.

It is in this latter area of residual noise definition and analysis

that the material in this chapter rectifies the shortcoming of Hartley's .

approach. First, the quantitative estimatiun of noise power reduction
is considered. This includes a me“hod consistent with Hartley's
estimates, a small-signal estimate developed by Cahn [9], and a small-
signal estimate based on an approach entirely aifferent from Cahn's.
Next, the problem of the residual noise is considered. First, a
qualitative mathematical cstimate is developed and then a quantitative
"best fit" synthesis procedure is employed to statistically describe

the residual noise component.

6.2 Noise Power Reduction

6.2.1 Impulsive Noise Subtractien

First, consider the question of quantitative noise power
reduction. If, as postulated by Hartley, the impulsive noise is
effectively removed from the total atmospheric noise by limiting,
then the quarntitative noise power reduction can be determined by
subtracting the mean-square envelope voltage for the impulsive

component (which is proportional to the impulsive noise power) from
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the mean-square envelope voltage for the total ncise. The remaining
power is that of the envelopz of the residual noice component. In
the case where the impulsive noise component envelope has a Power-
Rayleigh APD, the probability that the rativ of the ncise envelope

voltage to the RMS noise envelope voltage exceeds a value A is given by

, . 37
. A%
P(A/éPr(a—éA)':Exf['Zgzj (6)

7— .
when a is the random variable defined by Q4 = 7':11_3./64 (£)d

when er(t) is the impulsive noise envelope process and E, is the RMS
noise envelope voltage for the overall noise process.
The probability density fuanction o7 a is then given by"

7 Sl T ¥
- A
fo )= a1 P8 = S Bl 2] 0

26°

The mean squared envelope voltage for the impulsive component,
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A 4
Making the substitution (/ = D52 » results 1in

D

_ KX - W
a* =/ @) Ve A U,

0
= (262))([ (s +X), (342)

where l?(3) is the Gamma function.
With tne overall APD normalized as in F'gure 1 so that the mean
square envelope voltage for the total noise is unity, the mean square

envelope voltage of the residual noise, A+~ , is then given by
Ny =1~ a* (343)

or, in decibels, by

10 Lop Ap=l0Lop (I-57) (344)

Figure 25 shows the quantitative noise reduction obtained by this
procedure as a function of V4 ratio. (This corresponds quite closely

to Hartley's estimates [22].)
6.2.2 "Small Signal" Ncise Power Reduction by Cahn [9]

Another approzacn to the determination of noise power reduction
resulting from hard-1imiting has been developed by Cahn. This deriva-
tion, developed as a "small-signal" approximation, is also applicable
in the present case where 1imiting occurs in a bandwidth much wider

than the detection bandwidth. in this case, the signal-to-noise ratio
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in the 1imiter bandwidth is much smaller (by a factor of 1/BWR) than
in the detection bandwidth. Hence, usable "smel11" signzi-to-noise
ratios occur {i. the limiter bandwidth. Briefly, lahn's result is that
the ratio of the input to output signal-to-noise ratios for a bandpass

limiter, As . is given by ([9], Equation 7):
/"sé (§/N>Ln - i —— (345)
(5//V)out Eo (&) >

where Ep {s the observed noise envelope voltage produced by the overall

noise process.

Rewriting this result 1n terms of the ratio, E, of noise voltage to RMS

noise voltage yields

/\S «_-_(—--l__:é’_-__———.y1 . (346)
In view of the piecewise definition of the atmospheric noise APD curves,
E:T must be evaluated numerically. This has been done for several V4
ratios and the results have been employed in (346). The resultant
factor, N s, is plotted in Figure 25. This factor, which represents
the estimated noise reduction of the limiting process, is obviously

similar to, but somewhat oreater than, /\, computed by the earlier

Impulsive Power Subtraction method.
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6.2.3 "Small-Signal" PSK Noise Reduction

An analysis of PSK detection with hard-1imiting is developed 1in
Appendix C. This result, remarkably similar to Cahn's, {is given by
(C-42):

2
A L (c-42)
t 207 .
It is apparent that this latter noise reduction estimate is
exactly 77¢/g (or .912 dB) greater than that of Cahn. This more
conservative noise reduction estimate is also piotted in Figure 25.

6.2.4 Discussion of Noise Power Reduction Estimates

It can be readily seen that the smali signal estimates, A ¢

and /\t, imply greater noise power reduction than the Impulsive
Noise Power Subtraction estimate, /\ .. Also, it chould be noted
that Cann's e:pression (346), when evaluated for Gaussian Noise, yields
/\g = 4/177 which coincides with Davenport's classic result for
"small-signal" suppression in bandpass limiters [12]. This, of course,
lends credence to this small-signal estimate, but ii does not insure
similar accuracy for the general non-Gaussian atmospheric noise case.
Moreover, neither small-signal estimate is directly related to the
postulated hard-T1imiting effect of amplitude-selective impulsive noise
subtraction. On the other hand, the most conservative estimate, A .,
is based upon, and thus consistent with, the postulated 1imiting effect.
Because of the consistency of A v witﬁ the impulsive noise subtraction
process, /\ r Is erployed in the ensuing receiver system performdnce

analysis.
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6.3 The Atmospheric Noise Voltage as a Sum of Statistically {
l

Independent Compunents

6.3.1 Generai .
To develop the postulated Impulsive Noise Subiraction analysis,
it 1s necessary to define the random variables (noise voltages) which ﬂ
are used. First, the direct subtraction of the impulsive noise
component from the ovarall atmospheric noise specifically involvrs
noise voltages and not envelopes. However, the statistical description ;
of atmospheric noise has been 1n terms of i1ts voltage envelope.
Similarly, the impulsive component {is usually descrided in terms of its
noise envelope statistics. Here, the steep, straight power-Rayleigh

portion of the cverall APD curve (as extrapolated to indefinitely small

i e

amplitudes) constitutes the APD of the impulsive ncise envelope. This

is illustrated in Figure 26. If the noise phase is considered to be
statistically independent of the noise envelope and uniformly distributed
on (- 77 , T ), then the noise voltage, Z, is given by

} = Ecos & (347)

where E {s the noise envelope voltage of the total noise and @ 1s the
effective phase angle of the total noise.
Similarly, a noise voltage, i,, can be defined for the impulsive

component by

where A {s the impulsive noise envelope voltage characterized by the

Power-Rayleigh APD of Figure 26 and 01 is the statistically independent A

impulsive noise phase.
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Next, it is assumed that the total noise voltage, z, can be

expressed by (

- 7 . 349 N
3=ty 15 (349) ;

where r, is an effective residual noise voltage statistically independent

of the impulsive noise voltage, ip.

The remainder of this section is devoted to obtilning a statistical
description of the residual voltage, r,. However, first the random ]

variables, z and i, must be considered.

6.3.2 Determination of the Probability Densities of the Total and

Impulsive Noise Voltages

| |
» Consider the expression for the event of a linear PSK detection {
} error given by F
| Fcos® -5 >0 (160)

where £ 1s the ratio of the noise envelope voitage to the RMS noise
f envelope voltage. From (347), the term E cos6 may be replaced by

the noise voltage ratio z (that is, the ratio of atwospheric noise
| voltage to RMS noise envelope voltage). Thus, the probability of a
PSK decision error, Pep’ is given by

(z2)d 2 (350)

where fz(2) 1s the probability density function for the random variable,

Z.

e :~»¢1
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However, ar expression for the probability of errcr, Pep' was

derived earlier using a piecewise numerical evaluation of

’~

E=S A
Pefa=—lﬁ Cox-l(%)a( PCF). (163a)

This yielded

Fep q,, C: o5z t fP(C iy ﬂ (176a)

where P(E) = Pr(e > E) as defined by the appropriate APD curve.
It 1s immediately apparent from (350) that

() =6 5) )

Thus, substituting (176a) into (351) and evaluating at S = Z, yields

f, () = - ;'L«‘(Pe,,

S=2
n-1 3:-‘
= -—_{‘rrv[gop(coszn)
(352)
n 7% :}
rgrEml),
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Because no closed-form solution is known to be available, the

d1fferent1&t1on is performed numerically as follows: ‘

= -
f,@=-%4(R),_,

— ‘Fep(g*f'dg) - Pe,bcf) i

“Y
0
~

ng (.?) —Pef(f'f’ﬂf_)

| -
3 AS A
: S=Z)
A (353)
AS K| .
3
] This function has been numerically evaluated for atmospheric
noise and a typical density function for V4 = 9 dB is 11lustrated by
| Figure 27.
r The probability density of the impulsive noise component, i,

? can be similarly determined, except when I, the value assumed by i,
is zero. For the case where Ip % 0, the random variable i, simply
replaces the random variable z in (353) where the complementary
orobability distribution, P(E), is defined by the Pcwer-Rayleigh

portion of the APD curve (6). The special case where I, = 0 requires
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particular attention. First, consider the characteristic function of

the random variable, in

FGp = efe L'f , .

Substitution cf (348) ylelds

; -/ fAcos 6r
L F, i {7 -

1 avad
-, fAcasé
| "/ J%%Jwe’[ ,
o -TT

|
|
% Assuming A and O to be statistically independent and 6y to be
: uniformly distributed on (- 77 , T ),

’/f Acos® (355)

- F, (45) ﬁ.ﬂ%m

| / fA)M(A)o(A (356)
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The inverse Fourier transformation yields

f (I) F [J)')e f

/ / J"Q'/l)ﬂ(/l)c//] (357)

Hence,

£,.(s) =% / fa (A)27 ff)a"y T, GA)4(FA)

R Fu (A)AA .
770/ A/ ’ (358)

Finally, substituting (10) in (358) yields

A

.FLH(O) Tr/x ~ 2&*;(/4 . (359)
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It can be shown that this integral diverges [ﬁ-hCo)-‘-%]
for X2 2. This implfes the existence of a singularity in fy, (Ipn)
at I = 0 for x> 2. Because this range of X is of greatest importance
for typical atmospheric noise, it is important that this singularity be
accommodated in the numerical representation of fin (In), even if only

approximately. This can be done as follows: First, the probability

density function fy, (I5) must satisfy

/765,, (I,,)a( I, =1 . (360)

Secondly, the expression

3\ _ ~ ~
fo (L) =| B ferG a8l
A% -
I, =0,

where Pop 1s determined from (176a) with P(A) = Pn(a > A), is bounded
for all Ip ¥ 0 provided AS > 0. Thus, it is possible to account for
the singularity at I, = 0 by utilizing the weighted impulse function

f; (0) = dS(Tn), (362)

where d is given by
-£& / -
ok =1~ /F; (1.)dT, /6; (Tn)dL,, (363)
o= €

o< e <</,
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Combining (361) and (362), the orobability density function of

the impulsive noise voltage is given by

AS(T.), T, =0

) {‘fe,,(fyfe,,(fmgg\
[P

.féh (I") =

5=T., (364)
T, %o,

where d is defined by (363) and Pgp by (176a) with
P(A)=F.(a>A),
This density function for V4 = 9 dB {s also plotted in Figure 27.
The continuous portion of this function is even, and th: singularity,
as previously discussed, 1s presented as a weighted impulse at the
origin. It is readily apparent that this probability density for the
impulsive noise voltage is much more centrally concentrated (about zero)

than that of the total noise voltage.

6.3.3 Qualitative Estimate cf the Residual Noise Cempcient

i

The residual noise voltage, r,, has been assumed to be statistically

independent of 1,, the impulsive noise voltage. Therefore, {349) leads to

‘E; () = £, (2)*f, (3 (365)

(o]
[4)]
-




where the operator * is the convolution integrai and fi., (Ry) is the

probability density function of the resicual noise voltage.
Proceeding to a Fourier transformation of both sides of this

equation, tha following relationship between the characteristic

functions of z, 1,, and r, is obtained:

F, Gs) =F, G (5) . (366)
This immediateiy leads to
5, (if) = f ) (367)
" Fe, Cis)
Consequently,
[~ =] ' R
IC- ‘/ h
‘F"» (Rh) =L/ "a ("f) e /;[[ (368)

zn: o F;‘.“ ('/f)

Here, the qualitative observation of the preceding section becomes
significant. Because the probability density function of the impulsive
noise woltage, fy, (I5), tends to be extremely narrow, its Fourier
transform, Fyp (J'f ), tends to be relatively broad. In particular,

if Tin (In) 28 (1p)» Fyy (Jf) = 1. Assuming Fyp (/F )21,

(369)

) = f;L/t/f)
fon (F)

Frh (Jf ~ 6(Vf) .
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The imniication of this result is obvious: The probability

density function of the residual noise voltage will be similar in form

to that of the overall noise voltage. (If the final approximation of

(369) were equality, then f.. (R,) = f, (Rp) because the Fourier
transformztion ;Z"-Zzs(jjéy is unique).

Unfortunately, the density functions f, (2) and fy, (I,) are
defined numerically and not in closed form. Thus, sufficiently exact
mathematical representations of the corresponding characteristic
function F, (Jj‘) and Fy, (J}‘) are very difficult to obtain such that
tha ratio F; (J;-)/an ({f') [= Fen (J}')] can be accurately computed.
The final inverse transformation of the characteristic function Fpp ({[ )
to the desired probability density fp, ( K),) introduces yet another
source of computational inaccuracy. Hence, all attempts to perform the
preceding Fcurier transform operations numerically were unsuccessful.

6.3.4 "Best Fit" Synthesis

Because the numerical implementation of the Fourier transform
approach was unsuccessful, an alternative approach tc determine
frn(Rn) was undertaken. FExpansion of (365) in terms of the density

functions of the random variables yields

7C(3 (2) = 'F(_'h (Ih ) * {r,, (R,, >
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Here, the problem is to find a probability density function for
the residual noise voltage, r,, which satisfies (379). Although this
implies a lengthy trial and error search, there are two characteristice
of the random variable, 'n? which have already been determined:

(1) the mean square value of the residual noise voltage, ;;7. is
related to the mean square total noise voltage 22 by the factor //\r;
and (2) the probability density function of r, is sinilar ir form .o
that of z. This latter condition is noi quantitatively definitive,

but it suggests that "trial" residual voltage distributions might be
chosen from the family of typical atmospheric noige distributions. The
former condition, however, prescribes that the trial probability
density function, fyn (Ry) be chosen such that me= Apz.

6.3.5 Numerical Convolution Process

The next step in determining frn(Rn) 1s the evaluation of the
convolution integral (370) for appropriate choices of fpp (Ry) . This
process ylelds corresponding density functions f,' (Z) of the noise
voltage, z', synthesized as the sum of the impulsive voltage, 1n, and
the trial residual voltage, r,. Altnough the density function fpp (Rn)
is actually continuous for all R, (353) only permits its evaluation at
specific points, such as R, = M AV, m=0, = /7, 2% St n
On the other hand, fyp, (I,), which has been shown to have a singularity
at the origin under most conditions, is approximated by a weighted

impulse at tne origin and a continuous function elsewhere. For future
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computations, it is convenient to modify fy, (I5) to the following

representation:

(3Nn)

f, (T,) = 4'5(1,) +,E: (1,),

where
/
d = 0(.'267(‘" (E)’

in accordance with the definitions of fi, (€ ) and € previously
obtained (361), and ?.,n (I,) 1s the continuous portion of fy, (I).
The density function ﬂn (In) 1s now continuous for all Ins

so that ﬂn (In) can also be specified at specific points, such as

In= nAV,ﬂ‘:O/i'// R
Subst:ituting (371) into (370), the probability density of the

synthesized noise voltage, z', is given by

£(2) =_/oo[a(f,r(r,.) +Fe, (1)

x7[f",, (Z"'Ip,) O‘In

D

"‘/a(’S(I,,)ﬂh (z-1..)dT,

- P

(372)

+/f:[h (Ih)'f:;; (Z—Ih)ﬂ(Ih.
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The first term of this equation yields

oD

/d (Lo )b, (Z-I.)AL, = ol ', (2), @

- O

The second integral, however, must be numerically evaluated.
For a specific value of Z, (say Z = h’)AV) m =0 k1,0 ), the
value of the integrand, G (%, In), at I = hav, n=o, 1, ===

is given by

G nav)= 7?5,, [nav]f, [(m—n)mj (374)

These values of G (2, I,), wnich are equally spaced at an interval

of AV volts, can be us=d to perfarm the integration by Simpson's Rule.

This yieids

S Ao (T, (2-1)4L ~

AV G (2, -2nav) +G(z,2v1)

(375)
i N=-1 ) -
+25 [G(Z, 2 nav) +2G(z, (2nf/)AV2}
-+l
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|
where N 1is chosen sufficiently large that G(Z; t2NA V) =0, 'I
Finally, combining these results yields

fy(mav) =d'f (mav) + :
+4§‘—/{G (mav, -2Nay) +

+G(mav, 2nav) + (376)

N+

125 (G [mav, 2n2V]
N+’
+ 2G [mav, n +Dm:])}

(2}
‘ Mm=0,%1,4£2,"

R

The final step 1s to compare the statistical description of the
synthesized noise voltage, z', with the original total noise voltage,
b z. Although 1t 1s 1deally desirable to directly compare f;' (Z) with

fz (2) , this process is tedious at best. As an alternative, it was

! determined that the V4 ratio and mean square values corresponding to
P 2' could be computed and directly compared with those of the original
! noise voltage, z. The next section presents scme specific results

| which 11lustrate the evficacy of this approach.

6.3.6 Estimation of Residual Noise Statistics

Consider again the specific case where the total noise h:s a

Vq ratio of 9 dB and 22 = .5, (Recall that the probability density
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functions of both the total noise voltage, z, and impulsive component
noise, i,, are depicted in Figure .7.) Here (342) and (344) indicate
a hard 1imiting noise power reduction of 11.62 dB ( A ) according to
the impulsive noise subtraction principle. Employing the techniques
of Section 6.3.5 with an assumed residual noise component whose V4
ratioc is 6 dB (appropriately reduced 11.62 dB in power) results in a
synthesized noise voltage, z', whose V4 ratio is approximately 9 dB,
and whose mean square value is appreximately .5. To fllustrate,
Figure 28 shows tha probability density function of the impulsive noise
voltage, 1, (corresponding to total noise whose V4 ratio is 9 dB), and
the density function of the "best fit" residual noise voltage, r,.
These functions are then convolved by (376) to yield f,' (2) , the
synthesized noise density function. This result and the original total
noise voltage density, f, (2) , are shown in Figure 29. The close
agreement of these density functions is obvious. This result provides
quantitative substantiation of the preceding qualitative estimates of
the residua’ noise characteristics. At this point, it is clear that
this procedure might provide an improved basis for system performance
analysis.

In addition to the example of atmospheric ncise of V4 = 9 dB,
the same procedure has been applied to derive a "best Fit" residual
noise description for other V4 values. A graph of these results is

given in Figure 30 and specific values are listed in Table III.
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Figure 3U, V4 Ratio of the Residual Noise Component Resulting
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TABLE III. RESIDUAL NOISE OQUTPUT OF
BANDPASS HARD LIMITER

Input Noise Output Noise Power/ Residual Noise
V4 Ratio (dB) Input Noise Pover Vq Ratio (dB)
A (dB)
4. - 3.026 3.83]
6. - 6.466 5.863
7. - 8.139 6.1%
8. - 9.549 6.251
9, -11.622 6.016
10. -13.001 5.790
12. -15.481 4.836
14. -17.921 3.541

6.4 Application of Impulsive Noise Subtraction to System Analysis

At this point, it has been shown that Impulsive Noise Subtraction
provides 2 quantitative basis for estimating the noise power reduction
of hard limiting. Koreover., this hypothesis on the practical effect
of Tiniting eads to a wuch more definitive description of the
effective residual noise. That is, the residual noise voltage, which
1s assumed to be statistically independent of the additive impulsive
noise component, is described closely by a probability density function
corresponding to a typical atmospheric noise voltage (but at a lower
V4 ratio and power). However, this result, although interesting, 1is
inconclusive. To assess the efficacy of Impulsive Noise Subtraction

in system analysis, 1t 1s necessary to apply the foregoing results to
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practical systems. The subsequent discussion outlines this procedure
and shows its application in three specific cases where published
experimental results are available.

The residual noise at the output of a receiver bandpass hard-
l1imiter is apprcximated by atmospheric noise of reduced power and
impuisiveness. This noise, however, is defined at the limiter output
and, consequently, in the limiter bandwidth (that is, in the bandwidth
where 1imiting occurs and not after bandpass filtering of the 1imiter
output). Thus, to relate the residual noise to the detection bandwidth,
it 1s necessary to convert both the V4 ratio and the noise power to the
detection bandwidth. The V4 ratio is converted by the procedure of
Crichlow, Roudique, et al [11] as systematized in the Bandwidth
Conversion Cnart (Figure 26) of CCIR 322 [26]. Here, the entering
arguments of bandwidth ratio {BWR) and V4 ratio of the residual noise
are applied to obtain the V4 ratio of the noise in the detactor
equivalant noise bandwidth. (Recall that the equivalent noise band-
widths of the PSK, CFSK, and MSK detectors are 1/T, 7T ¢/8T, and

T2/16T, respectively, where the irdividual data elements (bits) are
T seconds in duration.) The effective siynal-to-noise ratio in the
detection bandwidth is obtained by increasing the pre-l1imiting signal-
to-noise ratio by (- A ) (to account for the INS) and additionally
increasing this post-l1imiting signal-to-noise ratio by the product of
the limiter bandwidth and data element length (BWR). The final step is
to employ the analytic procedures for linear datection of Chapter 3 in

atmospheric noise having this final V4 ratio and enhanced signal-to-

noise ratio. The INS procedure is 1llustrated in the following examples.
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6.4.1 Example 1. (Hartley's Experimental Results)

As previously discusced, Hartley [22] presented both calculated
and experimental results for a CFSK system where the BWR was large.
Specifically, his experimental data was obtained under the following
conditions: '

(1) Bandwidth Ratio (BWR) = 12

(2) Noise V4 Ratio (600 Hz) « 9 dB

(3) Coherent FSK (M = 1) modulation/detection

(4) Hard Limiter Bandwidth = 600 Hz

The Impulsive Noise Subtraction technique is applied to the
analysis of this system as follows:

(1) For noise of 9 dB V4 ratio at the limiter input, Table III
glves a 6.016 dB V4 ratio and a power reduction of 11.622 dB for the
output residual noise.

(2) Using the 6.016 dB residual noise V4 ratio and a BWR
of 12, Figure 26 of CCIR 322 gives & Vq ratio of 2.65 for the noise
as referenced to the CFSK 2quivalent noise bandwidth { 7T 2/8T).

(3) Appendix D gives decision error rates for linear PSK
detection, and Tables D-VI and D-VII, error rates for V4 = 2.5 and
2.75, respectively.

(4) Now recalling that linear CFSK detection has been shown
to be 3 dB ‘ess efficlient than Tinear PSK detection, each signi1-to-
noise ratio in Tables D-VI and D-VII must be increased by 3 dB to
reflect CFSK performance for each error rate. Linear interpolation
then yields the bit error rate for an effective (CFSK detection)

V4 ratio of 2.65 dB. -
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(5) Finally, the noise reduction factor, A ,, of -11.622 dB
(from Table III for V4 = 9. dB) must be 2pplied to the CFSK signal-to- "
noise ratios as established in the preceding step. !

The resultant bit error rate 1s plotted in Figure 31 with

Hartley's measured data superimposed. Note the close agreement between |

6.4.2 Exampile 2. (Linfield and Beach's Experimental Results)

In adéition to Hartley [22], Linfield and Beach [33] have /
published some experimental results for detection of coherent FSK

|
! the measured and computed performance of this system.
’ (CFSK) signals where a high BWR hard-1imiting receiver {is employed. !

In addition, a plot of the courresponding noise statistics is given. {

L It should be noted that there is a very l1imited number of data points
F in the low amplitude region so that the placement of the Rayleigh
portion of this measured APD {is somewhat arbitrary. On the other hand,

there are more than sufficient data points to define the placement and
slope of the steep, Power Rayleigh portion of the APD. Based on this
well-defined slope (X/2) of the impulsive portion of the APD and the

most probable relationship between V4 and X as defined by Crichlow
| [10], {11], the V4 ratio of the atmospheric noise is estimated to be

w
SN S == S

Y 13 dB (as referenced to the 751 Hz receiver noise bandwidth). The

other significant parameter in this experimental system was the BWR of

.

37.55 (that 1s, each binary elemert was 50 msec., in duration).
Using these system parameters and quadratic interpolation in

Table III, a noise reduction factor of A\ r = -16.7 dB and a residual 1

noise V4 = 4.25 dB are obtaired. In turn, Figure 26 of CCIR 322 yilelds

e
-
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a Vq ratio or 1.65 dB for the BWR of 37.55. Next, application of the
CFSK equivalent noise bandwidth ratfo of ( 7T2/8) ylelds an effective
post-detection noise Vy ratio of 1.75 dB. Fmploying Table D-III
(Vg = 1.75), the 3 dB performance differential (for CFSK operation),
and the 7\ . = -16.7 dB noise reduction factor, the desired bit error
rate 1s obtained. This is plotted in Figure 32 with the measured
experimental data superimposed. Here again, there is agreement within
about 2 dB throughout the probability range. Although this agreement
is not as close as with Hartley's results, it 1s mich closer in
placement and, especially, slope than other computational estimates
heretofore available.

These practical examples show clear experimental substantiation
of the Impulsive Noise Subtraction technique for system analysis.
Moreover, these examples demonstrate its application for BWR's of

12 and 37.55, and the close agreement with experimental results in

both cases implies that this technique {s applicable over a wide range -

at least from 12 to 37.55, inclusive. However, a third example is
presented to assess the quantitative validity of this approach for
much smaller BWR's.

6.4.3 Example 3. (Small Bandwidth Ratio Experimental Results)

Here the Impulsive Noise Subtraction technique {s applied to
the experimental system previously evaluated by pulse statistical
analysis (FSA) for a small BWR. Specifically, the system parameters
and experimental data are those whose PSA evaluation appears in

Figure 21 (K = 1). These experimental conditions are:
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(1) Bandwidth Ratio (BWR) = 3.7

(2) Noise V4 Ratio (600 Hz) = 9. dB

(3) Coherent FSK (M = 1) modulation/detection

(4) Coherent CSK (MSK Functioral) modulation/detection

(5) Hard Limiter Bandwidth = 185 Hz

This analysis proceeds as follows:

(1) From Figure 26, CCIR 322, the V4 ratio of the noise in
the 1imiter bandwidth (by the ratio 600 Hz/185 Hz = 3.24) 1s 5.5 dB.

(2) By quadratic fnterpolation in Table 1II, the noise power
reduction, A rs» 1s -6.385 dB and the residual noise V4 ratio is
5.25 dB.

(3) Using BWR = 3.7, the CFSK equivalent noise bandwidth
conversion factor ( 1T 2/8), and the residual noise Vdg = 5.25 dB in
Figure 26, CCIR 322 [26], the V4 ratio in the CFSK noise bandwidth
is 3.35 dB. In the case of the MSK functional, the equivalent noise
bandwidth is half that of the CFSK detector so that the BWR for the MSK
functional s 7.4 ylelding a V4 = 2.75 dB for the ncise in the MSK
noise bandwidth.

(4) Interpolating the data from Tables D-IX (V4 = 3.25) and
D-X (Vg = 3.5) ylelds the PSK decision error rate as a function of
sfignal-to-nolse ratio. Now applying the 3 dB correction for CFSK
detection, and -6.385 dB noise reduction for hard-1imiting, the CFSK
decision error rate is determined.

(5) Also, using Table Dv-11 gives the PSK decision error rate
for V4 = 2.75 dB. This, as has been shown, is also the MSK decision

error rate.
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(6) Finally, the character error rates for CFSK and CSK
demodulation are calculated according to (179) and (319),

respectively.

These results are plotted ir. Figure 33 with measured data
values superimposed. Also, error rates calculated by PSA for K= 1.0
(from Figure 21) are included in Figure 33. A comparison of these
INS results with those of PSA readily shows that the INS method yields
error rates substantially greater than those computed by PSA; these
INS estimates also show much poorer agreement with the measured data,
especially for the CSK system. Moreover, it should be noted that
tne INS analysis suggests that the performance differential between
CFSK and CSK is only about 3 dB whereas both the PSA computations and
the measured data clearly show that this differential is about 6 dB.
Thus, the results of Example 3 definitely show that INS is much less
accurate than PSA for small BWR's; in fact, it should be considered

inappropriate for BWR's on the order of 8 or less.
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Chapter 7
CONCLUSIONS AND RECOMMENDATIONS

7.1 Qverview

This chapter presents a summary of the significant conclusions
and limitations of this investigation and areas where additional
investigations would be valuable. The 1ist of conclusions is divided
into two main sections: (1) those dealing with the performance
analyses of 1inear receiver systems, and (2) those dealing with the
performance analyses of hard-limiting receiver systems. In turn, the
latter section summarizes the development, validation, and 1imitations
of the two non-linear analysis techniques, Pulse Statistical Analysis
(PSA) and Impulsive Noise Subtraction (INS). The second major section
of this chapter presents topics for further investigation which might
enhanze the analytical results presented in this report or might
contribute o improvements in future communication system design and

analyses.

7.2 Results and Conclusions

7.2.1 Linear Systems Analyses

The results and conclusions pertinent to the analyses or linear
coherent detection in atmospheric noise are developed in Chapters 3
and 4 of tinis report. Because truly linear receivers are less

efficient in impulsive atmosrheric noise than various non-1in=: r
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receivers, including the hard-1imiting receivers analyzed in this
dissertation, they are not as widely employed for VLF/LF FSK
communications. Nevertheless, the analyses of the linear receivers
provide important insights into the operation of more optimum non-
1inear receivers. Moreover, the quantitative results obtained here
are specifically applicable to the analysis of spread spectrum systems
where receiver linearity is essential.

7.2.1.1 Coherent PSK Detector Functional

The first result of the linear system analyses is the develop-
ment of usable mathematical expressions for the coherent biphase PSK
detector output {known as the detector functionai), its relationship
to tabulated atmospheric noise statistics, and the consequent detection
error probability expressioni. In addition, an accurate numerical
procedure is developed to evaluate the PSK error probabilicy for both
Gaussian and non-Gaussian atmospheric noise.

7.2.1.2 Coherent FSK (M = 1) Detector

The CFSK post-detection signal-to-noise ratic is 1/2 that of

the PSK system and impulsiveness (Vd ratio) of the CFSK noise corresponds

to a bandwidth 172/8 times as great as for the PSK detector. This
factor of re/8 is the ratio of the equivalent noise bandwidths of the
CFSK and PSK detectors, raspectively.

7.2.1.3 MsK Detector

The MSK detector functional 1s of the same mathematical fo:m

as the CFSK functional, except that the time durations are doubled for

a given data transmission rate., This means that the equivalent noise
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bandwidth uf the MSK detecto: 1s 1/2 that of the CFSK detector. Since
the MSK and CFSK post detection signal voltages are equal in magnitude,
the narrower MSK noise bandwidth results in tha MSK detector having a
3 dB nigher signal-to-ncise ratio. Moreover, the M3K post-detection
noise 1s less impulsive than the CFSK noise because the V4 ratio of
the MSK post-detection noise corresponds to a bandwidth wi.ich {is 1/2
that of CFSK post-detection noise.

7.2.1.4 Experimental Validation of the Linear Performance Calculatiuns

Measured PSK bit error rates and CFSK and MSK teletype character
error rates are in very good agreement with error rates as computed by
the 1inear system analyses.

7.2.1.5 Comparison of Linear Systems

Based on bit error rate characteristics computed for various
V4 ratios, it is apparent that the error rate characteristics become
flatter with increasing V4 ratio. Thus, signivicantly more signal power
is required for a given low error probability as the V4 ratio increases.
Because the MSK pcst-detection signal-to-noise ratio equals that of the
PSK system (3 dB greater than the CFSK system) and has a V4 ratio
corresponding to a noise bandwidth Tr2/15 that of the PSK detector
(172 that of the CFSK detector), the MSK detector exceeds both the PSK
and CFSK detector's non-Gaussian atmospheric noise efficiency. (In
Gaussian noise, the MSK and PSK detecturs are equal in efficiency and

3 dB better than the CFSK detector.)
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2.2 Non-Linear (Hard-Limiting Receiver) System Analyses

The non-11near technique considered in this study is
that of receiver pre-detection bandpass 11miting where both signal
and noise are 1imited to the extent that the 1imiter output waveform
1s rectangular. The . ffect of this pre-detection hard-1imiting 1s to
reduce impulsive noise power at the dotector input. For an impulsive
atmospheric noise input, this results in a significant signal-to-noise
ratio enhancement at the detector input and a consequent improvement
in overall system efficiency.

The analyses of hard-1imiting coherent receiver performance are
developed in Chapters 5 and 6. The first technique, Pulse Statistical
Analysis (PSA), is based on the hypothesis that detection errors are
caused almost exclusively by a small number of high-amplitude noise
pulses occurring within a given detectior element. On the other hand,
the second technique, Impulsive Noise Subtraction (INS) 1s based on the
hypothesis that the hard-1imiter effectively subtracis the impulsive

component of the noise so that the 1imiter output consists of the

signal and a residual noise component. In this case, error probabilities

are governed by the statistics of the residual noise component.

7.2.2.1 Analyses of Small Bandwidth Ratio (BWR) Systems bv Pulse

Statistical Anaiysis (PSA)
The PSA technique is based on the probability that a smal)

number of aistinct received noise pulses per bit will produce a decision

(or bit) error. 1t 1s assumed that the amplitudes of these isolated

pulses exceed the siynal amplitude sufficiently to cause the phas:
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(zero-crossings) of the limiter output to coincide with the noise
during a noise pulse and with the signal otherwise. The duration of
these "noise capture" intervals is a function of the noise pulse
amplitudes and the pre-limiter receiver filter bandwidth. The ratfo
of this pre-1imiter bandwidth to the detection bandwidth is designated
as the bandwidth ratio (BWR).
7.2.2.1.1 2SA Development

The PSA technique 1s developed on ithe basis of isolated

high-ampl1tude noise pulses whose amplitudes within a given hit are
assumed to be monotonically related by a power-Rayleigh-derived ratio.
On the other hand, the RF phase of each noise pulse is assumed to be
constant during the 1imiter “capture" interval and the phases of the
pulses are dassumed to de statistically independent. Noise pulse
amplitudes, and consequent :imiter capture intervals, are based on
atmospheric noise APD's. Pulse occurrence rates are computed by an
empirically derived power-law. From these occurrence rates, Poisson
pulse distributions are defined and error rates are computed by this
statistical distribution.

7.2.2.1.2 Quantitative Convergence of Error Rates Computed by

Poisson and "Ciustering" Statistical Distribution

Because received noise pulses resulting from multiple
strokes of a single 1ightning discharge have statistically dependent
ocaurrence times ("Clustering" pulse statistical distribution), a

Poisson pulse statistical distribution (implying statistically
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independent occurrence times) 1s not physically exaci. However,
error rate characteristics computed by each of these statistical
distributions are nearly identical. Hence, either model {s

quantitatively accurate.
7.2.2.1.3 Experimental Validation of PSA for CFSX and CSK (MSK

Detection Systems
Measured CFSK and CSK (MSK detection, differential post-

detection Togic) teletype character error rates are in very good
agreement with error rates as calculated by PSA for V4 ratios of
6-14 dB (in a 600 Hz measurement bandwidth) and BWR's of 3.7 and 7.4.
This agreement holds for character error rates between .01% and
approximately 30% (which corresponds to an approximate bit error
range between .0017% and 6%).

7.2.2.1.4 Performance Differential Between CFSK and CSK (MSK

Detection) Performance

Computational estimates mace by other investigatois which
merely modify 11near or Gaussian-noise performance analyses tuo account
for non-1inear receiver nerformance in atmospheric noise, indicate an
approximate 3 dB differential between CFSK and CSK performance. The
PSA computations, on the other hand, are accurately consistent with

the 6 dB differential obtained by extensive experiments.
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7.2.2.1.5 BWR Limitation of PSA

The close correspondence of error rates calculated by PSA
and experimentally measured for BWR's of 3.7 and 7.4 indicates that
PSA {s valid for BWR'sS up to approximately 8. However, CFSK bit
error rates computed by PSA for a BWR of 12 show very poor agreement
with experimental data. Hence, PSA is of questionable accuracy for
BWR's greater than 8 and clearly inaccurate for BWR's as qgreat as 12.

7.2.2.2 INS Development

In the case where the BWR 1s large and the noise process is

approximately white, an acceptable signal-to-noise ratio in the

detection bundwidth is obtained even with a very small signal-to-noise

ratio 1n the pre-1imiter bandwidth. Moreover, this much greater pre-
limiter bandwidth causes the pulsewidth of a received impulse to be a

very small fraction of the reciprocal of the detection bandwidth. Hence,
large-amplitude, individual noise impulses have mirimal effect on error
probabilities. On the other hand, the residual noise component accompanying
the individual impulses is the principal cause of decision errors.

7.2.2.2.1 Enhancement of Small Signal-to-Noise Ratios in

Atmospheric Noise by Hard-Limiting

Small-signal e.timates of post-1imiting signal-to-noise
ratios indicate that signal-to-noise ratios are dramatically increased
by hard-limiting. The quantitative effect varies directly with the V4
ratio of the pre~1imiting noise. It is approximated by directly
subtracting the impulsive noise power represented by the steep power-

Rayleigh portion of the APD while imaintaining constant signal power.
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7.2.2.2.2 Residual Noise Component

“Best-7it" approximations of the probability density ..
the Timiter input noise are obtained by numerically convelving
impulsive noise (Power Rayleigh APD) voltage rrobability deasities
with trial residual noise voltage densities. The resultant iesidual
noise voltages are non-Gaussian, significantly impulsive and
statistically similar to typical atmospheric noise.

7.2.2.2.3 Experimental Validation of the INS Tecnnique

CFSK bit error rate characteristics comouted by INS
correspond closely in both placerent and slcpe to experimental data
for BWR's of 12 and 37.55. The close correspond:nce implies that
INS is quartitatively valid for 12 £ BWR £ 37.55.
7.2.2.2.4 BWR iLimitation of INS

Character error rates computed oy INS for CFSK at a BWR
of 3.7 and for CSK at a BWR of 7.4 show very poor agreement with
measured experimental results. Thus, INS is of questionable accuracy
for BWR's less than 12 and inaccurate for BWR's of § or lower.

7.2.2.3 General Conclusions Concerning Noun Linear System Performance

7.2.2.3.1 MSK detection (as implemented in the experimental CSK
system) 1s clearly more efficient than CFSK detection in a hard-
1imiting receiver.

7.2.2.3.2 In the case of small-signal-to-noise ratios, noic2 reduction
obtained by hard-1imiting increases markedly as the noisa V4 ratiec
Increases. Because the Vg ratio alsc increases with bandwidth,

increasing the 1imiter bandwidth (or receiver BWR) greatly incri s
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the effectiveness of hard-1imiting noise reduction. The practical
constraint on this strategy is the need for sufficient receiver
selectivity to exclude other signals and non-impulsive interference.

7.2.2.4 General Limitations of PSA and INS

7.2.2.4.1 Incomplete BWR Range

Both PSA and INS are of questionable accuracy for
8 < BWR < 12.
7.2,2.4.2 Limited Range of Experimentally Validated Error Rates

Because of 1imited experimental data, only character error

rates greater than 10~4 have peen experimentally validated.

7.3 Recommendations ‘or Extensions and Additions to the Investigations

7.3.1 The first recommendation is to investigate the statistical
independence of time adjacent observations of the atmospheric noise
voltage. Numerical "best-fit" probability density syntheses described
in 3.3.2.2.1 imply that an appropriate time division of the PSK detector
noise functional may yleld statistically independent sample noise
voltages. Further analyse: and syntheses validated by experimental
measurements, and possibly employing characteristic functions, would
establish bounds on the validity of this principle and provide

vaiuable quantitative data for receiver and modem designs and

perfcrmance analyses.
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7.3.2 A second reccmmendation is to develop a unified analytical
procedure wherein the pulse statistical analysis and impulsive noise
subtraction techniques are suitably merged to accommodate any practical
receiver BWR.

7.2.3 A third rccommendation is that a measurement program be under-
taken to obtain atmospheric noise bit ervor rites substantially lower
than the 10-5 now available. Such an effort might require the
development and validation of realistic atmospheric noise simulaiors

to provide a stationary noise source.
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APPENDIX A

perivations of Selected Integrals
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A6. Inverse Hankel Transform
The Hankel transform of a probability density functicn f, (X)
is given by

Hx (5) =/'J; (5 X)Ee (X) A X,

where J, ( » ) is the zero order Bessel function of the first kind

and x D 0.

It 1s known that

(- -]

£ () =/O/A’(>’-x)£x<y) oY,

wnere f[~:} is the Dirac delta functio.

Assuming the existence of an inverse integral transformation,

H-1, 1t is postulated

ﬁ(x):H"[Hx (;)) ?/5 (X, £) s He (f)
=/5(x, ;)a(f/JZ (£ ¥) Fx (DAY

.—.ﬁkcy) AY/A’(XJ) T (g7 ey
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For this to hold, the following is necessary:

§(r-x) =/f(X,f/\f.(f)’)o()' ,

Multiplying both sides by “he function Jy (XY) and integrating

with respect to Y yields:

o

/J‘( y-X) T, (\Y) oY

;.-/T, (») a(%o (x, 5] J. (}‘)’)d/’

=//5(X,[)df/‘7: (;)/)J', Oy

According to Grobner and Hoffreiter [19], equation 155-6a:

oo L
XN , 0L LA
J. =/_L —
/ (5y) T, (A)dy 55, o<f5=x
o, oz)éf
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Hence,

p)
L% =5/ px,5)ds.

And differentiation of both sides of this result with respect to A
ylelds:
E A T
. f(x,)‘> =0(>\[/\ J (XX)]
|
|
= 2X T (0%
b Hence, the inverse transformation 1s defined by

H-'[m )] =/X; Ha (7)) To (x 5Dl s
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APPENDIX B
STATISTICAL PROPERTIES OF THE RATIO OF AMPLITUDES
OF INDEPENDENT IMPULSIVE ATMOSPHERIC NOISE PULSES

The time response of a 1inear LRC bandpass filter to an impulsive

signal of the form produced at VLF by a typical 1ightning strike is

given by
-ts
5’, (f) = P ~t (t )57—"\ W, (t‘to)x u (f 't-)} (69)

where W, is the angular center frequency of the filter, b is the 3 dB
half-bandwidth in radians/second, U (-.) 1s the unit step function, and
t, is the time of occurrence.

Moreover, the noise component E, given P, of the integrate-and-

dump detector produced by such a single pulse is given by (198) as

E = <“‘/e (&) 4f>~-ﬁ T, (198)

Now the ratio, z, of the amplitudes, Py and Pz. of independent
noise pulses is examined. Here 3 & 7?—- 1s a non-negative
2

random variable.

Moreover, (198) leads directly to

} =~ g‘ (B1)
a .
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Using this latter relationship,

ﬁ_(;ég):P’_(-%;éZ-/::Pr(f,éE;Z) (#2)

< £ {

/ o0
==/£‘ (EJAE,_/Q. (E)dE, , &

The probability density funct.on for z {s given by i

£ (@) =2 pG42)= (A EHhEaM ™

Here, in the impulsive, power-Rayleigh region of the atmospheric
noise APD,

s o o - -

% -~ _ E

te (E 2—552 € *%, oeggee )

The parameter X is the ratio of the slope of the impulsive power-
- Rayleigh part of the atmospheric noise APD to the slope of the Gaussian
(Rayleigh envelope) part. Substitution ¢¢ f, (E) in the expression for

T

f, (Z) ylelds

oo 2%
2 % (r/x’é -ETn+2%%)

— —_— B6
£(3)‘ X:. 6"!0 E 015' ( )
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Using
¥'x

U= gga[ff'zyx],

3% ! oo

£ ) =22 , “qv
J(Z') X[I"-z%‘]‘ g Ue 0(

-1
>z ¥x

—  S—

x[1+2**]*

Now consider the function

(3, 0eas
Tl 1saE

The probability density of r is obtained by

£ (=) = £ (2)| 42|

TC_z (Z-)}Z=R P Oélé/

——

L )
R b @),y , 143< %2

This leads to

(Tx=1)
2R
X[ 7+ R¥=]J% 7 0£ 3% 1
fr (R) = )
2R (2/x~- (¢ 7L
x[t+R¥%]* ’
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Buacause

P.(o€3€/) =p.( P 4P,) o

=PAPah) = B(1434 ) al
(assuming Pp (z = 1) = 0), the two parts of f. (R) simply "fold over" s
and are additive. Thus, k
i -
£ocpy= 4R :
r(k)— 352 (BO)
X[ 1+R¥™]* . !
(As a check, it s readily found that o
' ) |
| S E (RYAR=T ) (8102)
[ ]
% Evaluation of LD r. An important parameter in the evaluation

of error probabilities is the average value of i-n r. Here

/
| F=E(Lhr} =ﬁ,.R£.(A)AR

|

- |
=/ 4R¥ 1. R AR (1)
; [ x[1+R¥™]* . |
f/l Using 25 J
!~ v=R",
t
LF o= x/Le¥dY o xi,2 O
F n / [,+VJ’
o |
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Evaluation of the moments, rK. Also of interest in the

evaluation of error probabilities are the statistical moments of o

the ratio r. Here !

— r )
rF = E{rt] = /R (R AR A
y 'R%‘“(-'A‘R

T X, LRI o13)
Integration by parts yields !
|
K D k-t ‘
K == AR !
r- = 3& -+ 2% (B14) .

o

substitution of {/=4n R in the second term leads to

o

— -KY

rk =-| + ZK/ c A Y (815)

o I_'_ e -(Z/K)U
The integrand may be expanded into the series
{
- KV oo
e = p KV n, -3V |
- = € -1) e J
Uo>o
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That is, the series is absolutely, and hence uniformly,

convergent for U> 0. Thus, the series expansion of (B16) may be

substituted ‘n the integral

o0 o0
-kt oo
e AV n/ _Ck+22v
2K =2/<2C‘/)/6 X
A | + e'(”")" h=o £ dU
= 2Kn2=a(-/) eyl (617)
where
€E>0,

Now considering
oo ~(K t 23-?)6 oo

: ) c = 2KX Ze1)—— (818

the ratio of the magnitudes of the n + 1 th and the nth terms is

= I<X ‘+‘2h (B]g)
'Rl KX+2”H"2 < I"For" a” N.

This property of monctonic decrease with increasing n and the

fact that the series is aiternating insure that the series is

convergent. Therzfore,

— n |
K — — -1 (820)
r I+2;<><nZ=a( ) an
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APPENDIX C
SMALL SIGNAL ANALYSIS GF HARD-LIMITING
NOISE REDUCTION IN THE PSK RECEIVER

In the 1inear PSK system, a typical element of the PSK signal

plus noise is given by

S@t)=KkKScos w,t + n (), €

where K = + 1 according to the data, and

h()= N, (t)cos Wt - n,(‘t').r[n a, T,

(K+1)T
T KT

-l

SJ. COOQAt
In the 1inear detection system depicted above, the decision

statistic, or detector functional, Rd {s given by

T
Rd 245-_-/5.(-5) cos w,tAt

-
z% [KS-!- KS cos 2wt +
[
+Ne(t) +Ne(€)co52w,t- (C2)
- ns(¥)Scn zw.t-_],(f:.
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Util12ing the low frequency comoonents in the integrand

R.in%r[[KS +n. )] dt

_KSs s /]
Z 2T/ Nec(t) A2,

The mean value of the functional 1s g1ven by

— T
Ra = £ + 542 m(t)a(t.}
= BS54 5'/E{m(f)}o“‘
_ KSJ‘.
2

And the mean square of the functional, by

— 2 g7 7
Ra =;,§7‘7,/J9/,(fzfﬁ-l(5 +n.ce)]”

~[kS +n. (fz)]},

The integrand reduces to

E'{[KS +he Cf.)]‘[KS +Ne ()=

(€3)

(C4)

= K'S*+ ksxEfn.(¢,) +nc(tzg}

+ E{mc (¢,) ﬂc(’fz)} .
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Now 1t is assumed that the noise proress, nc(T). is zero mean and

approximately white and stationary so that

E{V?c (tI)n.@®) = ’;_° $(t,-ty), (c7)

where N, is the double-sided noise spectral density. Using this,

—— a T T
RJ. = f-;-:[”‘t'lﬁfz [5 '+ ’[\2/: S(fa‘ta}]
_ S3SS L 5N,
= = + == . (C8)
Hence,
2
Sl N‘ (CQ)

-3 —
Var (Ra)=Ra -Ra = T

and the ratio of the squared mean to the variance for the 1inear

detector functional is given by

e &
Ra

VarCRJ) B No .

MARD

| LA q(t)
i 1 L | Ryq

— T KT

LIMITER
s, C€OS Wot
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In the hard-1imiting systurn above, the test statistic Rd is

given by

T
Ra =*'-¥—L [ F (t)cos w.t ot (1)

Here the signal into the 1imiter, S (t), 1s given by

S@) 2 KScos wot + e(b)c“[w.tf-e&)]

where S is the signal amplitude, e (t) 1s the noise envelope process,
and K = + 1 according to the data. The 1imiter output, q(t), has a
nearly rectangular waveform of amplitude L. The zero crossings (or
phase) of q (t) correspond to the phase of the larger component of
S(t). However, the mixing process produces a low-pass response

governed only by the in-phase components of q (t), that is, the output

corresponding to the input:
KS cos wet + e (t) 205 6(¢) cos et

The quadrature component of q (t) which corresponds to the
input:
~e(t)scn 6(¢)sch w,
mixes with the referance to produce an output composed of frequency

components at 2 ‘00 and higher harmonics. Therefore, the cffective

1imiter output produced by the in-phase portion of S (t) is given by
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Crle)=L SGN{[KS + e(t)CoJG(*)]Cuw.t;} (c12)

where
. |
{SGN(x) = y 20
-1, x<£o

This can be rewritten as:
Cr(¢) = LB(t) SGNYcos w.t} ()

where

Be) = SGN{KS + e(t)cos e(f)} .

However, if e (t) and @ (%) are assumed to be narrowband processes,
that is, varying slowly in comparison with the frequency Wy then
B(t) will change at a much sicwer rate than SGNjceos wag. Thus,
for a sequence of RF cycles where B (t) remains constant (say
t1 £t £ ty, tp - 4y > %ET ), Cp(t) is a rectangular square wave
of angular frequency < , and amplitude L whose zero's coincide with
cos @, t. Such a square wave can be described by a Fourier cosine

series whose constant (or D.C.) term is zero and whose fundamenta!

component is given by

307
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This then defines the effective output of the 1imiter to be the
fundamental component of the square wave as modulated by the temporal

variation of B (t). This yields

, ’¢-
(CFF (t) = ﬂ-’_g__ﬁ__) Cos w, t=

= %56/\/ K5+ é(%)co:@(vt,:'}fwabt. (C1%)

Finally, mixing with the coheren' reference signal yields the low

pass component, C, (t), given by

25.

C (&) = SGN1KS + e(f)co.:o(f;)}. (C15)

(The high frequency components are effectively averaged to zero
in the integrator.) Using C; (t) as the integrator input, the test

statistic, Ry, is given by

Ru = 1-/ 22 SGN{K5+e(é)cose(t)At-

or, alternatively,

T
Ru= -_%-_/ 2.:'_;} 56N[KS+n,_(t—)},(t, (C16)

where

he(¢)=e(t)cos 86),
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Here the probability of errov is given by

Pe'"'Pr(RA >0IK<0)Pr-(/<(0> ©17)

- Pr(Ra(<0 Kao) B (/<>a)

Assuming symmetry of the noise and that Py (K< 0) = P, (K= 0)

= 1/2, then

Pe = A (Ry>0] K< o) (c18)

where Rd is given by

-
Ra 7'- ZSLS‘GN -5+ ne (..«)hf (C18a)

Now solving for the mean of this test statistic,

-
E{ 2L /SGN [-S +n (2)] c(t}

= _7%"_%1_/5 {SGNE5+"ch§)}a(f (C19)
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In terms of the normalized variables:

SAVE 'S ana A @®AJT

. ,
where \/-';,7: is the RMS value of the noise envelope voltage,

R, = 23 /C{SGN[ S+ n. (+)J}At (c20)

E{san[-5 + ﬁc(f):ﬂ -

(1)x p-[A. (£)>5]

+ 1) x B[ )< §]

/—2/%-[62(#)43\]
" 26,0 (5).

F;;“«.) (N:)is the cumulative distributior function of the

]

=
——

process 3¢ (t') at time t, 0 £ t £ T, evaluated at voltage N¢-

(ca1)

"r"r{"é / [1-26 ,(E)]de, o

o — . —




jdih ratio (ratio of 1imiting bandwidth

In the case where the bandw
to detection bandwidth) is large, the signal-to-noise ratio in the
1imiting bandwidth, ?, will be relatively small, even for useful signal/
noise ratios in the detection bandwidth. Therefore, the function Fﬁcm

can be usefully approximated by the first two terms of a Taylor

series expansion of Fpc (t) (S) about the origin (S = 0):
e (5) == Fs, (0) + Fj, ()5

_ L < c23

=L +f, (05, (c23)

where Fﬁc (0) = 1/2 implies that the noise voltage ﬂc (t) has zerc mean

and fﬁc (0) 1is the probability density functien of the normalized noise

process at zero volts.
Substituting this latter expression into (C22) ylelds

(c24)

To complete the evaluation of fﬂc (0), consider the noise voltage

process, R (t), 1in terms of its envelope and phase,

A (t)=e () cos 68, (c25)

3N

e,
. R - . : ‘

(%)




Here the phase process @ (t) 1s assumed to vary slowly with time.

Thus, 0 (t) will be anproximately constant over a short observation

interval, (0, T), su that

B(t) =6, o=t <T, (C26)

where 8 is uniformly distributed over (- TT, T ) and statistically

independent of e (t).

The noise process thus becomes

n.(t) = €(t)cos 6, 0£t4T. (c27)

Finally, it siould be noted that the noise voltage, as produced

by observation of the noise process, is proportional to the square root

of the bandwidth of the noise detector. In this case, the noise

envelone voltage, E, is defined by

T

E é—.{.— e(e)dt (c28)
&

The equivalent noise bandwidth of this detector (matched filter) is

(1/T) Hz. Thus, with the normalized envelope process defining a noise
voltage density (in Volt (K2)=1/2), the following relationship results

. ' )
E=ype (t) volts | (c29)
and
ﬁc (-[_-)z fc,'é)CoSO = i/:lj Eca.re, (c30)
OLt&T,
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The characteristic function for n. (t) s given by

F;’\c () }')= E Exp[v'}'ﬁc (i‘)]}: E[E,P[‘Jfﬁfcxé_z]

Rt m -./. VTE cosé
=/£(E),15 «é o /

m

= [ 1.(rre)fuede, o

The inverse Fourier transformation then yields the probability

density function as

! = Ve >
=5/ €’ 74; T: GITEMe (D [

-G (4

And,

. @ = [ S5 R 179

R ] . CE) (€33)
T | B2 AE
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Here the random variable, e, is the normalized noise envelope

voltage whose APD 1is tabulated in CCIR 322 [26].
" Finally, substituting (C33) into (C24) yieids

—a—
-—

_ _YsLs fe(E)AE
TN, "2 / E . ()
(-]

The mean square value of the functional, ?R;Z’ is given by

RS = E{[f ZS'LSGN[S-v-nc(t.ﬂAtJK
[/ L&—\S'GNE.S}n a‘a))‘“a]}

= q.f, //QE SGN[S-t-ﬂc(t)] (©35)

SGN[-S+n. a‘)}

Rd ij LS / ‘Fe(E)a(F

214

A cealines. el




T —— g~

»

/

" T st .

Recalling that n. (t) is approximately white so that nq (t;) and

nc (t;) are statistically independent for t, Xty this leads to

Hepo-.

And,

E{SGN[-5+n.ce)]=s6n [=S+n. (*«))}
= S({-‘-T,_)fE[SGN[‘S'”c&c&K
x E{SGN [FS+nc (ﬁ))}"‘ (c36)
~[1-5¢e-t)]

Utilizing (C21), this becomes

E{ SGN[-5+nc e « SGN[5+ne ¢&,)]f

= §(¢-t)+[1-2£ ()]~

(C37)
x[/_z Egce‘)(‘y)] .
oL 4srt,
R = T+ Ra -
._L/_‘:—S.lié-z (C39)

var- (RA) = Tr2T
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Thus, the ratio of the square of the mean to the variance (which

is twice the post-detection signal-to-noise ratio) is given by

____2 o 2
Ra - L/S’T‘[ /f, (E) oAE (€40)
Var (R4) TT*Ne [ % £ .

Finally, dividing this result into the corresponaing ratio for

the 1inear detector (Ci0) yields the effective noise reduction ¥actor,

At as

. = (SN K)A'L“" = TT; L (¢4
(S NR )H. Limiten 2[7 .__....---—"Fe (E)‘ﬁ
A E

-2
- _7’__.:_1'_52 (c42)
2(E™) .
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APPENDIX D
TABLES OF DECISION ERROR RATES FOR LINEAR COHERENT
PHASE SHIFT KEYING (PSK) DETECTION ‘"

Tadle D-1. V4 Ratio: 1.0491

SNR(DB) PROB.(DECISION EPRQOR)

YT

-13  2.32735723F 2@
-9 A.22791128E 22
-8 @.238672208E A2 ;
-7 2.26379544E 00 /
-6  2.23923275E 22 ‘
-5  2.21323107E 22
.............................. \

~4  0.1B511452E 22
-3 2.15837245E a2
-2 2.1306461E 32
-1 2.12376311E 32

3 2.78650183R-21

| B.56282E04E-01

2 2.37526143E-21

3 08.2287832AE-Ji

4 8.12502734E-21

5 2.59537717E-22

6 ¥.23882313E-a2

7 @.77264720E-03

8 @.19289835E-023

9 @.33624985E-34

18 @.38717661E-35

1l 0.26127663E-026

12 8.90046643E-08 J
13 @.13326744E-089

14 2.680850872E-12

1S 2.912188P4E-15

16 0.22664894E-18

17 2.64950218BE-23

18 0.

19 @.
20 .
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SNR(DB)

Table D-11. Vd Rativ: 1.5

10 @.31695S1aAF a4
=9 J.DP9RSITI4E A4
=B d.27452d55E W2
=7 d.25379197E I
-6 B2.225566US5E 22
-5 @.19912637E 20

PROB. (DECI1SION ERROR)

R R I N R e e e T T S SN A A Sy

LRI Y el e e e et

-4 @.171906469E 2@
=3 23.14451472E 29
=2 3.11775588E a2
=1 2.9268425¢E~-¥1
2 0.723312854E-021

B.%)12204472E-01
?.35628657E-21

De 14677385E-D1
d.35859242E-32

1
2
3 ©.2353534SE-921 .
4
S

% B.46787553E-22
7 2.235756796E-32
3 0.10823442E-R2
9 2.45834744E-33
18 ©0.17382537=-43

11 - 3.58894834E-34
12 @.17653822E-44
13 2.46332122E-25
ia 3.13529626E-0S
1S @.20384559E-026

LI WV R R R R e e e e e e e

16 @.32128A83E-37
17 ©@+3964T746E-08
13 2.37059568E-89
19 B.25264523E-12
28 B.12033329E-11

21 3.3313381%E-13
22 0@.76362554E-15
23 ©8.39652@93E-17
24 0@.53123584E-19
25 &.19986781E-2]

26 @.
27 @.
28 a.
29 2.
32 3.

- W W W W W WA b G e e W ww -
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Table D-I1I. Vg4 Ratio: 1.75

SNRCDL

-10
-9
-8
-1
-6

- ee- -

-we m e wm e

PRIbL.(DECISIiON EPRIR)

A.3026333°L 20
0.2311457208 49
8.25821978E @2
3.23340565E 29
3.20757S2SE 20
3.13¢7951 75E 0@

-—-seesceeruwuesccaesasaeseeae

@.15415585E 20
@.123872313° @@
2.1233982627. 392
@.82152118E-21
9.63187756E~21

3.47173962E-21
3.34122547E-01
3.23855239E-31
2.160836353E-01
@.12443522E~-931

2.3889 7684E-02
8.222438427E~-32
2.12144170E-022
2.563222063E-03

LI R N W S W WA Y

M.31327334E-03
8.147550830E-23
2.65371928E-04
3.27967585E-034
3.11226244E-04

B.42550943E-235
@.15041045E-235
€.483S2181E-36
2.13983125€E-26
8.360187S1E-37

B.81672119E-28
@.16113594E-28
@.27289912E~-99
@.39894187E-~10
@+46614963E~11

@.45453694E~12
3.35549127E~-13
2.21831166E~14
3. 10284 794E~15
@.36231784E~17
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Table D-IV. V4 Ratfo: 2.0
S.R(DI) PROB.(DECISION ERRCR)

-1 Q.27006563E 90

-9 2.26773689E @@

-8 0.24392175E @92

-7 8.21886851E 20

-6 @.19298753E 24

=5 .166912108 23

U-14I680345
3. 118086608E

]
29

-4

-3

-2 B-.96473838E-01

-1 @.77284563E-91
o 9. 60436992E 21
1 0. 06231865E 21
2 0.34517910E-01
3 2.25129662F-01
a @.17822120E-21
5 @.12302490E-Q1

6 ©.82596537E-22
7 @.539080283E-22
8 0@.3417186S5E-82
9 J.21837924E-022
18 0.12575449E-22
11 2.72977321E-23
12 d«41117427E-33
13 0.22497250E-23
14 @.11956633E-03
15 @+61739644E-0C4
16 0+.30961594E-04
17 @.15@37679E-24
18 D.69757722E-85
19 @.36518818E-08S5
28 0.12523308E-05
21 (@«47995672E-U6
22 0B.17282128E-06
23 @.56129215E-07
24 @2.169195S56E-37
25 D+.46469443E-08

26 @.11542841E-28
27 0.25724988E-09
28 @.50997464E-10
29 0.8909378B4E-11
38 0.1357944lE-11
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Table D-V. Vd Ratio: 2.25

SNN(DE) PROB.(DECISION EPROR)

-18 @.282%3493F 20
-9 0.25976@73LE @@
-8 Q.23561726E 020
-7 @.21342645E 0@
-3 @.18478722E @@
-5 0.15935324E 40
-4 0.13525¢16E 00
~3 @.112835i0E 062
-2 0.92437867E-01
-1 @.74292963F-0@1

8 ©0.58526124E-01
1l @.45152628E~-0Q1
2 0.34¢9112QE~01
3 ©@.25170656E-01
4 0@.1816311i@E-31
S ©.12802916E-01

6 @.83)120533E-02
7 06.5928721SE-¢C.
8 0@.38827162E-0¢C
9 0.24851445E-02
@ 0.15526582E-02
11 @.94715962E-23
12 B.56437198E-@3
13 0.32864512E-83
l4 2.18713783E-@3
15 @.13425434E-023
16 ©@.568299230E-04
17 @.38273409E-34
18 @.15627846E-04
19 3.77289834E-35%
20 ©.36177963E-35
21 @.16092781E-25S
22 0.67592216E-06
23 0.26693893E-26
24 0.98679@28E-0Q7
25 @.33981246E-07
26 0.108844388E-07
27 0.31893773E-08
28 ©.859307Q02E-09
29 0@.21074033E-09
30 0.46T721148E-10

s e T s R4S TR ML m T W Gl WM G n e R D s aB @ M W W
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Table D-VI. V4 Ratfo: 2.50

SIR(DB) PTIRB.(DECIST0:N ERROR)

-i@d@ 0.27227691E 0@
=% 0.24932512k 22
-8 @.22463313E 09
-7 B.19956663E 22
-6 @.17467270E 02
-5 @.1%273336E 22
-4 @.1231604%E 22
=3 0.1272714¢E 28

4 : ~2 (.88327924E-21
-1 0.71499281E-21
? ©B.56862318E-31

1 B.44434268BE-01
2 ©0.34032362E-01
3 0.2558895Q2E-21
4 2.18374242E-01
S5 @.13644634E-31

6 @.96733739E-02
7 @.67239333E-82
8§ B.45830648E-82
S ©.30639677E-8%
@ ©.20093836E-0A2
11 2.12943021E-02

i2 0.81871996E-03

13 08.50985967E-83

14 ©2.31134372E-33

1S 2.18741345E-83

16 @.11184589E-03

17 0.64682338E-04

18 3.36768939E-04
P ' 19 2.20162792E-04
B 20 0.10631660E-24
21 8.53763393E-085

- 22 @.26008590E-0@5
23 2.119890804E-25

24 2.52539914E-36

25 0.21807680E-026

26 2.85418823E-07

27 @.31448947E-87

28 0.10838280E-27

29 ©.348287218E-28

33 @.108367085E-08
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Table D-VII. V4 Ratio. 2.75

PPOB. (DECISION EVROP)

@.26253339E @@
3. 23891395E @0
B.214n7483E 32
3.18988833E 29
d.1650°8I151E 20
B+.14315294E 00

@.12173978E 20
3.10202008E 00
@.841994Q4E-31
0.684082933E-31
B+54674250E-31

Ped42979523E-01
2.33217987E-01
2.25235772E-01
B.13842284E-21
@.13826149E-31

- T m om0 Y e v M D M R M am e e e TR e e e W @

b.939712322E-322
2.70688723E-02
P.492T74964E-02
8.3378€817E-@2
B.22799769E-022

@ e s s W W U Se T o e  as e M W N N W W e o % G

d.151510@7E-32
3.99215285E-33
B.64271374E-23
2.40832526E-03
0.2569546TE-23

I I e et e e e e ]

e e,

d.15966217E~-223
B.97809858E-24
2.583633614E-34
@.34867495E-34
B.19140233E-024

2.18376152E-84
B.54152127E-05
A.27141168E-235
@.13030187E~05
B.59756337E~-@6

8.26102783E-06
B. 10824324E-06
Be42479573E-27
B3.15719978E-07
R.54648280QE~08

323

- - .-




. R

S ————

Table D-VIII. Vy Ratio: 3.

SNR(DB)

-10
-9
-8
-7
-6

e L L L L X N I R R I I I R ]

o o -

S e W A R W M T WA e s

PROB. (DECISION EFRIR)

3.25149887E 80
2.22766873E 20
B.20347283E @0
B.17971866E @0
3.15682791E 02
3. 13587549 00

B.11481010E @0
B.96248714E-7]
B. 795271 79E~-081
@.64755699E-01
2.51939985E~01

@.41027403E-01
3.3190938Q0E-01
B.24433154E-81
3. 18419090E-01
@.13671594E~01

3.99933256E-02
2. 71956538E~0@2
2.51058407E-02
2.35720577E-02
.24653384E-02

P.16797352E-02
@.11386577E-02
Be 7524501GE-72
B.49543168E-023
@.32288382E-23

@.28825923E-43
B.13268083E-23
?.82816007E-04
3.50279829E-04
0.29640665E-024

B.16936291E-24
@.93617683E-035
P.49960719E-05
@.25686115E~-925
J«12693364E-85

B.62146791E-06
P.27257682E-86
@.11732045E-06
2.,48433856E-087
2.18877172E-87
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Table D-1y. Vq4 Ratio: 3.25 |

SNR(DB) PROB. (DECISION ERROR) o
L
-10  0.24@87564E 12 \
-9  @.21722449C @0 \
-8 8.193795S1E 00
-7 @.17098379E 22 \

-6 3.14911409E 20 -
-% @.12847728E 00 !
-4 @.10931667E 049
-3 0.91218127E+21
| 4 -2 @.75183735E-21
-1 @.62229832E-2! !
@ @.50189621E-01

- .

3.39923129E-21 i
B.31311461E-01

1
| 3 |
3 @.24219316E-31 ,
4 @.18475659E-01 ﬁ
| 5 .13923366E-01 |
------------------------------ ]
P 6 ©.10323770E-01 %
; 7 B.75670664E-02 l
8 ©.54775945E-02
9 8.39181174E-02 ;
10 ©0.27711898E-02
r 1l 2.19394235E-082
12 0.13440885E-22
13 2.92318856E-03
b 14 @.62868250E-33
1S 8.42473650E-C3
| 16 B.28455919E-03 L
! 17 ©.188640850E-03
| 18 @.12272919E-03 )

20 0.48263128E-04

C R RN N L L

f// 19 @.77948378E-04

21 ©.29088727E-04
- 22 8.17839617E-04
23 0.96850773E-05

24 @.53328553E-085

| 25 @.28381120E-35

26 0.14576581E-05
27 ©@.72089288E-06
‘ 28 ©.3425461BE-06
29 0.15602316E-36

[
’ 32 @.67953101E-27
)
|
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Table D-X. Vy Ratio: 3.50

SNR(DB) PROB.(DECISION ERROR)

-1 0.23030567E 20
-9 @.28721285E @0
-3 ©.18453708E 08
-7 @.162595@1E 20
-6 0.14167616E 00
-5 3.12283354E 00
-4 @.10387252E @0
-3 (.87343°244F-031
) -2 B.72536757E-01
-1 0.59484877E-01
@ @.48164044E-31

1 @.385@2295E-21
’ 2 0.30388317E-01

3 0.23682667E-21

4 0.18228225E-91

S @3.138608133E-21
6 @.10414890E-01
7 @.77376386E-02
8 0.56866129E-02
9
"]

-

J.41368086E-02
2.298@80862E-82
11 ©.21290169E-02

12 2.15084456E-02

13 0.10609461E~22

14 @.74117132E-83

15 2.51439415E-63

16 @.35447122E-33
@.24184592E-03
18 @.16203188E-23

P, 19 @.10624545E-03
' 28 0.68108330E-04
B.42615602E-084
22 @.26000929E-04

23 @.15445343E-24

24 @.89196471E-85

» 25 @.49998311E-85

—
~

[§V]
—

26 @.27158023E~-@5
27 @.14269630E-085
. 258 @.72392319E-06
' 29 @.3539@384E-06
r 38 ©0.16637598E-086

- W M s s P EE WD D W S e GBS WD e oy e W

o
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Table D-XI. V4 Ratio: 3.75

SNR(DB)Y PROB.(DECISION ERROR)

=12 @.211824086E 00
-9 D.18961944E (2
-8 @.168085C22E @0
-7 ©.14742806L 002
-6 @.12794084E 20
-5 0.10982253E 09

-4 ©0.93216665E-01
-3 ©0.78222194E~31
-2 @.64884412E-01
-1 @2.53197547E-21
@ 0.43110183E-01
1 ©.34532558E-01
2 @.27346137E-01
3 0@.21412985E-01
4 0.16584432E-01
S ©@.12709281E-081

6 ©.96414352E-82
7 ©.72441139E-02
8 @.539408796E-082
9 0.3983052%E-22
@ 9.29187227E-~-82
11 8.21240028E-02
12 2.15360161E-02
13 0.1104476BE-22
14 0.78986919E-83
1S B.56161049E-03
16 @B.39625873E-03
17 ©.27568555E-023
18 0.183818395E-823
19 ©.12585338E-23
20 Q@.B245636SE-84

21 0.52842775E-04
22 .33085064E-04
23 08.28212395E-24
24 B.1203282SE-034
25 @.69706652E~-25
26 @B.39237158E-05
27 @.21427018E-85
28 @.1133325QE-85
29 0.57959425E-26
30 @.28607346E-085
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Table D-XII. V4 Ratio: 4.0

- SNR(DB) PROB.(DECISIQN ERROR)

-1¥  A.20443721E I
-9 J3.182802370F 0@
-8 0.16188843E 00
-7 @.14194166E 08 ﬂ
-5 @.12318232E Q0 !
-5 @.185779S6E 20
-4 (.898682089E-91
-3 B.75525437E-01
-2 0.62780771E-@1 :
-1 9.51617618E-21 [

3 @.41978432E-01

1 ©8.33771952E-21
2 0.26382489E-021
$ 0.21177897E-081
4
S

0.16517314E-21
@.12758908E-d1

5 @.97661189E-22
7 @.74113094E-02
8 0.55796628E-02
9 @.41780461E-02
@ ©@.30959359E-232
11 ©.2284860@3E-022
12 @.16772952E-27
13 G.1225272dE-32
l4 0.839276683%-83
1S B.64402533E-33

16 0.45174725E-23
17 8.32623135E-33
p 18 0.226117926E-33
7 19 2.15394182E-023
23 Q.18276459E-23
21 3.67197941E-24
22 B.42995947E-24
23 @.26%86374E-24
24 2.16412393E-04
25 @.97675023E-85S
26 B.56595742E-25
27 3.31882884E-25
23 @.17436419E-35
29 B.92427293E-06
38 @.47409655=E-06 ]

- s > R o S e s S R e AR M e W mah D W WD WD

—— e e
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Table D-XIII. Vd Ratio: 5.0

SNR(DL) PROB.(DEC!SION ERNOR)
-18 0&.168560892E 29
-9  23.14960352E 30
-8 @.13163360E 00
-7 @.11482723E 20
-6 ©.99283920E-01
) -5 @.85887736E-01
-4 ©.72279333E-81
-3 2.608621G4L-01
K -2 2.508085961E-01
-1 D.42052056E-31
@ 3.34520056E-21
Il 0.28112586E-01
2 @.22720497E-01
3 0.18230375E-21
4 B.14538202E-21
5 0.11588758E-21
' ----------- D Y g
6 0.98638840E-02
7 8.718019635E-02
8 0.55393342E-32
9 @.43832139E-02
18 ©.33303957E-@2
' 11 8.25686571E-02
12 2.19737383E-02
) 13 @.15891677E-82
14 Q.11436652E-32
1S 2.85520171E-83
16 8.63351045E-83
17 @.45799595E-23
' 18 0.32753064E-83
/ 19 ©.23042084E-03
20 @.15933526E-23
. 21 @.18820440E-33
22 @.72098264E-024
23 B.47090198E-04
24 @.30118215E-24
25  Q.18842972E-04
26 @.11518984E-084
27 ©.68724230E-25
28 2.39966813E-05
29 0.22626563E-85
38 2.12452973E-085
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Table D-XIV. Vd Ratio: 6.0

SNR(DE) PROB.(DECISIJN ERPOR)

-1® 0.13750253F 20

-9 W.121314208E 9

-3 @.10623360F 04

-7 @.92349312E-01

-6 3.79683674E-81

-5 @.68268946E-0C1

-4 @.58373243E-21

-3 3.49061930E-021

f‘ -2 Q.41176673E-31
-1 @.34342540E-01

3 2.28472833QE-01

e i

’ ¢ | @.23476564E-31

} : o @.19258493E-31

3 @.15725616E-31

4 2.12737623E-91

5 @.10368590E-¢1

6 0.83673297E-22

7 2.673B4465E-72
8 B.54126640E-22
9
@

[

J.43364683E-20
0.34636699E-02
F 11 8.27539811E-2¢
12 2.21725178E-82
‘ 13 0.16918643E-22

14 B.13235796E-02

IS 2.99228980E-23

16 @.74578816E-03

17 2.553@9907E-33 -
; 18 @.4045035@E-23 ,
p 19 8.29152868E-03 j
B 20 @.28693482E-23

!. . 21 #.14450267E-03
) 22 0.99232206E-034

23 0.66949338E-04

24 P.4433916ZE-034

| 25 0.28799494E-04

W e ur D G A TN W W W W M AT S v W s

27 @.11417986E-234
28 @.695529 78E-@S
29 DB-41384159E-05
33 0.24024143E-25

- . o S TR Er G M R M) W em R N P e M e M S ey G s W e

! 26 @.18328582E-04
}
}
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SNR(DB)

m

Table D-XV. Vd Ratio: 7.0

12 0.11665219E 20
-9 2.10264578E @0
-8  0.89745980E-01
-7 8.77978252E-01
-6 8.67342390E-a1
-5 2.57814746E-01
-4 8.49357050E-@1

-3 8.41913723E-021

-2 2.35415317E-61
-1 8.29787935E-01

@ ©.24948191E-01

| @.20816663E-31

2 @.17311345E~81

3 2.14354666E-01
4. @.11873203E-21
5 ©.97994829E-22

PPOB. (DECISION ERROP)

6 @.80722917E-02
7 ©.66368976E-02
8 @.54445737E-062
9 @.445195493E-02
@ @.36172712E-32
11 P.29122458E-0@2
12 @.23221217E-82
13 ©8.18329896E-02
l4 @.14317800E-02
15 @.11059384E-02
16 B.84456915E-23
17 @.63719877E-03
18 0.4747@953E-23
19 @.349012S1E-03
20 0.25307467E-03
21 2.1808728lE-@3
22 Q.12732793E-083
23 0.8822S57@2E-04
24 0.60126840E-24
25 2.40272542E-04
26 @.26489383E-34
27 @.17095242E-04
28 2.10815580E-04
29 © 3.67017525E-05
30 D.43632115E-@5

T wn D e T W L ARG B ER TR U W W T W W we W e e
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Table D-XVI. V4 Ratfo: 8.0

SNRCDD)

-10

- cn wwm e w -

- s S e R R G W T G e e M Ey W YT W WU )

- s R G WG R W N T G W G TN TR WL R T MW E e W e -

s D T e D G IR T T G ey e m e

PROZ. (DECLISION ERRIM)

Ae936d1451E-31
2.32039223E-231
P.716173713-21
@.621 73616E~21
B.53715784E~231
0.46287233E-~01

@.39585645E~21
2.337376837E-01
2.28374292{E~3]
@.243308337=~-231
P.20627819E-21

B.17414541E-21
@.14676027E-21
P.12349397E-01
P.18377523E-31
2.873840A3E-22

@.72947697E-22
8.62932333E-02
0.58598@876E-02
B.41636221E-02
P.34062031E~-02

8.27593796E-22
2.221539 75E-092
3.17620576E-02
3.13873356E-22
B.10819785E-02

@.833457730E-03
2.63661631E-83
B.47999738E-23
2.35754168E-03
B.26297119E-03

@.19937088E-03
@.13663638E-03
B.9640@9959E-04
B.6700E212E-04
@.45845171E-24

2.30854225E-04
2.20411437E-024
8.13262832E-04
0.84577954E-05S
2.52889860E-05
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Tabl2 D-XVII. V4 Ratfo: 9.0

SNR(DB) PPROB.(DECISION ERROR)

-10 0.77691256E~-21
-9 0.68084248E-01
-8 A.594]17370F-Q1
=7 VB+51654981E-01
-6 B.44748161E-01
-5 @. 3864]0552-01

-4 @. 3327&3108 -a1
-3 3.28582639%9E-21
~2 0.245026713E-9A)
-1 0.23969734E-81
@ 0.17922151E-31

2.15301531E-81
B.13@853106E-021

B.9474667T1E-82

1
2
3 @.11126233E-021
4
5

B.8055S6947E-02

- W e T M e W W AW e

8.682738B36E-02
8.57587599%E-02

@.39953630E-02

-]
7
8 @.48106112E-82
9
@

#.3293%5521E-02

- e ® e Eme - ® -

11 3.26939591E-082
12 0.21857264E~-22
13 3.17584616E-02
la  3.14023336E-32
1S 3.1108831274E-02

LR L L

R E YR e e o w .

16 B.8A73325%E-33
17 B.67214517E-83
18 2.5155253%E-23
19 2.39115728E-03
24 0.29347712E-33

21 @.21762801E-023
22 @.15942648E-83
23 0@.11531641E-23
24 ©0.82313532E-024
2S5 0.57951432E-24

26 @.43217698E-24
e 2. 274959 13E-04
28 0.18587330E-34
29 3.12256291E-024
30 2. 798025435 @5
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Table D-XVIII. Vd Ratio: 10.0 !

, SNR(DU) PROB.(DECISIJN EPRO™) ‘

-13 V.638393774E-21 ¢
-9 0.55944234E-01 b
-3 P.4B8827747E-81 ' p
-7 @.42493661E-01 &

-6 (.36888579E-21 \
-5 0.31954443E-2]) ‘
-4 §.27631244E-31
-3 2.23359352E-021
_ : -2  @.20580774E-21 1
K -1 8.17739316E-31 .
3 ©.15282262E-21 /
1 @.1316@456E-21
2 B8.11328553E-21
} 3 3.97445611E-22
4
5

3.8369 1452E-a42
B.716062242-02

6 0.60905260E-32
7 3.51483538E-02
b 8 ©@.43240i655-22
9 @.36874549E-02
3 0.29837934E-22

12 @.2007323%9E-42
13 2.16257538E-0¢2
H d. 13862844E-32
IS @.1€407793E-R22

- L W e W M R W W G MW GO WM e e m W

& 11 @.24583991E-A2

16 .0.82200155E-03
; 17 @.64332333E-33
% 18 2.49873664E-23
y 19 @.3828566B8E-23 1
r. 23 0.290986R6E-23
t 21 0.21869968E-03
. 22 @.16268537E-23

23 @.11951513E-03

24 9.86798698E-34

25 @.62258487E-84

‘ 26 @.44032227E-24
{ 27 8.30795239E-04
28 Q2.21214135E-04
29 @.14402764E-04
30 B3.96314598E-25

|
b
} ---------------------------- - - o
|

334




Table D-XYIX. Vq Ratio: 12.0

PRSI

" SNPC(DB) PROB.(DECISION EPRROR)

.

1@ 2.44636136E-21
-9 8.39125339E~4U1
-8 ©.34283676E~02! p
-7 2.29879108E-01
-6 B.262377481E~31 \
-5  2.22747396E-901

-4 3.19838344E-21

-3 2.17322456E-0!

' -2 2.15095102E-21

-1 @.13174734E-G1

2 C.11523036E-21

| ©.10Q44730E-21

2 2.87665749E-22
3 2.76335350E-42
4
5

e

Q. 66167077E-32
‘ ! 2.57273"51E-32
‘L 6 Ve4B9313375-22
7T A.4l3163720L-82
3 @.355376836L-22
9
2

2.29931680E-22
3.251691@35-32
{ 11 B.21¢32542E~92
12 3.17417395E-22
\ 13 2.143518315-22 {
) 14 @.11746231E-32

15 B3.95481963%-23

16 0.77862312E-23

17 0.61733113E-23
. 19  B.49234252E-33 C
f, 19 @.33716366E-923 '
’ 23 A.30238S35E-23

P 21  ©.23495233E-23
22 0.182662435-23
23 2.13765554E-03
24 ¥.10398338E-03
| 25 @.77666230E-24
26 @.57473423E-04
f 27 ©8.42383593E-04
\ 28 3.30434283E-04
! 29 @.21335674E-04
| 3¢ 0.1546@266E-24
|

e




Table D-XX. V4 Ratio: 14.0

SNTW(DB) PROB.(DECIZION ENRON)

=13 0.32039171E-01
-9 @.2815%%84E-01 :

-8  3.24734639E-01 p
-7 0.21729467E-01 *
-5 @.19R95437E-01 .

-5 $.16791043E-¢1 o

- an S N M W WD WD PA T M R m s T e R owm e Es W M G Em W e e e

-4 3. 14777TA88E-21
-3 2.132173239E-21

) -2 @.11478549E-71 _
-1 2.10130050E-31 .
, @ 8.89434871E-032 !

1 73.73988737E-02

2 B.69412658E-02
| 3 2.60818270E-02

4

s

2.53071258E-02 }

8.46116279E-22 |

R mmmmmemmeemae——mcme——- :

‘ 6 8.39899397E-22 !
h 7  2.34366469E-02 )
|

8  3.29464494E-22
9 2.251417S3E-22
18 ©2.21343120QE-02
f 11 8.18035329E-22
12 2.15157219E-22
13 0.12669935E-32
14 2.18532298E-22
15 B.373431775-a3
16 @.7152287T4E-23
17 0.584B3233E-03
/ 18  8.47398795E-23
’, 19 8.38215750E-03
' 23 3.30605867E-03

O

S .

B 21 2.24342409E-033
22  #.19223139E-233

23 2.15269@69E-23

24 2.11723323E-¢3

» 25  0.98491923E-24
25 @.692873233E-24

27 0.5%26113728-024

2%  3.336261@9E-34

29  2.25551894E-04

33 2.2134%7335-24

G e wh s s W an e e M Er R Ll e e e - e e e em
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Table D-XXI. V4 Ratio: 16.0

SHN(DB)  PROB.(DECISION ERECR)

-19 8.217521925-21

-9 J.19218713E-21

-8 @.16935084E-0!

-7 @.15845600E-0!

-6 £.13337229E-01

-5 @.11839425E-021

~4 Q.18524Z15E-01

-3 3.93658734E-032

-2 B3.834035:CE-02

-1 P.T74230956E~22

A B.6588235%E-07

1 0.58275838E-02

2 @.51369173E-42

3 B.45119797E-22

4 (@.39485565E-082

S ©.34424738E-82

6 0.29896274E-02
7 0.25860047E-02
8 0.22277048E-02
9 @.19109S567E-~032
P ©@.16321353E-02

11 @.13877758E-@2
12 @.11745847E-82
13 B.98944974E-083
14 0.82944612E-03
15 @.69184163E-03

16 B+.574098B44E~33
17 @.47387363E-23
18 @.38901781E-23
19 @.31756741E-03
280 0.25774715E-03

21 @.20795520E-83
22 0@.16675878E-03
23 9.13288427E-23
24 2.10520788E-33
25 0#3.827410877E-084
26 @.-4627606E-34
27 0.50124359E-24
28 0.38594408E-24
29 0.29495297E-Q4
38 02.22368631E-24
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Table D-XXII. V4 Ratio: 18.0

| SNRODIY PYof. (DECITION ErPO™)

~13  A.1529973d1.-41
-9 Y.136334061-01

AY
-3 W 1P21ABBANE-2] )
-7 Ade 1ABZA2BARLE-A] k
-6 @.97447363E-32 2
-5 2.37383676L-07 A
-4 Q.78437585E-22
-3 3.70369928F-07
. -2 3.62972843:-082 y
E -1 0.56191107E-02 -
B 0.49991603E-02 f

| | B.40341237E-00 \
2 B.392837278E-432

} 3 B.34557065E-02
4 0.303586505-22 ﬁ
5 3.26580631E-22 ‘

L 6 2.231392632F-00 ‘
| ' 7 A.22164764E-22 '
: 8 2. 17458542E- 12 |
‘ 9 B.1SLT76407E-02 '
' 18 ¥.12962112E-22
11 3.111245595-32
12 2.946835360-33
'3 B.324223435-33
ia W.63221427£-23
1% B.572522435-32
‘ 16 3.43320624E~-03
f 17 3.43375167E-33
' . 18 2.332354435-03
y 19 2.27512412E-23
s 22 3.226277372-23
} . 21 D.18515613E-33
. 22 (3.15371517E-33
! 23 @2.12232214E-023
24 2.9824737SE-0Q4
| 25 B.736ST439E-04
26  .62608092E-04 '
} 27 @.495354435-724
23 4.3%954175E-04
; 29 Q2.30443163E-04
t 33 0.23633656E-34 )
|
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Table D-XXIII. Vq Ratio: 20.0

SNR(DBY PEIL.(DECISION ERROT) f

~13 @ 1°237686E-01 ¢
-9 B 1211505 1E-11 L
-3 B,21215417:5-00 N
-7  3.82377725E=-02 s
-6 0.74466729E-32 ,

=5 J3.67276775L-Q2

-4 Q.60641173E-22
=3 2.54523%24¢65-42

. -2 3.433987I6E-D2 }
-1 2.43739473E-02 ;
2 2.39219387E-22 /

1 3.34714223E-32
2 0.327970A8E-02
! 3 2.27243444E-32
4 7.24023976E-02
5 2.21129936E-032

L 6 0.18523328E-22
7 0.16136958E-432

! 8  B.14399494LE-02
9
2

2. 12240514E-02
3. 105905542 -22
( 11 2.91311326%-23
12 Pa784475015-33
b 13 2+67158513E-33
14 2.57265313E-23
’ 15 B+«48648343E-23

. 16 0.41165943E-23
! 17 B 34634445F-73

) | 18 B3.29119948E~33
’, 19 @.24338139E~23
' 28 D.282537J1E-~22

21 0.16780159E-~23
22 D2.13833%335E~23
23 1.11360922E~03
24 2.72823215E-234
25 3. 75465527E~24

26 0B.61049558E-34
27 d.49134897E~-24
28 @3.39338332E-04
29 2.31326273E-24
32 J.24838S18F-34
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