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SECTION 1
INTRODUCTION

The general objective of this program is to develop the technology necessary
to apply digital flight control techniques to the three-axis, multiple flight
control configuration demands of advanced fighter aircraft, Specifically, the
: techniques and requirements of digital flight control systems are to be estab-
1 lished, and a simulation employing a proven airborne digital computer is to
be used to validate these requirements,

! ! The Interim Report consists of three volumes as follows:

‘ VOLUME I -- DIGITAL FLIGHT CONTROL SYSTEMS ANALYSIS

3 VOLUME II == DOCUMENTATION OF DIGITAI. CONTROI.
i i ANALYSIS PROGRAMS (DIGIKON)

VOLUME III -- DIGITAL FLIGHT CONTROL SYSTEM
: DESIGN CONSIDERATIONS

This document reports the analytical developments on the Digital Flight
Control Systems Analysis which pertain to the specific objective of defining
computational requirements for a tactical fighter and determining its per-
formance sensitivity to digital flight control system (DFCS) parameters,

o
- . a s

it i

Section II presents the analysis approach. The stability and performance

analysis program is briefly reviewed. Subsequently, for background infor-
mation, the process of generating complete digital control laws is given, ;
and a parametric study of the F-4 longitudinal system is described. 1

In Section III the technique for mathematical modeling of the computer- ]
controlled system in state space is presented. This is an automated process :
which has been applied to multivariable, multirate systems, Effects of
computational delays are included.

Modeling of performance in state space is described in Section IV, Five
performance measures are considered: (1) poles-zeros, (2) frequency _
response, (3) RMS response to turbulence and roundoff noise, (4) power- :
content analysis, and (5) time response.

The computer programs which implement the mathematical analyses and
models presented in this volume are documented in Volume II.

Some of the analytical developments reported in Volume I have not been
incorporated into the existing software due to lack of resources.

A demonstration example is given in Section V to illustrate how these pro-
grams are used and how the computational requirements are derived.




In Volume III, Digital Flight Control System Design Considerations, the
requirements for converting a general digital flight control system to actual
hardware and software are addressed. Topics such as sizing rules, input/
output information flow, multiplexing, redundancy and self-test techniques
and electromagnetic interference requirements are discussed. The results
include guidelines to aid in the estimation of the complexity of the actual hard-
ware design for both dedicated and general-purpose processor configurations.

In additon, Volume III considers the impact of DFCS design requirements of
two practical design applications. The first of these concerns the integration
of outer-loop flight control modes with inner-loop functions. The second
considers the implementation of multimode control functions. A primary
investigation in the second application involved switching strategies to mini-

mize transients when changing modes.

The Final Report, AFFDL-TR-74-69, documents the work done in a continua-
tion of this study on digital flight control requirements. This effort involved
validation of the analysis techniques and applicable design considerations des-
cribed in this report. The validation was accomplished through a parameter
variation analysis on the F-4 longitudinal axis using the analysis tools of
Volumes [ and II, and through a simulation test program using a digital
airborne computer containing -4 control functions. A condensation of the
analysis and design requirements documented in the three rolumes of this
report is also included in the final report.
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SECTION II ;
ANALYSIS APPROACH 3

] This section presents the overview of Honeywell's work on the definition
., of the digital flight control system (DFCS) computational requirements for a
1 tactical fighter type of aircraft,

Of specific interest is the sensitivity ot aircraft performance criteria to vari-
ations in the computational parameters. The approach used was first to
generate a comprehensive DFCS stability and performance analysis computer
program, and subsequently to apply this analysis tool to a detailed parametric
study to obtain computational requirements,

The stability and performance analysis program is briefly presented first,
This program is fully documented in AFFDL-TR-73-119 Volume II. Genera- [
tion of control laws (synethesis) is summarized next, This is followed by a !
summary of computational requirements and parametric study. :

- The computational requirements for the F-4 longitudinal control system are
. determined by carrying out a detailed parametric study in two levels of system '
1 complexity, First, the F-4 longitudinal structural filter is considered. Subse-

' quently, the overall F-4 longitudinal control system is studied. The results {
4 are presented in that order, !

Finally, a summary of requirements for digital computation of control laws 1
are given for systems with bandwidths of 6, 12, 20, and 25 Hz. Future growth ]
of control configured vehicles require these broad bandwidths.

STABILITY AND PERFORMANCE ANALYSIS PROGRAM ]

A computer program (DIGIKON) was generated to facilitate a quantitative
analysis of all parameters which affect performance and/or stability., Per-
formance includes control and disturbance covariance response, transient
and frequency response. Stability includes eigenvalues and gain and phase
margins, The parameters include sample rate, word length, computational
delays, multisample rates, control filters/laws, aircraft bandwidth, noise,
and gusts, The DIGIKON computer program is being used as a tool to develop
specifically the DFCS computation rate and control law word length require-
ments, This application is shown diagramatically in Figure 1,
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Figure 1. DIGIKON Software Program for Sample Rate/Word

[.ength Determination
The DIGIKON analysis program (l‘igure 2) development consisted of two main
subtasks. In the first subtask, system modeling software was developed.
This software can handle a general class of digital flight control systems in
one of two ways. I'irst, it can construct a set of digital controllers by digi-
tizing an existing continuous-controller design for various sets of multi-
sample rates. Second, it can accept y-domain controller descriptions,
The capability of gencrating a geneeal diserete system model not only develops
numbers for o spectfic tactical fighter aystem configuration, but also factli-
intes in the study of future configurations. 'This capability also aids in the
denign of digital control systems, which is outside the scope of this study.

Where specific data is required in this work, the 1'-4 configured as in the
680.] Survivable I'light Control System (Reference 7) is used as the

tactical fighter representation. The aircraft model includes a rigid body
and three flexure states, actuator and sensor dynamics, and the controller.
The discrete controller model variables include sample rate, word length,
and computational delay.
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The development of performance analysis software formed the second part
of th.e Analysis Program task. Subroutines to compute stability and per-
formance for the discrete system model were developed,  The stability
nicasures are cigenvalues (5, 7 and W planes), gain margin, and phase
margin. The performance measures are covariance response to wind gustis
and random pilot commands, frequency response, power-content analysis,
and transient time responses to normal and rapid control inputs and distur-
bances. The software uses algorithms based on state-space theory. Each
subsystem is characterized by the four matrices (quadruple) (A, B, C, D) for
the continuous system and (F, G, H, E) for the digital system. This format
facilitates treatment of large-scale system problems., Equations (7), (8),
(47), and (48) illustrate the form of how the matrices are used to character=-
ize a subsystem.

CONTROL LAW GENERATION (SYNTHESIS)

The computational requirements are greatly influenced by the control require-
ments, The control requirements basically generate t}i2 control laws,
Obviously, the two are coupled together (Figure 3),

To determine and validate the computational requirements, one must develop
mathematical models for system dynamics and performance analysis, [n
addition, the control laws should be parameterized with resgpect to computa-
tional parameters (sample-time, word-length and computational delays) to
facilitate the DFCS design. In the following, the DFCS design procedures are
briefly presented. Conventional control laws ace designed by first evaluating
the free system performance, and then by determining system gains and com-
pensators to shape behavior of the system to meet the control requirements,
Figure 4 shows this cycle for interactive continuous (analog) controller designs.

The design of digital control laws follows the same pattern (Figure 5), How-
ever, more options are available, One starting point is a good continuous
control law, This can be transformed into a digital control law by either
z-transform or Tustin transform. Another approach is a z-plane root locus
design, The free system pole-zeros are mapped and the gains and compensator
poles-zeros determined to shape the root locus, The third approach is called
z-w plane design (Figure 6). In this approach, the w-transform of the discrete
plant model is developed first, Then the w-plane compensators are determined
to shape the frequency response to meet control requirements, Finally, the
w-plane compensators are transformed back to the z-plane to obtain difference
equations for the digital cont>ol,

Digitization Versus Direct Digital Design

Following are the advantages of digitization and direct digital design procedures.
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Advantages of Digitization --

e The requirement starts out with a flyable, continuous controller, Con-
tinuous controller provides a strong base for exhibiting effects of the

sample time parameter on performance, since it corresponds to the
limiting case (i.e,, T = 0),

e Controller-digitization algorithms are selected from amcng those which
provide good frequency response and maintains the structural and the
stability properties of the controller dynamics invariant with respect
to the sample time parameter, This one-to-one correspondence between
continuous controller dynamics (i.e,, lead-lag networks) and the soft -
ware dynamics (i.e,, corresponding difference equations) provides a

good starting point in practical digital controller design for a given
sample rate,

e The coefficients of the digitized-controller matrices can be computed
efficiently as a function of sample time,

e Sample rate estimates based on this model are on the safe side, and the
resulting digital control software is flyable,

e Computational requirements based on digitization can be computed
rapidly, In many cases, sharper estimates based on direct digital
synthesis methods or digital controller optimizations are not justified
for the initial requirement definitions because of the uncertainties in the
system parameters,

Advantages of Direct Digital Design --

e W-plane transfer function of the free plant takes into account the delay
introduced by the hold unit at the plant input,

e Compensator design with free parameters allows the designer to meet
the control specifications with less stringent computer requirements,

An example is given (see page 116) for comparison of direct digital versus
digitization synthesis using Tustin algorithm with no prewarping.

COMPUTATIONAL REQUIREMENTS AND PARAMETRIC STUDY ‘

This task includes performing a comprehensive study of digital flight control :
parameters, Aircraft flight condition, system bandwidth, sample-rate, word
length are to be varied, and relative influence on performance is to be examined, 3
The objective here is to define computation rate requirements for a tactical
fighter and its sensitivity to DFCS parameters.

10 :




The F-4 longitudinal control system presented in the fly-by-wire report
AFFDL-TR-71-20, Supplement 2, was selected for the parametric study.
First, the F-4 longitudinal structural filter was investigated. Subsequently,
the overall F-4 longitudinal control system (open loop and closed loop) was
studied. In the following these studies are summarized in that order,

PAREAMETRIC STUDY OF "STRUCTURAL FILTER'" IN F-4 LONGITUDINAL
CONTROL SYSTEM

Parametric analysis by software was carried out to relate the poles and
zeros, the frequency response and the rms power response of a structural
filfer to the computational parameters: sample time and the coefricient word
length, The structural filter in the F-5 longitudinal control system was
selected for this investigation. For the parametric study of poles and zeros
and frequency response, the following parameter set was used:

Sample Time: 0, 1/1000, 1/160, 1/80, 1/40, 1/20 sec.
Coefficient Word Length: 24, 16, 12, 8 bits

For parametric study of rms power response, a first-order prefilter was
used with two bandwidths; namely, 200 and 0.2 rad/sec.

PARAMETRIC STUDY OF F-4 LONGITUDINAL CONTROL SYSTEM

The F=4 longitudinal model (aircraft, sensor dynamics, actuator dynamics,
and controller) presented in the fly-by-wire report AFFDL-TR-71-20,
Supplement 2, was selected for the parametric study with the DIGIKON soft-
ware, The Mach 1,2, 5000-ft flight condition (§ max) was chosen because of
model frequency considerations (highest aeroelastic frequencies), Three
bending modes are included in the aircraft model,

Figure 7 shows the four blocks into which the overall model was separated and
the interconnections between blocks.

The procedure for data generation for the parametric study is briefly outlined
as follows, Starting with the physical equations or the system block diagram,

a simulation diagram is drawn, From the simulation diagram, the state
equations, summing point equations, and response equations are written, These
equations are then programmed for the DIGIKON software. A similar procedure
is followed for the controller, sensors, and actuators, After the subsystems
have been verified, they are interconnected as shown in Figure 7 by the
DIGIKON software.

Parametric analysis by software was carried out to relate the poles and the

frequency response of the F-4 longitudinal control system to the sample time
of the controller, The following parameter set was used:

11
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Sample Time: 0, 1/1000, 1/160, 1/80, 1/40, 1/20 scc.
Coefficient Word Length: 24 bits

Following this, a parametric study of F-4 longitudinal control system gust
response ratio performance was conducted,

The overall closed-loop F-4 longitudinal control system model was utilized to
develop the state and output variance to a gust input, With the continuous gust
input, variances are computed with a continuous controller first, and subse-
quently digital controllers with T =1/1000, 1/160, 1/80, 1/40 and 1/20 sample
times, The gust was represented by a filtered white noise, A first order
filter with bandwidth of 46 rad/sec was used.

The parametric study was concluded with a brief investigation of computational
time delay effects and a new model was developed, In this model, actuator and
gust dynamics are modified (a third order actuator and a second order gust
filter), The same model is used in the simulation tests,

The following set of computational delays was used for parametric study:
Td =0, T/4, T/2, T sec,
The sample time was fixed at ' = 1/40 sec,

The effect of computational delay is studied by computing poles and zeros of
the overall closed loop system,

13
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SECTION III

MODE LING FOR THE DYNAMICS OF MULTIRATE |
MULTILOOP SYSTEMS :

In this section we first briefly present material on the autom#{ic modeling
of interconnected dynamical systems for tradeoff studies. ,/his is followed
by the transformations in state space. S, Z and W transf/frms are con-
sidered. The Z-W transformation in state space facilitrfes the interactive
design process. S-Z transforms are developed for ob#ining the discrete
plant representation. Digitization of existing continydus control laws using
the Tustin transformation is also considered. Nex *we present single-rate _~'
modeling of digital control systems by software. »lhis is followed by the 1
discussion on the multiloop multirate system mideling. Finally, an example

is presented treating a two-rate system with abdmputational delays.

To perform analytical tradeoff studies of c/gital flight control systems (or
any other control system) one must develop its overall mathematical repre-
sentation (i. e., model). For the linea? flight control design, this model
takes the form of a set of differentia‘kand/or difference equations.

4

A uniformity in the model form (i?¥respective of the size or the internal
structure of subsystems) facilitdtes the evaluation of various performance
measures in the analytical trafeoff study. One such form is the state variable
representation of the overal odel,

In the following we brieff‘{}' present an algorithm for automatic generation of
a model in this form u«ing the physical equations which characterize the
elements of the systg/h.

. i

DEVELOPMENT OF THE LINEAR SYSTEM MATRICES FROM THE ]
SIMULATION EQUATIONS 1

Figure 8 shows a typical longitudinal channel of a tactical aircraft, In 1
general, the simulation equations of this system take the following form: :

x = f(;(, y, X, (1)

y = g ¥, x u) (2) §

r= h(J;, y, X, u) (3) i
where 3

X =n_Xx 1 vector of the output of integrators ‘

14
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y = nv x 1 vector of the output of summing points
’ r =n_x 1 vector of the system variables of interest (response outputs)
u =

n, X 1 vector of the external inputs

The functions f, g and h are usually nonlinear, For the linear analysis they
can be linearized about a given operating point, In the following, we shall
assume that the simulation equations represent the linearized model. In
this case, Equations (1), (2) and (3) can be put in the following form:

x=Pxx+Fyy+Fxx+Puu (4)
'y=Gxx+(xyy+Gxx+Guu (5)
r=H:x+ Hyy +H x+Hu (6)

and this set of equations can be reduced to the following standard form by
algebraic operations

x = Ax + Bu (7
r =Cx +Du (8)

On the surface, this task appears to be very simple to carry out with paper
and pencil. However, for large systems the writing of simulation equations
in the format given in Equations (4), (5) and (6) is prone to human error and
should be avoided.

In the following, we present an algorithm which automates the transition
from the physical equations (analog simulation equations) to the state variable
representation given by Equations (7) and (8).

Let us define two vectors as follows:

v = col ()2, y, r) (9)
w=col(x, y, x, u) (10)

Obviously, Equations (4), (5) and (6) can be written as
v = F(w) (11)

The matrix coefficients given in Equations (4), (5) and (6) are then obtained
by first finding

F
ow
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and then properly partitioning it. This term aa—Fw is called the sin.ulation
matrix, The sizes of its rows and columns are given respectively by

n=nx+ny+nr (12)

m=2nx+ny+nu (13)

The coefficient matrices obtained by partitioning the simulation matrix is
indicated in Figure 9,

e g
- 1 -o‘r N -or- n 0'0 "N
x v x 1]
F.
: r» rl u U
W G' Gv Gl " ni "
1"
H H H H r
A u '

Figure 9. The Simulation Matrix

The column vectors gF i=1, 2, ..

i
L =1 (14)

wj=0,j=l, 2, ..., m, jt#i

and evaluating (11). This yields the coefficient matrices.

. , m are obtained simply by setting

In the sequel, the algebraic reduction process will be described. First,
Equations (4) and (5) are written in the following form:

[(I-F-) | -F ] [F F :I (x
X Y X u
-G’-‘ l (I - Gy) Gx Gu u

y is obtained in terms of x and u by solving Equation (15).

X

b/

(15)

Thenl*

Then r is obtained in terms of x and u by substituting (15) into (16):
= X x
r = (H, | Hy) [y] +(H_ | H,) [u} (16)

17
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These reduction operations are carried out by the computer using the simulation
{ matrix storage space,

- o

The software which implements this algorithm is called STAMK,

Implementation of the Simulation Equations

T ST

The analog simulation equations representing the system dynamics [Equations

(4), (5) and (6)] are implemented in subroutine SIMK, (The user programs this
for his system,)

=

To demonstrate how SIMK is used, we give the following example,

A simplified short-period equation of an aircraft is given as follows:

o = (Mae) b * (Mé)e + (Ma),, + (M&)& (17)
i _ . -L .

E a =9 UO n, (18)
n, = ( Zn)“ + Zge)8e (19)

The normal acceleration sensed at station "a away from the c. g. is given by:

n,=n, + zao (20)

Figure 10 shows the simulation diagram of the short-period equations.

It is assumed that the longitudinal controller configuration is given as shown in
Figure 11. It can easily be shown that this controller can be simulated as

shown in Figure 12. (For transfer block inputs, SIMKT may also be used as
described later, )

In Figure 12,
T

1 1
S R RS RS (21)

——— E——
(. it abiaar poill
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Figure 10. Simulation Diagram of the Short Period Dynamics
{‘ Figure 13 shows the overall simulation diagram.
; The following simulation equations can be written from Figure 13:
| 6 = (Mbe)be +(Ma)°' +(Mb)+ (M&)o. (22)
. ; 1
a =0~ n 23
U " (23) 5
6 = K, b, (24)
i€ . | BT i
n = -an+yn, (25)
n, = (-Za.)a +(-Zbe)6e (26) 3
n, =n, +(4)0 (27) ;
n; = (KMo + (K )n, (28)
19 i 3
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% 4
h lleve, ng = 4, ny = 6, n. = 3, and n, = 1,
Subroutine SIMK is essentially IFortran statements of these equations, The
E right-hand side variables, namely, the integrator inputs (x), the summing
s point variables (y), the integrator outputs (x), and the external inputs (u), 1
3 ave cquivalenced to the array w(i), i =1, . . . m array in that order, for 4
example, EQUIVALENCE (THETDOT, W(1)), (A1.FDOT, W(2)), etc.
; Similarly the left-hand side variables, namely, the integrator inputs (x), the 3
summing point variables (y), and the external output variables (r), are equated 3
; to the array v(i), i =1, 2, . . . n in that order., I'or example: 1
® V(1) = MDELE * DELE + MALK * ALK + MTHDOT * THETDOT :
FMALFD * ALIFDOT .!
° V(2) = THETDOT - . . .
1
The parameters such as Vo, Me, Mbe, ete,, are usually equivalenced to an :
‘ array of constants, ', which is read in the initialization part of the program
3 for ease in programming,

Generally, a flight control system consists of several interconnected dynamical
blocks (i.e., subsystems)., The overall system model is obtained in two steps.
I'irst cach subsystem model is generated.  Subsequently, they are combined
using interconnection equations fo get the combined model.

s e ik R

Subroutines implementing the subsystem differential equations are named as s
follows: i
SIMKS - SENSOR !
SIMKV = VEHICLE i
SIMKA = ACTUATOR i
SIMKC = CONTROLILER 3

-

The subroutine implementing the interconnection of sensor, vehicle and
actuator (i.e., plant) is named SIMKP, The subroutine implementing the
interconnection of the plant and the controller is named SIMK,

MODELING WITH TRANSFER IFUNCTION INPUT

As described previously, the simulation subroutines (i.e., SIMKC, SIMKV,
etc.) implement the "differential equations" of subsystem dynamics. To

22
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develop a simulation subroutine for a system characterized by its transfer
function, it is required to draw first a state diagram of the transfer function
and subsequently to obtain the differential equation firom the state diagram.
This process can be antomated tor rapid and efficient iput of transfer fanc-
t1on blocks into the DIGIKON system,

in the following we present an approach to carry out system modeling by soft-
ware with transfer function inputs., 'The approach consists of two parts: (1)
I‘or each transfer function block, the corresponding quadruple is obilained,
and (2) the subsystems are combined using the interconnection cquations and
the overall system quadruple is obtained. In the following we discuss each in
that order.

Transfer Function and its Quadruple

Consider a system characterized by its output/ input relation:

bs  +b sn-1+...+bs+bo

{J{::) = li(s) = = n - n-1 1 ! an’G 0 (35)
as + a 18 .. +als Fao

There are many ways of realizing this transfer function. (See Appendix B
for major realization forms. ) In the {ollowing we shall develop the [nput
I'robenius form realization and obtain the corresponding quadruple in para-
metric form for software implementation.

The long division of Equation (35) yields

b
-|_n , 01 -0
bn [bn-l an) an- Jb Tooo ¥ [bo - ao]
I(s) = e + s ) (36)
n a s a1 5 o | +als+a0
This can be written as
bn n-1 bn
b [bn-l- a_ an-1i|S HERE *'[bo “la ao]
| n 1 n n ]
H(s) = T - a3 (37)
-1} n-1 ao
n DU B2 L 2
n an

I'igure 14 shows the state diagram corresponding to Equation (37). The cor-
responding quadruple (A, B, C, D) is directly obtained from the state diagram
and is presented below




|
B=col] 0O, 0............ 1
L | a
n
t b b
o = n -{_n - |_n
| = = l:bo a % |2 TlT ™ lbn-l a_| %n-1
| n n n
by
D= a—'
n

The transfer function coefficients in kEquation(35)form a 2 x (n+1) array as indi-
cated below

b b
s ) __n n-1 | ..... al ao (39)
R 1

where jis the transter function block number (1IYigure 15).

B ke e S o Lo g i i il

I"quations (38) and (39) form an algorithm for oblaining the quadruple of an
n-th order transfer function. Subroutine TRANSK implements this algorithm,

-

TT IRy

O —————
|

+

i sk S o i g R e

ek i T a3

|
— —

Figure 14. I[nput Frobenius I'orm State Diagram of a Single Input,
Single Output Transfer Function
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Overall System Quadruple

To develop the overall system quadruple, one must combine the subsystem
quadruples obtained as described above using the interconnectiqgn relations.
‘To demonstrate the approach taken, consider a block diagram of a system

containing three transfer function blocks as shown in Figure 15.

r |
i HS2 HS1
wll) 74 r(1)
—— x(2) x(1) <
0(2) (1) r(
: BLOCK 2 ' BLOCK 1
HS3
u(2)
& —» x(3) &
ui'{3} r.l'[31'
BLOCK 3
I |

Figure 15. Block Diagram of a System Containing Three
Transfer Blocks

laveh bloek is identified by Tour quantities: (1) a bloek number, () 1S aoeeay
representing the teansler faneteon didn, C3) state vector paamber, and ()
oulpul =inpul prvie, We note that the onpite e aabpals G0 e al ), at )y, aed
r1) external 1o the hox are anaabecvipted varinbloa, whey oo inagide The lee
they are subscripted with i denoting that they are indernal varinhlog,

With these definitions, the simulation equations corresponding to the syslem
shown in Figure 15 can be written as follows

X(1)= Apx() + Byu(1)
x(2) Apx@) + Byu)) Dynamices (40)

x(3)= Aax(3) + Bau3)

et b

o
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\
ri(l) = (‘.lx(l) + Dlui(l)
r-i(z) = C2x(2) + Dzui(2) > Internal outputs (41)
l‘i(3) = (‘Sx((i) + l)3ui(3)
“i(l) = ri(2) + 1'.1(3)
9y . Internal inputs
"iu) = u(l) - ri(l) } (interconnection relations) (42)
ui(3) = 1u(2) )
v(1) = r (1) ) External output (43)

The quadruples (A, B,, C.,, D.)i =1, 2, 3 are provided via subroutine
TRANSK, The set of équafions given above are implemented in a compact
form in subroutine SIMKT. The combined system quadruple is obtained via
STAMAK as described previously.

llere we note that the '"form" of the dynamical equations and the internal out-
puts are invariant (Equations (40) and (41)). With an additional index indicating
the block number, they can be expressed in a compact form for an arbitrary
number of blocks. We also note that the variable part described by kEquations
(42) and (43) have the following structure:

u.

i Pri+Qu (44)

R ri+Su (45)

r

The quadruple (P, Q, R, S) appearing in Equations (44) and (45) are called
the interconnection quadruple. For this example their values are given as
follows:

0 1 1 0 0
P={-1 0 0, Q=|1 0|, (46)
0 0o O 0 1

R= (1 0 0)), S =(0 0)

This shows that it is possible to use the same simulation subroutine for model-
ing with arbitrary transfer function blocks and interconnections can be used if
along with the transfer function data the connection quadruple (P,Q,R,S) is
input. The interconnection quadruple of SIMKTC is not implemented in the
DIGIKON system.
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I'or a demonstration of the approach, subroutine SIMKTC implements liqua-
tions (40) through (43) for the 1'-4 continuous controller. This is presented
in Appcendix A,

TRANSFORMATIONS IN STATLE SPACK

screte models for both the control and the plant are required to perform
sample rate and wordlength tradeoff studies. We present two methods for
obtaining these models from their continuous representations. All discrete
models are expressed by the following standard-form set of difference
cquations

x(k+1)  I* x(K) + G u(k) (47)
y(k) 11 x(K) v u(k) (48)
where
x(tk) = x(k)
,v(tk) = y(k)

u(tk) = u(k)

The z-transtform is used to develop the discrete model of the plant.  The Tustin
fransform (‘T-transform) is uscd to develop the discrete model of the control-
ler from its continuous model (digitization), The z-transform can also be

used on the controller,

To facilitate direct digital design, the w-transform is also developed. The
results are summarized briefly in the following paragraphs.

DISCRETE MATRIX MODEI FOR Tiikk PiIYSICAI. PILANT

Referring to IFigure 16, we see that there are two kinds of inputs to the plant.
1) Continuous inputs (wind gusts and other analog disturbances, ng)

2) Piecewise constant inputs (from the zero-order hold units, xh)
The problem here is to find the exact response of the plant states at sample
points as well as all other intersample time points with these inputs.

The analysis starts with the physical plant continuous matrix quadruples (A,
Bp, Cp, Dp). This quadruple is obtained by software (STAMK) from the

simulation equations of the plant as discussed above. The physical plant
cquations are given by
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2 qQ
xh(k) '
o G
TO DIGITAL
COMPUTER
8 D
Bpl 92 p
X, (V ' xp(t) -
— 1 _'_._ l cp y
0 5 Upl + S p
AP

I'igure 16. State Diagram of I’hysical Plant Including Hold Elements

xp = .»’\pxp + ”pup (49)
= Cx 4D 50)
Yp pp p'p ( 1
'he state responsc is given by
At-t) t A(t-s)
x (t) = ¢ x (k) + | e B u (s)ds 51) :
P P( t‘f PP { :
where x _(t,) = x (k). ]
VIl( p k p 31
In the following, the discrete matrix model dor the physical plant with picce-
wise constant inputs is developed,  [For the response to both kinds of inputs,
scee liquation (337) or page 109, ] 1or this case the state responsc of the }
plant is given by: '
A=) (-t) Ags
x (t) = e x (k) + e B _.ds| u_ (k) (52)
P P ;1 pl P

where o < (t-tk) ST,
At sample points we have
k+1) = I° k) + G k
xp( ) pxp( ) plupl( )

where xp(tk+1) = xp(k+1)

28

P e Y e Lz

T R T TS CLRT R P a0 - aalidd o ST o



I c P (54)

b p
I /\p

(-p] J c Iiplds (HH)
l‘ [$)
1
‘? ol
~ AT i

G e P -1 A 13 (56)
: pl p pl

if the inverse cxists.

In dynamical systems with a pure integrator, liquation (56) cannot apply, since
Ap~" does not exist (system has a zero eigenvalue). To circumvent this ap-
parent singularity we assign a state vector to holding elements as shown in

I'igure 16 and develop the transition equations for this homogeneous system.

et L A i b

The augmented state equations are written as follows:

A

x_ = A x_+ 1B u(k), (k) = x (57)
*p pp - plip p po
‘ ‘;(h =0 xh(k) = X0 (58)
= H < < 3
: where up(k) x, (k) constant for t, St<t .. i
5 This is equivalent to the homogeneous system 1
] . i
. x = Ax (59) ]
| x |
! where o ARG ( P ) :
{ *h
1 Ay T (60) 3
g 0 0 ]
. The transition matrix for this system is given by 5
; AT
! Foze (61)
‘ where by definition

¥, = -fl—+——lf (62)
i 0 I
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I'herefore, by this procedure we eliminated the integral given by Equation (55)
or the relationship given by (56) which is unduly restrictive.

In summary, we first form Equation (60) then evaluate (61) as described
below, and, finally, partition I, as shown in (62)., This yields the sought
matrices Fp and Gp.

To compute F = eAT, we use the following algorithm:

AT = (1 N e-AT)'l (1 N e.»\T) 63)

W2 m . AT)Z AT)M :
= [I41- AT +(‘f:‘—:1)— +.. H-1T %—1,-)—— + Eo] 1 [[+1+AT+% e +(—m-!)—- + Eo]
(64)
where m is the maximum power used in the rational approximation. For
m = 3 this yields
eA'1 = l-‘p + O(Ts) (65)
whore
ey Tl (66) ]
p 1 2 §
U \'1‘)3 ('\’I')"* ;
lq l = l = T t 4 - 12 (67)
s =2 S
S AT (AT)® + (AT)
I i 12 (68)

‘The terms appearing in Equation (64) are recursively computed. An option is

available so that the power series expansion !
82 }

FIT) = 1+ AT +(35 + ... (69)
of eAT can be computed for specified numbers of terms as well. The i

algorithm specified above is implemented in Subroutine EXPK3.

Selection of Transition Time

drouiri

The transition time T used in EXPK3 is computed from y

- ok
Tk =2 TS (70)
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where

T
s

k

Sample interval over which matrix expotential is computed

integer ~ 1

T'"he subinterval index k is predicted using the maximum eigenvalue of the
continuous system matrix A. ‘T'he actual value of the parameter k and the
intersample time interval, Tk, a. ¢ subsequently obtained using a relative
error criteria,

Since
LK
l'(lh_)—ll'(lk)] (71)
the successive values
Sktl LK
“:(kal)lu and |l"('l'k)|“ are computed, and the relative error

on cach element is found. “t'he index k is incremented until the maximum
relative error becomes less than a specified number. Non-normal exit with
a proper message occurs if k exceeds its limit, or if the relative error can-
not be reduced further. This computation is followed by the eigenvalue and
steady-state gain checks, The steady-state gain is defined as the steady-
state value of the state vector of the system, subjected to unit step input, if

it exists (1.e., x - 0 for continuous systems; el N for discrete systems),

Since the sampled states and continuous states must have the steady-state
value we get the lollowing gain check equation

1

Al oa-mlg

G (72)
The subroutine ENPR2 implements the above algorithm,
8

The cigenvalues are computed both in the z-plane and the s-plane, The
cigenvalues s of the A matrix is transformed to z-plane using




i . ol i findbhiaiibe dladeime o ae oo = oo blbade o Lande
P g T, e
iRt ik B e i b L il e

skTs

P, = e

and subsequently compared with the eigenvalues of FY( Tg). Also, the eigen-
values zZ) of F(Ts) ar

e transformed to the image-s-plane via

A _ 1 : . j6
5, =-,I:(log|zkl + Jek) where 2 lzk'e k (73)

and compared with the eigenvalues 8, of A, As is well known, this inverse
process is not one-to-one unless the half sampling frequency

3

Zs
2

~

(74)
s

is greater than the maximum frequency (i, e.,
the eigenvalue of A, [ many cases this condit
pProgram computes the foldover index q from t

the largest imaginary part) of

ion is violated (foldover). The
he relation

W =0+ qu (75)

where

€Q

= corrected frequency
® = computed frequency from Equation (73)
w, = sampling frequency from Equation (74)
Both corrected as well as folded frequencies are printed out for comparison,

This finighes the description of the algorithm for computing the pair (F, G),

Obviously, for this case,

the output equation (see Equation (48)) remains the
same, That is,

= 76
Hp Cp (76)
= 7
E =D, (77)
Then at sample pouints, the state of the plant is described by
k+1) = F k) + G = 78
xp( ) pxp( ) plup(k), xp(o) X0 (78)

yplk = E %K) + B u (k) (79)
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This finishes the description of the algorithm for obtaining the discrete
matrix quadruples (Fp. Gpl’ Hp. Ep) corresponding to the physical plant or

1 control plant driven by piecewise constant inputs.

E Again we note that the discrete matrix quadruple ( Fp, Gpl‘ H p’ Ep) of the

E plant as generated above is a function of the sample time, Ts' The sub-

, routine which implements this algorithm is called subroutine EXPK. It is 3
! fully documented in Section IV of Volume II. 5
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Automatic Exponentiation and its Relation to Direct Digital Design

Taking the z-transform of Equaticns (78) and (79) gives
S = + (80)
(zl Fp) Xp(z) z xp(O) GpUp(z)

= (81)
Yp(Z) Hpo(z) + EpUp(z)

Assixming zero initial conditions {i. e., xp(O) = 0] we obtain the-input-output
relation of the system in the z-domain as follows:

= - "1 [/
Y (2) = (U (2I-F ) Gp+5510;z) (82)

The z-transfer function between the i-th output and the j-th input is then ;
given by: i

Y (2) - 1
'ﬁ—j-(w- ?u(z) = hpi (ZI“Fp ) gpj + epij (83) :

s S s

where hpi and g _. are the i~th row and j~th column of the Hp and Gp matrices,

Pj
respectively.

We note here that the presentation of design methods and procedures is outside
the scope of this work. However, we point out that the available software in
this program can be used to facilitate the design.

For "direct digital design" in the z-domain, for example, Equation (83) (or
(82)) becomes the starting point of the design (i.e., the z-transfer function of
the free-plant). The poles and zeros of these expressions are found by
software (POZL{) as will be described later. Subsequently, compensators
are designed using the ropt-locus in the z-plane,

DISCRETE MATRIX MODEL FOR THE DIGITAL CONTROLLER

To develop a discrete time model for the continuous controller dynamics, the
matrix version of the Tustin algorithm is used. The z-transform could also

be used (as above for the physical plant) to obtain somewhat different results. ]
The analysis starts with the continuous controller matrix quadruple (Ac' Bc, {

Cc‘ DC ). (This quadruple is obtained by software (STAMK) from the simu-
lation eq.iztions of the controller as discussed in Appendix A.)

The controlicr equations are

X * Acxc + Bcuc (84)

yc = CCxC + Dcuc (85)
Transforming Equation (84) gives

= (afop -1
X.(8) =(sI-A ) " B U (s) (86)
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SPUIGN -

This can be written as

-1
A T BCT
X (s) = —f- L= — —5— | U.(8) (87)
Now replacing =, S0 ~ by = = +1 (Tustin's Rule), we obtain
z-1 AcT \™! BcT
Xc(Z) = zi L= —5— -5 UC(Z) (88)

Clearing the fractions and rearranging,

X (2) = (21 - Fl'l Fz)'1 (z1+1) G U (2) (89)
where
A_T)
Fo= (1--% (90)
AT)
F2 = I+ 5 (91)
B_T

We note here that F 1 and F o 8re analytic functions of A Therefore, they
commute with A

From Equations (90) and (91) it follows that
1 1 F2 (93)

Substituting this into the second term of (zI+l), Equation (89) becomes

Xo(z) = [(F1-1G1)+ [21- 7 )

-1 -2
2F1 G1 Uc(z) (p4)
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Substituting this into Equation (85) yields

-1 ) -1, -2 -1
Yc(z)=[Cc(zI-F1 Fz) (21:*1 Gl)+ch1 G1+Dc”Uc(z) (95)

The transformed system has a new set of states which we shall identify with
the subscript d,

Letting
F,=F,'F, (96)
G, = 2F, %G (97)
H_ = C, (98)
E, = D, +C.F, la, (99)

one can write the state equations of the digital controller as follows:

xd(k+1) = chd(k) + chc(k) (100)

yc(k) = chd(k) + Ecuc(k) (101)

We note that Equations (100) and (101), with matrices defined uy Equations
(96) through (101), have the transfer function given in Equation (95),

The state diagram of the digitized controller is shown in Figure 17,

uc(k)i l

2F

2
1 6

Figure 17. State Diagram of the Digitized Controller
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In Figure 17,
X d(k) = State of the digitized controller
x (k) = "Digitized state" of the continuous controller
Yo (ki = "Digitized output' of the continuous controller
We also note that the controller matrix quadruple defined as (Fc, Gc, Hc, Ec)

is a function of the sample time, T (see Equations (90), (91) and (92)).

The system quadruples defined by Equations (96) through (99) are implemented
in subroutine SWZK. It is fully documented in Section IV of Volume II.

The Tustin transfer function is given by Equation (95). As with the physical

plant model, the poles and zeros of this function can be found using a sub-
routine (POZK) with the developed quadruple,

Steady State Gain

The steady state response of xc(k) to a unit step input is obtained from
Equation (94) as follows:

[ -1 IS PR TS RN
X [Fl G, + (a1 F, Fz) 2F G1] (102)
z=1
This can be written as
x =|F. leor Y(r. -F) g (103)
css 1 1 1 2 1
Using Equations (90),(91), and (92) with (103) yields
o A T|-11B.T
- -1
Xcss [Fl I+('Jz— ]—zL (104)
A Ti-1
Factoring| - —g , and making use of Equation (90) finally yields
x__=-A"1p (105)
css [ c
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This shows that the steady state gain under the Tustin transformation is
invariant. If the continuous system is prewarped for locating the critical
frequencies, a correction to the gain term is made to maintain the steady-

state gain invariance,

Prewarping for Pole Placement

L TSR

Consider the fo'lowing conformal transformation
= [, . 8L\"1 sT
fs) = {1- 571 (142 (108)

We can define a matrix function of a matrix A, corresponding to Equation (106)
as follows

F(A) = (1 -AL) 1+ AL (107)
Let the eigenvalu2s of A be {sk} k=1, ... n. Then the eigenvalues of F(A)
are given by
skT\-l SkT
;k(T)- 1- 2 1+—2_ k-la -ocnn (108)

This relation shows that when A is a stability matrix (i, e., all eigenvalues
are in the L, H. Plane), then eigenvalues of F are in the unit circle. We
note that the same is true for the matrix

FA, T) = 2T

generated via the transformation

T

f(s) = e® (109)
when the eigenvalues
s.(T
2, (T)=e (110)
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For each fixed LI the locus of Equations (108) and (110) as a function of

sample time parameter T shows that

Lim & (T) = -1 (111)
T ==
and
Lim zk(T) =0 (112)
T
E
4 Also, gk(T) does not cross the real axis in the range

0KT<o (113)

This implies that the poles of gk(T) always remain under the half sampling

frequency (m/T). Therefore, under this transformation, the "system modes"
do not foldover for any sample time. The penalty we pay for this nice
property is the shift in frequency. The shift can be compensated for a given
sample time T. This is called prewarping of a continuous system. We note
that when the system is prewarped to maintain critical frequencies, the non-
folding property of Tustin is lost.

a0 bt

Let A be the prewarped transition matrix corresponding to a continuous controller
¢ matrix A, Let F be the corresponding discrete system transition matrix
i defined by Equations (90), (91) and (96). If F is to have the same poles it

must be similar to eAT. The simplest case is:

F o= AT (114)

~ | _At|-1[, AT|_ AT
F"(I 2) (I‘l'—z— e
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Solving this for A yields

., AT
A=-,1—.-tanh 2

On the other hard, from Equation (93) we obtain

~ -1 I+F
F, =73

Substituting this into Equation (89) and introducing a gain matrix K

~

1+ F

3 ) (z+1) BT/2

H(z) = K(z1 - F)"!
The steady state gain invariance requires

e .oyl e T |
HCSS-K(I F) (I+F) BT/2 A "B

Solving for K yields

K=(-F)a+F)- AL

Substituting Equations (120) into (118) yields

Hz) =(z1-F)V(F-pal B%l-

using Equation (114) gives

z+1
2

ﬁ(z) = (zI S eAT)-l (eAT

G=(eAT-1)a™'B

L I)A'l B

Then Equation (1.2) can be written as

-1 (1 + F)G

ﬁ(z)=g— +(zI - F) .

40
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Now by inspection we can write discrete quadruples corresponding to
the prewarped Tustin transformation as follows:

F=elT (125)
G=(2T-p a’lB (126)
H=(C +CF)/2 (127)
E=p+58 (128)

2

Note close resemblance between above and the plant discretization given by
Equations (52), (54), (76), and (77).

State Model of the Discrete System in the w-Plane

Direct digital ccntrol synthesis in the z-w plane calls for algorithms for
finding the w-plane transfer function from the z-plane transfer function and
vice versa, In the following we present one such algorithm based on a
systems approach. The development starts with the discrete system matrix
quadruple {F, G, H, E). (This quadruple is obtained by a software (STAMK)
from the sirnulation equations of the discrete system structure as discussed
above.)

The system equations are:
x(k+1) = Fx(k) + Gu(k) (129)
y(k) = Hx(k) + Eu(k) (130)
Transforming Equation (129) with zero initial conditions yields:
zX(z) = FX{z) + G U(2) (131)

The transformation to the w-plane is defined by

1ltw
2= (132)
The inverse transformation is then given by
= 2-1
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Substituting Equation (132) into (131) yields:

-1 -
X(w) = -[wl - (-Fl‘l Fz)] F,” (wI- )G U (w) (134)
- where
F =U+F) (135)
F,=(I-F) (136)

From Equations (135) and (136) it follows that

1=-F "'F, +2F ! (137)

Substituting this into the second term of (wl -1), Equation (134) becomes

l -1

X(w) = {[wl - (-F,"'F )] ~ 2F, "% - F, " G} u(w) (138)
Substituting this into Equation (130) yields the input-output relation in the
w-plane:
o SN -1 i
Y(w) = {H [wI - (=F, " F,)] ¢F) "G-HF, "G+E}U(w) (139) . :

The transformed s

ystem has a new set of states which we shall identify with
the subscript w.

We define w-plane quadruple as follows:

T O i T TP T T PR APy SO L Wy A

: (140)
G (141)
(142) -g
G+E (143) |
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The state equations of the
as follows:

dxw

—— = A

It +B u

wrw ww (144)

] s = waw + Dwuw (145)

We note that Equations (144) and (145

) with matrices defined by Equations
(140) through (143) have the transfer

function given in Equation 139,

The state diagram of the discrete system in the w-

U (w)

ylw)

Figure 18. State Diagram of the Discrete System in the w-Plane
In Figure 18,

X, = state of the w-plane system

x state of the discrete system in the w-planec

y output of the discrete system in the w-plane

The poles and zeros of the transfer fuaction are obtained via POZK using the
quadruple (Aw, Bw' Cw' Dw). The system quadruple defined by Equations
(140) through (143) are impleme i

back to the z-plane ig carried out in a similar faghj

'21‘he dst;mmary of the results on transformations are presented in Tables 1,
and 3,
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discrete system in the w-plane can now be wr .ten

Plane is shown in Figure 18,




t.
|
[ Table 1. s-Plane to z-Plane Transformation
i s8-Plane Data A B C
z-Plane Data F G H E
(%-transform with hold) ¥ e elT G:te?T-n A"l HsC E=D
r
‘z-transform without p o= eNT e eATB HsC E=D
hold)
. . B IR -1
{'. ustin) ¥ = F ¥, G = 2F G H=C E = D+CF, "G
i 1 2 1 1 1 1
I
c a1 AL LY §
Eoick:, G, ]
e B0
! by sl :
;
'! (Prewarped Tustin) ko= eA'I G o= ("AT'” A"l H = Q’_;E B C_Zq ::
Table 2. z-Plane to w-Plane Transformation 1
- - 3
1
z-Plane Data v G H k f
w=-Plane Data Q\ Fﬂ C 6 g
2 -1 = -2 . 2 -1 )
: SRS, B.= 21 G, C=H D = F-HF G, :
: B = E Gy =G j
1
L 2 P
] SRR ]
E e 4
k 4
L
i Table 3, w-Plane to z-Plane Transformation ,
w=-Plane Data X ﬁ 6 ?) l‘.
u z-Plane Data F G H E :
i 2 9 S - a k
A P =2F %G, H-C E=D + F;l(‘-l 3
~ . ]
] G, =B 1
f F, = I+A
L ; 2
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To demonstrate the application of these equations we present a simple example

in the following,

EXAMPLE

Consider the following z=-plane transfer function

. 3(.368 z + ,264)
H (z) = o5y —
This can be put in the following form

4 (z +.7174)
2
z“ - 1,368z + ., 368

HO(Z)= 1.10

Figure 19 implements this transfer function as an Input-Frobenius form.

ukﬂ )

-.368

Figure 19, State Diagram of llo(z)
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(146)

(147)




The discrete system quadruple (F, G, H, E) is obtained from Figure 19 by
inspection, and given as follows:

0 1 0
F = » G = ], H=(7174 1,), E=0 (148)
-.368 1,368 1.104

It can easily be shown that the transfer function
Hy,(z) = H(zI- 7)7 G+ E (149)

evaluated with Equation (148) is the same as Equation (147),

Now transforming quadruple data in Equation (148) to the v-plane using the
appropriate equations given in Table 1 yields the w-plane quadruple data:

0 1 0

A = , B = , C. =(,69299 .976), D = 1.14168(150)
W olo -.462 W 1 w w

It can easily be shown that the transfer function
- - -1 .
Hll(w) = Cw(wI A L, * D, (151)

evaluated with Equatior (150) yields

2
Hy,(w) = -1.14168 ¥ . 393w - . 607 (152)
w + .462w

This can be writien as

1.5(1 = W) (1 +—ppw )
H,,(w) = . 607 (153)

w( 1+~

The same result is obtained by substituting

_1l+w
Z T w (154)

into Equation (146) and clearing the tractions. For large systems, the
substitution approach is not suitable for automatic evaluation of

Equation (153) due to the aszociated algebra. The quadruple transfor-
mation approach on the other hand is simple, accurate and suitable for
large scale systems., We note here that Equation (154) and its inverse,

B O ST TN Y R T VU PP, " O U I TYRE ISP FORTEOT R P (191 X S I TLUTLA e i i s o G0 T 2 ) st e AT i A A i s s et
x e A s




z -1

given by Equation (155), are one-to-one transformations. Therefore, if the
w-plane quadruple (Aw. Bw' Cw, D ) given in Equation (150) were trans-

formed back to the z-plane, the result would be identical to that of Equation (148).

Figures 20 and 21 demonstrate this fact, using the F-4 digital controller for
the sample time T = 1/40 sec. In figure 20, the controller quadruple

(F, G, H, E) in the z-plane is entered, and the w-plane transform (A_, B C D )
is compnted Subsequently, this data is entered and its z-plane
transform is computed as shown in Figure 21, As expected, the output
data in Figure 21 is equal to the input data in Figure 20,

OVERALL SYSTEM MODELING FOR SINGLE RATE SYSTEMS

Having the discrete model for the plant and for the controller, we would now
like to develop analytically the discrete model of the plant-controller system.
We need this for trade studies of sample rate and word length. The complexity
of this model depends upon the form of the control (algebraic or dynamic) and
the nunuber of different sample rates in the combined system. (We neglect
computational delay effects here for simplicity. These are considered below, )
We show how to construct the overall discrete system model for a single

sample rate here, and consider the extension to multiple sample rates in the
next section,

Algebraic Controller

Figure 22 shows the general block diagram of the single-rate system under
consideration.

The plant has the usual discrete representation

k+1 = F k) +
xp( ) pxp( ) Gpup(k) (156)
k = + :
rp( ) prp(k) Epup(k) (157) 4
The controller, for the algebraic control system, has the form i

rc(k) = K uc(k)

(158)
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1

r (k)

r(k)
rp(k)

Figure 22, Block Diagram of a Single Sample Rate System

That is, the control system box in Figure 22 contains the gain matrix K, We

also have from Figure 22 that

up(k) = rC(k)

uc(k) = u(k) - rp(k)

Our objective is to reduce Equations (156) through (160) to the form

x(k+1) = F x(k ) + G ulk)

r(k)

H x(k) + E u(k)

where u(k) is the sampled version of the input u(t).

representation of the system of Figure 22,
through (160) to obtain

k) = k
x(k) xp()
k) = k
r(k) rp()
F =F -GKMH
PP p
G =G_KM
p
H =MH
P
E =ME K

52

(159)

(160)

(161)
(162)

One easily solves Equations (156)

(163)
(164)
(165)
(166)
(16%9)

(168)

This is the overall discrete
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with
M= [I+ prl'l (169)

In words, the state and response of the single sample rate system with an
algebraic controller are the state and resp<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>