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ABSTRACT

This thesls introduces exploratory data analysis methods
into the questlion of categorizing pilots and relating thesc
categories to accldent potentlial. The usuélly recorded
flight data deals with the pilots' total flight experience,
recency, and frequency of flying. The purpose of categorizing
is to determine if the recorded flight data could help dis-
criminate between two original sample groups of fifty pilots
each, those pilots with accldents during FY73 and those
without.

The technlque of linear discriminant analysis indicated
that there is a stgnificant difference in the mecan vectors
of flight data for the two groups. The computed discriminant
function produced an empirical correct classification rate
of B1%. Techniques of cluster analysis (with the ald of
principal components @1alysis) are also employed to detect
patterns or differences in tne data. Curdlously, the amount
of time flown In the last 48 hours Is associated with vela-
tively low accldent potential, whereas time flown in the
last 24 nours seems to be correlated with a higher acclident

potential,
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I. INTRODUCTION ALD OBJECTIVES

Aviation safety in the United States Navy has always
received considerable attention. With the rapidly increas-
ing costs of naval aircraft and the increasing costs of
training naval aviators, it 1s imperative that every possi-
ble aspect of aviation safety be thoroughly investigated.
It 1s important to search all paths which may yield any
information at all having a bearing on aircraft accident
causation or prevention.

Over the last flve years, approximately fifty per cent
of the major and minor aliyrcraft accldents in the Navy have
included pilot error as either the primary factor involved
or as a contributing factor to the cause of the accldent.

There have been many reasons purported as to the causes
of pilot error accidents, ranging anywhere from plain lack
of physical coordination to mental incompetence., A general
term which relates to both physical and mental abilities is
experience. That 15, as flying experience increases, the
learning process should increass both of these abilities.
Another general term which affects these two abllitles is

. proficiency. That 1is, recency and fregquency of Flying

should a2lso have a direct bearing on these ablilities.

This thesis explores methods for classifying or cate-
gorizing pilots according to varlables associated with thelr

experience and proficiency. Accident records are used to




. SIS ppad s 58 o
P el - L
’ . “

determine if there is any relation between the classifi-
cations and the occurrence of accidents.

One would like to know if by investigating a pilot's
experience and proficiency data whether or not he shows a
high or low accident potential. Of specific ;nterest 1s the
question of whether pilot error accldents are related to
lack of total flying experience, lack of experience in type
of aircraft; or lack of practice due to insufficient current
flying. If an individual were classified as having a high
degree of acclident potential, then corfective action could
be taken to reduce this potential.

Only the pilots of Navy fixed-wing aircraft are studied.
Marlnc and/or welicopter vilots are not included. The study
enconmpasses those accldents that occurred during fiscal year
1973. Uafortunately, the data base contains the records of
only fifty aviators wiho have been involved in pilot error
accldents. PLfty other pllots were Selected as & control.
Even with these small numbers, a vesult appeared that'may be
worth pursuing further. Recency of flying wmay bt overdone,
The amount of time flouwn in the last 48 hours is positively
correlated with low accident potential, but 2 reversal Seenrs
to taske place when looking &t the time flown in the last

24 hours.

-3
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II. FACTORS INFLUENCING EXPERLENCE AND PROFICIENCY

There are many factors affecting experienﬁe and profi-
ciency. Situations encountered, crises faced, types of
missions flown, and many other qualitative factors have a
definite tearing. However, the only factors considered here
are quantitative variables which can be obtalned from acci-
dent records and IPARS (Individual Flight Activity Reporting
System) pilot records.

The Navél Safety Center at Norfolk, Virginia naintains
records ot all accldents in which Naval alrcraft are lnvolved.
The recorded data items which reflect a pilot's total
experlence are the folleuing:

Number of years designated a naval aviator

Total flying hours

Total flying hours in the model alrcraft in which
the accident occurred ,

Total day carrier landings
Total night carrier landings
The data items which reflect his proficlency (i.e. his
recency and frequuncy of flying) are the followiag:
Time all series this aire:aft in last 90 days
Time this mocdel this alrveralt &n last 90 daye
Elapsed time since last previous flight
Time floun in the last 24 houwrs
Time flown in the last 48 hours
Nurmber of missions flown in the last 24 hours
Runber of rissions flown in the last 48 hours
Number day carrier landings in last 30 days
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Number night carrier landings in last 30 days
Instrument trainer time in last 90 days
Weapons system trainer time in last 90 days

The Individual Flight Activity Reporting System (IFARS),
a part of the Naval Safety Center, maintains flight records
on all naval aviators by fiscal year. The only data items
pertaining to pllot experience which are retrievable from
computer access for all flscal years are:

Number of years designated a naval aviator
Total flying hours

At present, these following additional experlence ltems are
retrievable by computer only from the beginning of fiscal
year 1969 and thus cannot be used as comparison variables
since wmany of the avistors in both sample groups began
flying prior to 1969.

Total time by model

Day and night carrier landings by model
Other type landings by model

Instrunent time by model

A new compilation is now in progress by the IPARS sec-
tion at the Naval Safety Center to recosd 211 flights on
computer Siles for all fiscal years for all pilots so that
future studies can be more encom :5sing.

The proficlency Indicator cata {tems for those pilots
in the acecident group have a natural bage point fiom which
to be measured. That is, an item such a3 "time flown in the
last 48 hours" means the last 48 hours directly prior to the :

aceident in which the pilot was involved. However, for




N TP A e S

W R AN oha et b parrns

the non-accident (control) group, there is no such reference
point from which to measure. Thus, comparison of proficiency
data items becomes rather nebulous,

One reasonable way to give significant meaning to - e
term proficlency 1s to artificially construct. simil .ata
items by an averagivg procedure. For example, pr»ivr £0 each
flight (for the period in question) compute the Lime flown
in the preceding 48 hours. Do this for every fiight during
the fiscal year and then obtaln an average time flown in
the preceding 48 hours. The necessary data can be abtaingd
from a detailed flight listing for the pilots in the control
group for FI73. This procedure can be utilized for the

foliowing data items:

Time 2 1 series this aircraft last 90 days
Elapsed time since last previous flight

Time flown in the last 24 hour:s

Time flouwn in the last 48 hours

Number of missions flown in the last 24 hours
Number of missions flown in the last 48 hours
Number day carrier landings In last 30 days
Number night carrier landings in last 30 days

With these artificially constructed data iltems one can in-
clude proficiency in the comparison betuween the control

group and the accident group. The appraprlatenzss of dolng
this can be determined by comparing the results of statisti-
cal analyses performed with and withous ;hese added viriables,
If these added variabvles givé‘a better delinestion between

groups, then it is abgropriate to include thém.
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To recap, the variables which are common to both zroups
and which are used for the analysis are:

(Xl) Number of years designated a naval aviator

(X2) Total flying hours

(X3) Time all series this aircraft last 90 days

(X)) Time since last previous flight

(XS) Time flown in the last 24 hours

(Xg) Time flown in the last 48 hours

(X7) Number of missions flown in the last 24 hours
(Xe) Number of missions flown in the last 48 hours
(X9) Number of day carrier landings in last 30 days
(Xlo) Number of night carriler landings in last 30 days

11




§

BHE T e T

IIX., SELECTION OF GROUPS

The accldent group was composed of all those pilots
who were involved in pilct error accidents during fiscal
year 1973. This group comprised 66 different pillots; no
pilnt had more than one accident attributable to pilot'error. ;
Due to incomplete data in two cases, thls was reduced to %
&4 pilots, .

The control group was more difficult to establish since

there were several thousand aviators from which tc choose.

A subset of these pllots was obtained that satisfiled two
criteria:' (1) it appeared to be a sample representative of
all naval aviators, and (2) the data was relatively easy to
obtain. The sample taken was the flrst 100 aviators on the
IFARS files. OSince the IFARS flles are ordered by increasing
social securlity number and the increments betwv:en successive

nunbexrs was very large, examination of the v.ographical data

leads us to belleve that soclal security numbers had no
béaring upon age, length of time in aviation dutles, or even
length of time in the Naval Service., There was ne obvious
reason to think that the sample was unrvepresentative,

From the 100 pilots initially assigned to the control
group, 20 were helicogter'pilcts and 15 were Naval Flight
Officers, thus leaving 65 subjeets in the control group.

Since the size of the two groups under study is arbitrary,

a further reduction in the size of each group was made to

SOV TS Sy
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meet a computational constraint which was imposed by a

computer program ewployed in the actual analysis. Because

of the extensive computatlional effort required 1g the

‘ analytical techniques used, the use of a digital computer

was mandatory. One of the computer programs used for the
analysis had a limitation of 100 data units. Therefore, a
random selection of 50 subjJects was chosen for each of the

two groups under study. (The random selection was accompllshed

in the manner of drawing numbers out of a hat.)

13
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IV, INVESTIGATIVE APPROACHES

The data describing the subjects is composed of ten
piéces of information for each subject. This constitutes
a multivariate data set. Therefore, some sort of multi-
variate statistical technique 1s appropriate. Which sta-
tistical techniques to employ depends upon the lnformation
desired to be obtalned from the analysis, and is the primary
concern of this sectl¢n.

As stated in the introduction, one of the primary objec-
tives 1= to establish a classification scheme and thea to
determine if this classificatlon is related to the occurrence
of aceciderts. One statistical procedure which treats this
problem is that oi discriminant analysis. Discriminant
analyczis is a multivariate statistlcal technique used for
constructiag decislon rulay by whirh data units (subjects,
or pilots in the present context) can be classified as
menbers of one g.oup oxr another.lr The goal 18 to assign
subjects to the groups to which they have the greatest
resemblance based upria a profile of thelr characteristics,
while at the same tire to minimize the effects of misclassli-

fication.z

lﬁnderberg, M.R., Cluster Analysis for Applications,
P. 191, Academic Press, Inc., 1973

2Eisenbeis, R.A., and Avery, R.B., Discriminant Analysis
and Classificaticn Procedures, p. 3, Lexlngton Zooks, 1972

14
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The procedure constructs a discriminant function based
upon input data in which subjects are members of known groups.
This discriminant function 1s usually linear but can be qua-
dratic or have other forms. The data are used to make the
function specific (determine the parameters). Typically,
1t is then used to reassign the original subjects to one of
the two groups on the basis of thelr characteristics in order
tb make an emplirical determination of the rate of mlsclassi-
fication. If all subjects are reassigned to the group from
which they initially came, then there 1s zero percentage
misclassification and perfect discrimination between groups.
The discriminant function can also be used to categorize
other observations (subjects), whose group membership is
unknown, on the basls of their attributes.

If several (more than two) groups are present, then a
Set of discriminant functions 1s constructed to assign
observations to the appropriate groups.

A linear discriminhant function will be constructed for
the two pilot groups on the basis of thelr experlence and
proficiency characteristics. If the function discriminates
well, then one can determine what particular characteristics

have the strongest influence on placing a subject in the

" accident group.3 Also, by applying the discriminant function

to sublects not in the original test groups one can determine

their accldent potential.

3Press, S.J., Applied Multivariate Analysis, p. 376-379,
Holt, Rinehart and Winston, Ine., 1972

15




The assumptions upon which discrim;nant analysis is
based and the actual mathematics will be covered in the
next section.

If the diseriminant function falls to separate the groups
without a high rate of misclassification, the lack of success
can be attributed to one of two causes, The first 1s that
the variables characterizing the subjects 4o not distinguish
between the groups to a strong enough degree or the groups
overlap too much in the given measuvrement space. The second
is that the groups cannot be separated by a function of the
form chosen for the analysis. That is, maybe instead of a
linear discriminant function we should have a quadratic or
more complex one.

To illustrate the preceding concept, let the accldent
group be denoted by "A" and the control group by "C". Now,
if one considers the groups in two dimensions only (instead
of the actual ten) the groups might be clumped as ia Figure
(1).

Pigure (1)

16
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In this case a linear discriminant function would serve to
separate the groups well and it 1is not necessary to construct
a quadratic function. If, however, the data ppeared as in
Figure (2), then one can see that a linear discriminant
functlon cannot discriminate among the groups without error.
However, a quadratic form of discriminant function such as

the curve depicted might very well have excellent dlscrimi-

-nating capabilities.

Pigure (2)

The linear discriminant function is a tool that is
lmmediately avallable in terms of computer programs. It
is based upon the assumption that the data care from a
multivariate normal population, and when this assumption 1is
met, 1t works as well as any other discriminant function..
Gther discriminant functions are not readily avallable for
use. Also, the linear discriminant function could do a good
Job even if the multivariate normal assumptiin is not met,
i.e. when the natural separation of groupl is s0 great that

even a simple method would do the job.

17




For the problem at hand, the use of the linear discrimi.
nant function was encouraging, but since the assumption of
multivariate normality 1s not appropriate (e.g. rotation
policies split variables xl and x2 so that their distribu-
tions are multimodal) it was decided to explore the nature
of the data to see 1f a better job could be done.

Exploratory data analysis on 100 poiats in Euclidian
10-space 1is not easy. Some form of cluster analysis l1s
called for, that 1s, cluster the subjects into groups.

This leads to the question of how many groups we actually
have and how the data are grouped.

Cluster analysis is actually a collectlion of techniques
that are used to group multidimensional entities according
to various criteria of their degrees of homogeneity or
heterogeneity.s For example, in this problem grouping will.
be on the basis of the values of each variable which des-
ribtes the pilot's f£light experience and proficlency. Filots
with high total flight pime might tend to cluster into one
group while pilots with few carrier landings or with little
tice since last flight might tend to cluster into other

groups. How close should the values of the varlables be

! before subjects are grouped into the same cluster is the

questicn of the degree of howogenelty desired, and how many

%0p. Cit., Press, S.J., p. 408-i11

18




clusters there should be is the question of the degree of
heterogenelty desired. This type of grouping is called
grouping by subjects; that is, the entitles are subjects.
The entities can also be the variables themselves, in which
case the clustering 15 sald to be by attributes.

There are several pertinent questions to bear in mind
when performiag a cluster analysis. How many clusters are
inherent in the data? Since attributes may be measured in
different units, should the attributes be standardized
before they are clustered? How large should the errors be
before they are considered intolerable? There will be one'
type of error made by not assigning similar entities into |
the same group, and another type of error made by grouping
dissimilar entities into the same cluster. Should all
possible pairs of points (or attributes) be scrutinized for
similarities?6 Not all of these questions have definite
answers, but they will be addressed in the next section.

In most other statistical techniques, such as analysis
of variance, the varlables usually possess some structure
of belonging to particulay populations a priorli. Consequently,

it is often possible to assume particular distributions for

the populations and make associated inferences. In clustering

problems, however, the principal concern is how to establish

Ibid.

19
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appropriate populations. Thus, clustering analysis logically
precedes the application of most other multivariate proce-
dures vwhen the data do not possess structured form.7

There are two possible approaches to clustering. These
are enumerative procedures and non-enémerative. Enumerative
means simply to llst all the possible groupings of subjects
(attributes if the clustering is by this form of entities).
The number of possible groupings is rzpresented by a Stirling
Number of the Second Kind. For example, in clustering
twenty~five subjects into five groups there are between two
and three quadrillion possibilities from which to choose

8 This is not feasible even with 5. =<

the best grouping.
ter, especially when the problem is much larger than v, . ..
Some feasible non-enumerative techniques are described in
the next section. -

If through the use of cluster analysis one can find a
:easible set of grouplngs that have meaning to thils problem
then the géoupinga can be analyzed by a discriminant analysis
to obtain the desired classiflcation proceéﬁre.

Clustering by variables can also prove to be worthwhile

in that it can help to determine if some of the variables

_ are redundant and not providing any addéitional information.

T1via.

B3p. cit., Anderverg, M.R., p. 3
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If so, those redundant variables can be eliminated‘br com=—
bined, thus simplifying the required computations. A
method of combinling variables which was utilized was that
of principal components analysis.

Multivariate analysls by the principal componsents
model attempts to reduce the dimension of the problem while
retaining as much information (i.e. variation) contained in
the original data as possible. Tiie method produces linear
combinations of the originai variables which maximize the
variance of the resultant weighted sum. Thus attention is
centered primarily on the variable with the greater varia-
bility by the appropriate assignment of the weights. This
linear combination of the varlables is called the first
principal component and reduces our set of old variables to
one variable. If it i3 deslred to exﬁract more varilance
from the data, one can conatruce & second prinecipal component
which is orithogonal to the first, The proces= ¢an be repeated
until there are as many components as oripginal variables,
and thus have extracted one-hundred percent of the total
variance.9

The cbjective of principal components analysis is not
merely to reduce the size and complexity of she problen,

but also to glean information from the data which might not

Jop. cit., Press, S.J., p. 263-285

21




otherwise be obvious. Specifically, in the problem under
study here, the fifth, sixth, seventh and eighth variables
listed on page eleven can be regarded as prime indicators
of frequency of flying. However, when the data 1s analyzed
(by cluster analysis) the exact effects of these variables
might not readily be apparent, When all these varilables
are comblned into one variable (i.e. the first principal
component) tLhe effect of frequency might be quite obvious.
That 13, it might be observed that frequency of flying has
an inverse relationship with the occurrence of acclidents.
Por this analysis, of those variables listed in page
eleven, the first and second (years designated navzsl aviator
and total hours flouwn) were combined to get a “total “
experience” variable; and the £ifth, sixth, seventh and
eighth (time flown in the last 24 hours, time flown in the
last 48 hours, number wissions flown in the last 24 hours,

and number nissions flown in the last 48 hours) were combined

to get a “frequency" variable.

22
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V. ANALYTICAYL TECHNIQUES

The first analytic technigque applled to the two groups
of pillots was that of discriminant analysis with the primary
objective being to develop an accurate linear discriminant
function. (Actually, the purposeé of discriminant analysis
are first to determine if there is a difference among popu-
lation means or equivalently 1f there are any overlaps amoag
the groups, and secondly, to construct classification scheues
based upon the descriptive variables.) |

There are three basic underlying assumptions of dis-
criminant analysis. They are (1) that the groups beilng inves-
tigated are discrete and identifiable, (2) that each observa-
tion (subject) In each group can be described by a set of
measurements on m characteristics or variables, and (3) that
these m variables are assumed to have & multivarlate normal
distribution in each population and equal covariance matrices
among populations. The first two assumptions are seen L6 be
satisfied as discussed in previous sections. The third assump-
tion indlcates the need for separate statistical tests o
determine if the variables arc wmulslivariate normal ang if the -
covariance matrices are equil. It has been mentiéned that
non-normal nultivariate <ata does not necessarily blas the
results of a discriminant analysis. Also, since no satis-

factory tests exist for testing populations to be multivarlate

23
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normal, it is difficult to routinely test the normality
assumption., Finally, the central limit theorem suggests
that as the number of observations increases, the discri-

minant values for each group approaches a normal distribu-
10

‘-é ' tion.
The assumption of equality of covariance matrices

o ' (1.e. equality of within group dlspersions) appears to be

"__ - more critical in bilasing the results. Eisenbels and Avery
suggest that linear classificatlon rules are not adequate
when unequal covardlance matrices exlst and that quadratilc

classification rules should be employed.11

" The within group dispersion matrices for the two groups

- 3 of data were computed and are shown in Table VI in Appendix

C. The pooled within-groups dispersion matrix is also
- "é . shown. The group dispersion matrices were tested for equallty
by the procedure glven in Appendix D,

After satlisfying the assumptions preparatory to the

-?"} ' actual analysls one can first test the equality of group

g means. The null hypothesis is:

Ce b ot e e, At L At b
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s
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lgﬁirk, R.E., Experirentel Besipn: Procedures for the
Rehavioral Seclenece®, p. 62, Brooks/Cole Fubiishing Co.,
1968 '
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and
112 = \112,1: 112’2: ¢e sy 112’10)-
'até, The following steps are used by the BIMEDO4M computer

program to test for the equality of group means:

Step (1) == the means for each group are computed

T = (% X X \ =
Xy (xi,l’ xi,2’ ooy xi,lO‘ , 1=1,2

Step (2) -~ the differences In group means are computed.

—— -~

1= % = (X3 ] = Xy 1a eees Xy 90 7 X 3q)

=
!

Step (3) ~-- the matrices Sl and S2 are'computed where an

element of S1 is given by

ny

Su,v - Jﬁl(xiju =Xy Jxyyy - Xy ) and

1=1,2; u=11,2,..., 20; and v=1.2,...,10
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Step (4) --.the matrix A 1s computed

5]

A=slaes?

where (aJl, aqz, cess aJ’lo) is the JEE-row of A

H
¥
;
t
1
1
"
;
!
}
1

Step (5) -- the Mahalanobis D2 statistic is computed

p? = (n, +n,-2) ? ? %, -% NE ,-F, )
e R R RUU W W

kel = 4P i g mietim e

Step (6) ~- the F statistlic 1s computed

n.n,(n, ~n, - m~ 1)
121 2 2 . ..mn
« D *Fi, =N, ~m =1
m(nl - na)(nl -n, - 2) 1 2

where ny and n, are the respective sizes of the two
groups and m 1s the number of va.riables.12

The null hypothesis can be rejected when the value of the
test statistic is greater than the tabled value of F for

the desired level of significance.
The construction of the discriminant function is predi-
cated upon minimizing the effects of misclassification and
" assigning subjects to the group to which they have the

greatest resemblance. The effects of mlsclassification

IEBMD Manua!, Biomedical Computer Programs, Health
Sciences Computing rFaciiity, UCLA, University of Cal Tlornia
Press, 1973, p. 211-220

- e
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depend upon the a priori knowledge of group membership and
thz costs or penaltles of miéclassification. The BIMED
programs assume no special a priori probabilities of group
membership, 1.e. the probabllity of belonging to elther
group (in the two-group case) is one~half. Tpey also assume
the costs of misclassification to be equal, i.e. the cost

of assigning an actual member of group number one to group
number two is the same as assigning a member of group number
two to group number one.

The measure of resemblance is determined by the m char-
acteristics which describe each subject. By substituting
the values of the characteristiecs into each group's proba-
billity denslty function it 1s determined how closely the
subject resembles the group as coimpared wlth the rest of the
population. The BIMED prcgrams yield the coefficlents and
constants for the linear discriminant function for each

group in the total population.l3

In ordeyr to determine what effect the chosen variables
had on proficlency and experience it was desirable to mea-
sure the assoclation among the varilables. The assoclation
peasure émployed was the product-moment correlation coeffi-

cient. The correlation computations and correlation matrix

for the entire data set 1s given in Appendix F,

8 om bt s

131p1q.
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The problem of how to group the variables glven this
association measure can be solved through the use of hier-
archical clustering techniques. These technigques can also
be useful %o cluster by data units (subjects) which have a
different assoclation measure.

For the assoclaticn measure among data units, most
investigators use metrié measures when the data units are
described by interval variables. Metric measures must
satisfy certain properties. If E 1s a given measurement
space and X, Y, and Z are points in E, then an assoclation
function D is & metric measure if and only if it satisfies

the following conditions: 14

(13 D(X,¥) =0 if andonly if X = ¥
(2) D(X,Y) >0 for all X and Y in E
(3) D(X,¥) = D(Y,X) for 2all X and ¥ in E

(4) D(X,Y) < D(X,2) + D(¥,2) for 2all X, Y and 2 in E

The most common metriec measure is the Euclidian distance

n
2 w [ v - 2.k
function, D,(X,, Xk) [1;1(xij xik) 1°.
case of the general class of metrics called Minkowskl metrics

which have the form D_(X %) = ? |z « X |p31/p
‘ p 32 “k 1=1 1J ik ’

where p > 1 and XT 2 (Xy4 Xg4p o203 %.4) 18 the vector
- J 1, 723 *nJ

This is a speclal

lqu. Cit., Anderberg, M.R., p. 98-102
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of scores on the Jgh data unit. In this analysis the
Euclidian distance function was used to cluster the data

unit‘.s.l5

The hierarchical methods are used to construct a tree
(dendrogram) depicting the relationship among the entities.
The entities are grouped into clusters in order of their
assocliation measures or simllarities. The ordering provides
a hierarchy, thus the name. The similarities can be of many
forms of association measures; the general term applied to
the matrix being a similarity matrix.

A breakdown of hierarchical methods ylelds agglomerative
and non-azglomerative procedures. The agglomerative proce-
dures start with the branches (each entity) and combine these
entities until there 1s but one remaining cluster (the root).
The alternative procedures work from the root backward.

Only the former was used in this analysis.,

There are many actual techniques and criteria of hier--
archical clustering. Initlally each entity 1s consldered to
be a cluster of one. The first method searches the similarity
matrix for the palr of ¢ntities with the highest degree of
assoclation (e.g. largest correlation among the variables)
and groups these two entities. It then searches all remain-

Ing clusters and groups those two clusters which are closest,

B1p1q.

29

It e e e 3 sl o or e ISRl WA AT RN



L 8o e un D iAaiEatia: it e A Yoz age T o VR o,
R it - R : b BTG ey R T Y T 2 AT A e g g a

.~ o e s

1
1.e. the correlation among their closest members is highest, g
This step 1s repeated untll there is but one cluster remaln- :
ing. This method 1s called the "single linkage' method by
Anderberg or the "connectedness" method by Johnson.16 The
names derive from the fact that each cluster is joined by
the single shortest or strongest link (thus most strongly
connected) between them,

The second procedure, called complete linkage, 1s the
same as single linkage except that the assoclation between
groups 1s the assoclation between thelr farthest members,
Johnson c¢alls this the diameter method because all entities
in a cluster are linked to each other at some maximum distance.
(or dlameter).

Hlerarchical clustering 1s usually not too enlightening
for the clustering of data units. The non~hlerarchical
methods are more appropriate for classifying the data unité
into a single classification of k clusters., The baslc con=-
cept in most of the non-hierarchical methods 1s to begin
with an initial partition of the data units and adjust the
cluster members to obtain a “best" partition.

The simplest and most common noh-hlerarchical clusterlng

procedure is that of centroid sorting. Beglnning with the

initial partition of k clusters (each usually consisting of

16Johnsoh, S.C., "Hierarchical Clustering Schemes",
Psychometrika, Vol. 32, No. 3, p. 281-254, 1967
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one data unit) a new data unit 1is assigued to the cluster
with the nearest centrold by some sort of distance ueasure.
Centrolds are recomputed after a data unit 1s assigned and
the procedure repeated for remaining data units. After all
data units are assigned, the entire procedure can be reapplied
to all data units over and over until there are no more
changes in cluster memberships, i.e. until convergence.17
There are more complex methods than the centroid methods
for clustering data units and these are based on multivaﬁiate
statistical analysis techniques. The scatter of two variables
is the inner product of two centered score vectors. The
scatter matrix T is a square matrix that has the entry byy
which 1s the scatter of variables 1 and jJ computed over all

the data units. Each of the h clusters has 1lts own scatter

matrix wk computed over the data units in the kgﬁ cluster,

h
The within groups scatter matrix is given by W= & wk.

k=1
The between groups scatter matrix is denoted by B, Aan

h
elament bij = L mkxikxJk where mk is the number of data

.9_41 7 ‘
units in the kgﬂ cluster, X, 19 the mean (centered around

the grand mean in the entire data set) of the 1E2 variavle

.

20p. cit., Anderberg, M.R., p. 156-173

. .




in the k%2 cluster. The three scatter matrices can be
shown to satisfy the relation T = B + W, 18

An important element in many clustering criteria is
the determinantal equation [B - AW| = 0. The eigenvectors

of the matrix Wl

B provides the 11 solutions yo this equation.
D. J. McCrae has developed a FORTRAN IV computer program
called K-MEANS which utilizes these concepts to cluster the
data into k clusters. He provides for four possible criteria
for determining when assignment of a data unit to a particu-
lar cluster results in the "best" partition of the data set.
These criteria are: (1) minimize the trace of W; (2) maximize

lB; (3) maximize the trace of

the largest eigenvalue of W~
W™lB: and (4) minimize the ratlo of the determinants fwiz|Ti.
This last criterion is more commonly known as Wilk's Lambda
statistic. Since T is the same for all partitions, this is
equivalent to minimizing det W. The last procedure was the
one used to cluster the data unlis in thls particular analysis,
MeCrae's K-MEANS also allows three choices of diatnce
measures between clusters, These are Buclldian distance,

scaled Euclidian distance, and Mahalanobls distance. Assum-

ing normal populations, N(ﬁj, EJ), with equal covariance

1809. Cit,, Anderberg, #.R., p. 173-176

191p14.
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matrices Zl e 22 = ,,. = [ 380 that the populaticns differ

only in location, the Mahalanobis distance between the

populations is given by D° = (8, ~ eJ)T (e, - 8,). This

was the distance measure used in this cluster analysis, 20
The question of how many clusters are present in the

data was mentioned in the previous section. It can be shown

that one prime indicator of the discriminability of variables

in the data set is glven by the log of the ratio det T/det W.

When this quantity 1s plotted against the number of clusters

one can gain insight as to the appropriate number of clusters

within the data set. As the number of c¢lusters is increased

the ratio begins to reach a stabillzing value indlcating

that the discriminability of the data 1s decreasing. Thus,

one can approximate the maximum number of natural clusters

by observing when the curve levels off. It should be §

reemphasized that it 1s a primary objective of most cluster ‘

analysis problems to produce a set of clusters that are well

differentiated from each other, ‘ %
As stated before, when cluster analyses are performed ;

on data with sewveral variables actually measuring the same

characteristic, it might be profitable to reduce the problem

to one of only a few primary variables by the techaliques of

principal components analysis.

2045, Git., Press, S.J. p. 372-323
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Por this analysis, the computer program BIMEDO1M was
utilized to extract the first principal component from the
first two variables and the first principal component from
the fifth, sixth, seventh and eighth variables. BIMEDO1M
performs the following four basic steps: (1) the data are
normed and centered; (2) the correlation matrix of the
centered and normed data is computed; (3) the eigenvalues
and corresponding elgenvectors of the correlation matrix
are calculated; and (4) the centergd and normed data are

transformed into their orthogonal component;s.21

218M9,Manua13 Bicredicdl Computer Proprams, Health
Sciences Computing Facillty, UCLA, University of California
Press, 1973, p. 193-201 '
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VI. RESULTS OF ANALYSIS

The two data groups, control and accldent, were first
investigated by discriminant analysis witih the use of the
computer program BIMEDOA4M,

The test for equality of group covariance’matrices (or
equivalently, group dispersion matrices) was performed
according to the procedure developed by G. E. P. Box and
1llustrated in Appendix D. They were found to be equal at.
the .10 level of significance so it was appropriate to apply
the discriminant analysis procedures.

Testing for the equality of group means, BIMEDU4M
computed an F statistic of 8.94, For the a = .00l level of
significance, the tabled F value 15 Fpyup, (1 -0) =

_%3&50-10-1“‘ .001) = Fég(.999) = 3.39 and one can conclude
that there is deflinltely a difference li. location of group
means.

The computed discriminant function coefficients were
(-0.00152, 0.00001, -0.00035, 0.00360, -0.00988, 0.00685,
0.00218, -0.00191, -0.00245, 0.00231). If after applying
the coefficlents to a data unit vector XJ,

—O.OOlSliI + O.OOOleJE .., ¥ 0'00231xj,10 < 0 then
data unit J 1s assigned to group number two. Otherwise,
the data unit is assigned to group number one,

Those subjects who had high values for the variables

with positive coefficients and low values for the varizbles

35
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¥ith negative coefficients were classifiezd as being in the
control group, and those with opposite attributes were
classified as belonging to the accident group. '

The discriminant function was applled to the original

ta units to determine the performance of the function.
Pifteen subjects of the fifty in the control group were
classified as being in the accldent group, while only four
of the fifty in the accident group were classified as being
in the control group. It is lmportant to observe that
although the overall misclassification rate is nineteen
percent, the misclassification rate of the original accident
group is only eight percent. This is encouraging. The
question of identifying correctly those in the accldent
group is of greater concern than that of misclassifylng
those individuals in the control group.

To obtain the preceding results, 1t should be noted
that the discriminant analysis was performed on the raw data
as listed in Appendix A. An analysis was also performed on
the standardized data, listed in Appendix B, but the results
were much poorer. Using standardized data, the overall
misclassification rate was fifty-five percent, quite a loss
of discriminating poter. It should be recognized that
standardizing data has the drawback of providing answers to

a problem different than the one oyiginally posed.22

220p. Cit., Press, S.J., p. 416,

36




In addition to learning the misélassification rates, it
was also desired to determine which variables had the
strongest effect on classifying the data units and in which
direction the effect was observed. The discriminant function
coefficlents indicate whether each variable has a positive
or negative effect, but because of the difference in magni-
.tudes of the variables, the discriminant function coefficlents
alone do not tell how much of an effect. It 1s of interest,
therefore, to compare how much a2 one standard deviation
change in each variable will affect the discriminant function.
Table I presents the standard deviations of each variable in
the second column, the discriminant function coefficlents in
the third‘column, and in the last column the effect on the

discriminant function of a one-sigma change in each variable.

TABLE I
Standard Dise. Funct. Effect of a
Variable Deviation Coefficient lo Change
1 6.03 -0.00152 -0.00916
2 1390.09 0.00001 0.013%0
3 28.20 -0,00035 -0.00987
4 2.99 0.00360 0.01080
5 1.42 -0.00988 -0.01400
6 1.78 0.00685 0.01219
7 0.68 0,00218 0.00148
8 1.03 -0.00191 -0.00248
9 5.14 ~0.00245 -{,01259
10 2.45 0.00231 0.00565
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"It was desired to learn more about the varlables! effects

"The results of Table I indicate that variable twe (total
hours) has the strongest positive effect in classifying a

subject as not being in the accldent group. A surprising ;

result, however, is that variable five (time flown in the .

last twenty-four hours) has the strongest negative effect
while variable six (time flown in the last forty-eight hours)
has a2 strong positive effect. This would suggest that flying
every other day 1s beneficlal, but that too much flying (1l.e.
everyday) 1s detrimental. Similar interpretations can be
made for the remaining varizbles although their effects are
less pronounced.

Although an overall misclassification rate of nineteen
percent tends to indicate that there are meaningful differ-
ences between the two groups, the classification cep-bilities
of the discriminant function are not as sharp as one would
like. One cannot say with assurance how a pilot not

initially a'member of elther group should be classified.

to be able to apbly conclusions to subjects beyond the range
of the data. To ¢o this, a sccond method of analysis was
employed; tiat of cluster analysis.

The {irst sype of cluster analysis used was hlerarchical
clustering by data units. The computer program HI-CLUST was
used with Euclidean distance ntasure between data units as
the indicator of assoclation. The results firom both the
single linkage andé corplete linkage wethods were not at

all gatisfactory. When clustered into the final twe grouss,

)

%
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one cluster consisted of ninety-nine units and the other of

a single ﬁnit. The cluster of ninety-nine units was composed

of clusters of ninety~three units and six units; again

shedding no light on relation to accidents. Therefore, the

clustering on data units was reworked using the non-

hilerarchical techniques of the computer program K-MEANS.
Initially, the one hundred data units were clustered

into two groups to ascertain if there was any association

- directly with the two original groups, control and accldent.

Unfortunately, there did not appear to be any assoclation,
é‘ ~ as cluster number one contained thirty-three subjects from

f§ﬂ }§ the control group and thirty-seven from the aceldent group

while cluster number two had seventeen and thirteen,

;-é}i respectively.
';kfi ol Figure (3) graphically depicts the cluster means of the
;;’.? two-group cluster results, and the number of subJects ln the

clusters., It 1s interesting to note that fifty-three percent
of cluster number one was composed of subjJects from the
accident group while only forty-thfee percent of cluster
number two was from the accident group. By inspecting the
cluster means of varlables one and two, one can see that the
cluster compositions are lnversely related to total experlence,
l.e. cluster number one has higher accident composition and

fewer years deslgnhnated naval avalater and fewer'tqtal hours.

The same kind of relation 1s seen to apply to the recency and
frequency variables (variables four through ten) but the

separation 1ls not és great. Cluster number one which has the
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higher accident composition has cluster means which indicate
more recent and frequent flying than the subjects of cluster
number two. Again, the results here are in basic agreement
with those of discriminant analysis in that they indicate
less frequent flylng 1s beneficial. But of course, the
support 1s very thin and the results are far from conclusive,
especially since the cluster means are seen to be relatively
close for all of variables four through ten.

It was stated in Section V that it is possible to get
a rough idea of the number of natural clusters present in
the data by plotting log(det T / det W) versus the number of
clusters. Figure (U) is a plot of thils information for the
data under study. As the number o groups 1s increased the
curve begins to level off. It appears that beyond nine groups

there 1s not much additional information to be gained by

“grouping further.

The primary interest lies in the analysis of two groups,
since there were two groups initislly, and in the analysils
of the natural number of groups. Between twe and nine groups
the results are belleved to be less useful.

Pigure (5) graphically portrays the cluster means of the
nine cluster results, and the number of data units in each
cluster. The relationships among clusters here are not
apparent and there is no one-to-~one correspondence such as
an inverse relation between the cluster means of total hours

flown and composition of clusters by ascldent percentages.
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Filgure (4)

It 1s desirable, therefore, to plot the proportion of each
cluster from the accldent group versus the cluster means

for each variable. By so doing, trends might appear and
factors influencing the accldent proportlons might become
more readlly observable. These plots are deplcted in Appendix
E as Figures (10) through (19). Figures (10) through (19)
are similar in that none of them reveal any prominent
relationships that thelr respective variables have with the
proportion of the clusters composed of accldent subjects.
Intultively, one might have hypothesized that as the cluster
means increased (as in Fig. (L1) for instance) that the
proportion of the clusters composed of accident units would
decrease. Since this kind of relationship did not appear

for the total hours variable, nor did similarly antlcipated
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relations hold for the other variables, a final type of
analysis was performed on the data.

It seemed plausible that although the variables individ-
ually did not reflect the contributlons they had upon
accldents, certain variables collectively might demonstrate
such an effect. To determine which variablés to combine, a
hierarchical clustering analysils was performed by the computer
program HI-CLUST, Product-moment correlation was used as
the assoclatlion measure between varlables. Both the methods
of single linkage and complete linkage clustering as discussed
in Section V were employed. The results are shown as
hierarchical trees (dendrograms) in Figures (6) and (7).

The results of both hierarchical methods are similar.
Variables number one and two are highly correlated and
variables five, six, seven and elght are highly correlated.
Therefore, it was decided to combine those respective variables,
calling the first the experience variable and the second the
frequency variable. In order to elimlnate all unnecessary or
distracting influences it was also considered prudent to
eliminate varlables nine and ten since very few accldents
involved carrier landings and many subjects in both groups

were not involved in carrier operations during the period

investigated.

As discussed in Sections IV and YV, BIMEDOLM was used to
extract the first principal components from those combina-

tions of variables listed above to obtain the total
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Hierarchical Tree :or Variables
by Connections or Singls Linkage Method
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Froduct~Moment Correlation

VARIABLE DEFINITIONS

1 - Years INA | 6 - Tine Flown in Last 48 Hours

2 - Total Hours Logged 7 - Missions in Last 24 Hours

3 - Hours Flown in Last 90 Days 8 - Missions in Last 48 Hours

§ - Days Since Last Flight 9 « Car. Lndgs. Last 30 Days

5 - Time Flown in Last 24 Hours 10 - Night Car. Lndgs. in Last 30 Days

Figure (6)
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Hierarchlical fi'ree for Varilables
by Diameter or Complete Linkage Method

Variables

100 '9 08 -7 06 05 ou 93 02 ol 00 "'ol “02 "-3 “'-u ""-5 "'06

Product-Moment Correlation

Figure (7)
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experience varlable and the frequency variable. The principal
components (exhibited in Appendix G) were extracted from the
standardized data (exhibited in Appendix B) as required by
BIMEDO1M.

With the data reduced to four main variables, the cluster
analysis program K-MEANS was again used to investigate the
data. As was done with the data in ten variables (or
regular space) the data was first investigated by clustering
into Just two groups. The cluster means are depicted in
Pigure (8). As was true in the regular space analysis, there
does not appear to be any association between clustering of
data units and membership in the accident group. Again,
there were thirty-three subjects from the control group and
thirty-seven from the accident group in cluster number one,
and seventeen and thirteen respectively in cluster number
two., Thus, fifty~-three percent of cluster number one was
from the accldent group and forty-three percent of cluster
number two was from the accident group.

The graph of log (det T / det W) versus number of
clusters was plotited for the reduced space analysis in
Figure (9) and was also found %o indlcate that beyond nine
clusters, minimal information is galned. Therefore, a plot
of the proportion of clusters from the accident group versus
the cluster means was constructed for each of the four
variables in the reduced space with nine cluster groupings.
Pigures (20) through (23) in Appendix ¥ are graphs of the

results.
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2 ¢
Accident k J s st 4 } ;
Percentage 0 25 50 7% 100 p
0 C, Cq
requency | s | 1 | I 1 1

Variable _op " _2 ' g ' .02 .0l
Lage Fiignt ottt
Last Flight_ -.02 0 .02 .0l

c C.
Hours Last F 1 2 1 j _7{ Lf ! i i

T 4 1 ] T o 1 B}
90 Days  _ 4o -.20 0 .20 RY
Experience I g_~{ 7 : { o 5 ‘x+- { | ;
Variable ~2.0 -1.0 0 1.0 2.0

Cluster Means (on standardized data)

Cluster One  Cluster Two Totals
Cantrol Group 33 17 | 50
Accident Group| 37 13 50
Totals | 70 )

Number in Clusters

Figure (8)
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log (det T / det W)

300 T

1!

Number of
Clusters

Figure (9)

The resultant plots in Appehdix H are not too informative,
Three of the four "new" variables 4o not appear to reveal any
structure; but the first, the experience varlable, may have
some interest. A parabolic fit has been draun in freehand
and the accldent rate seems to bottom out for experlence in
the interval (-1,0). This is misleading however. The
interval (-1,0) of the experience variable corresponds %o
values of X, and X2 which are between modes of their respec-
tive distributions. Only seven of the one~hundred aviators

are in this range.
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VII. CONCLUSIONS

The three analytical methodologles employed in this
investigation were primarily utilized as exploratory tools
to determine if there were significant differences in the

various flight time statistics recorded for sample groups

- of pilots with and without accidents. The discriminant

analysis techniques provided the best indication that there
wefe differences which could be used to categorize the
pllots according to the probability of belonging to the
accident group.

It.should be recognized that fallure to distinguish
among pllots according to their flight statistic attributes
is not necessarily a fault of the analytical procedures, but
inherent inability of the data as currently concelved to
discriminate among subjects. This does not suggest, however,
that this approach to accident analysis has no merit. It
does polnt out the need to expand the investigation to in-
clude more quantitative aspects of rlyiné. Many other
variables such as instrument time, synthetic tralner time,
number of instrument apprcaches, average time spent briefling
flights, and subjective astributes such as tralning command
flight grades and NATOPS quiz grades could be included.
Breaking the investigatlion down into many more restrictive
areas such as including only accicdents in a2 particular phase

of f1ight, or including only accidents by a particular type
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of aircraft such as attack or patrol might also prove to

be more relevant. It should be informative to expand the
time span of the data base to include five or ten years so
a8 to have a larger sample size on which to base results,
Also, enlarging the size of the control group.would help

to eliminate the effects of non-randomness which could bilas
the data.

Despite the fact that the data investigated in this -
énalysis did not contain those characteristics whieh could
identify the underlying accident generating mechanism, it
is still considered worthwhile to pursue the basic ideas

developed here in future accident analysis.,

51




APPENDIX A

e SRR s R,
PP TP IATI, O . i
; ——

TABLE II — Control Group Raw Data

e -

Reomemrs

Variables
Obs.| 1 2 ! 3 I 5 6 7 8
1 11 0137] 10 10| 0.5] 0.7 ] 0. ] 0.6
1 2 15| 3398} 12 or! 3.31 5.7 1.9} 2.5
16 | 0589 36 095 0.9} 1.8 ] 0.9 ] 0.9
2 12 | ko | 35 o| 0.5} 0,9 0.4 | 0.8
5 16 | w454 28 O | 0.6 | 1.7 1.6 | 2.0
é | 3552 18 05| 0.3 1 05| 0.3 | 0.9
7 g1 1681] 32 65| 0.9 1.6 | 0.9 | 0.7
8 8] 1621 14 091 0.9} 1.3 0.9 ] 0.6
9 | 1539 W7 ¢k | 00t 1,01 0.7 1.0
10 2 | 0968 0 06| 0.5 ] 1.2 0.3 ] 0.9
11 | 10320 %1 | 03] 0.7 | Lou| 0.8 ] 1.8
12 3| 15321 o 171 0.3 | 0.3 | 0.3 | 0.6
1 31 0803 | Lo 03] 1.1 ] 1.8 0.9 ] 1.3
1 2 | 1053 | 132 02| 1.9 5.2 1.3 | 2.3
19 1| 0329 6 03] 0.6 | 1.6} 11| 1.6
16 1| 0285 3 02| 0.9 2.3 1.6} 1.8
17 1| 01871 32 03] 0.7 1 1.3} 1.0 | 1.3

; 18 | 2 o280 B+ | 02| 0.8 | 1.5 1.1} 1.5
19 |18 | W13k | 6% | 03| 0.8 1 2.2 | 0.6 | 0.9
20 116 | 3901 | 3u 03 | 00 | 12| 0.7 | 1.1
21 |1k | 3sko| 13 13] 02| 0.3 1 0.2 | Cu2
22 10 | w24} 2L 05 ] 0.9 | 0.9 | ok | 0.8
23 26 | 5992 ] Lk Q3 ) 07 ] 1.8 1 0,7 | 1.8
2k L | 20281 29 06 | 0.8 | 1.7 | 0.5 og
25 | 4% | 18781 W5 0% | O | €0.7 | 0.2 o.g

| 27 7 [ 2031 18 1] 0,8 1 1.7 ] 0. | 0.

z 28 L § 1188 35 o ] 0,7 ) 1.9 | 1.0} 2,1
29 Y | 2523} 52 ok | 0.8 1 1.3} 0.5 | Q.7
30 3§ 12781 Lo o I ol 1 0.6 § 0.2 | 0.3

; il 2 pro7l €58 § ok | 06 | 130 0.3 ) 0.8
32 1 o2y 37 03] 0.7 | 1.1 1 0.9 | 1.3
33 2 11511 69 02 | ¢.8 J 1.} 0.9 | 1.7
34 g l236t 25 | 03] o7} 1.9 0.y 0.y
35 18 | 310 39 th b1,k ] 2.7 00 |15
3% iz famon) o O | 0.3 | 0k | 0L T 0,8
37 Ak ) o1k o B BT T B N B P e N
3% J13 j 2] eo 2 B - B O B AV B AR |
EIZIN B Be i I A Te0. 0 B D &3 1 1,8 2.k .o ]k
50 (10 13%¥| % oF | 6.8 1.7 jo.8 e




TABLE II (Continued)

Obs.| 1 2 3 L 5 6 7 8 9 10
41 3| 2673 | 76 02 | 2.2 | 4.0 1.3] 1.9 10 03
12 5121199 | 1% | 15 | 0.6 | c.0[ 0,1 | 0.1 | €O 00
ta 3 | 1143 | 38 05 | 03 | Oolt | 0.1} 0.1 | 00 00

| 3 10703| 30 | 16 |0.5]| 0.9 0.3 0.5 00 | 00
Ly 2 | 1000 | 46 05 1 0.5 081 0.7 | 0.9 | 00 00
L6 3 [ 1769 | 61 02 1.2 1.9 0.6 | 0,9 | 02 03
L7 15 | 4172 | 31 O | 1.5 | 361 | 0.9 | 1% | 0O 00
48 16 | 0528 | 13" | 13 [ 1.2 | 2.3 | 0.6 | 1.0 | 00O 00
49 16 | 4843 | 82 02 (1.6 | 29| 0.8 1.1 | 06 03
50 17 | 5123 | 23 05 | 0.8 | 1.6 | 0.6 | 0.9 | 01 ol
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TABLE IIT — Accident Group Raw Data
Variables

Obsd 1 2 3 Y 5 6 7 8 9 10
1 1| ouoy 78 | 01 0.3 1.4 1.0 1.0} © 0l
2 61 2232 | 130 | 01 2,0 2.0 1.0} 1.0 O 0l !
a 51 1760 90 | 05 09| 0,9 1.0} 1.0} 0O 00
3| 0918 88 | 01 0.0 5.2 | 0,0 3.0 O1 00
5 1| o421 64 | 01 3.0 | 6.0 | 2.0| %0} 00 00
6 1| 0150 78 | C1 0.7 | 0,7 1.0 1.0] ©O 00
7 | 12 | 28560 45 | 00 3.5 48| 2.0| 3.0 | 06 03
8 3] 1121 76 | 01 0.0 | 0.5 | 0.0 10| 11 02
9 | 22| 3487 17 | 00 1.1 | 3.5 1..0| 2.0| 00 00
10 71 276C | 104 | Ok 6.0 0.0 0,0 0.0 | 18 00
11 51 1724 92 | 00 3.7 | 5.5 2.0 4.0} 17 07
12 51 o654 | 107 | O 2.7 1 3.1 1.0} 3.0} 37 15
1l 2 | 1462 79 | 01 34| 5.4 2,0 3.0} 15 00
it 1] o4 5% | 00 1.5 E.o 1.0| 2.0 | 19 08
15 | 12| 320 133 | 03 L7 71 1.0} 1.0} O 06
16 1| 0919 | 120 | 00 4,3 | 6,8 2.0 | 3.0 | 12 0%
17 31 1142 | 106 | 07 0.0 0,0 0.0 0,0} 16 12
18 1] 0357 64 | 01 1.0 1.0| 2,0 3.0 | 06 0
‘ 19 3| 108% 132 0l 1.9 | 1.9 1.0} 1.0 | 07 ol
| 20 2| 0679 9 | 03 0.0 | 1.3]| 0.0 | 1.0 | 06 02
' 21 | 18 | ko0l 77 | 03 1.3 | 1.3 1.0| 1.0 | 06 00
2 9 | 2658 Lo | 01 1.7 | 3.2( 2.0 4.0| 00 00
2 3| 1153 86 | 01 34| 5.6 2.0 3.0 10 09
25 6| 1762 57 | 02 0.0 2.0/ 0.0 1.0! 0% 00
26 1| o457 93 | 01 3.5 | 4.0 2.0 | 2.0 10 02
27 L | 12 69 | 02 1.8 1 2.9 1.0} 2.0 | 11 00
28 3] 11290 {111 | 03 0,0 0,0| 0,0 0.0 | 09 06
29 c | 3933 271 0 0.0 ] 0.0 0.0 0.0 | QO Qo
Q 30 | 18 | Lohl 7231 0 0.0 | 0,01 0.0 00| 00 00
1 5 1 1640 26 | 00 2.1 | 3.71 2.0 3.0} 00 ro
32 | 12 1?285 20 | 01 1.3 | 1.3{ l.0] 1.0} 0O 00
3 18 |- Lu6l 86 | 03 0,01 0.0} 0,0.] 0,01 €9 ob:
g 51 1995 | 189 | €1 3.3 6.7] 3.0] 6.0} 00 ¢ 0O
35 0| 0329 26 | M 1.0 1.0} 1.0] 1.0} QO 00 -
36 3| 0597 B | 03 0.0 | 0,0} 0.0} 0,0 ] 09 01!
37 5 | ORGH 43 | 01 L2 | k.21 2.,0] 2.0 | 0L o0
| |12 | 7 | B2l oL 3.3 | 3.3 1.0 L0} 12 Ch
Eg 12 1 3772 1109 | 01 8.6 | 6.6 3.0} 3.0} 0?7 o4
Y | -3} 0957 Lo : OR 0.0 | 0,0} 0,01 0.0} 13 b
"‘"1 3 1393 32 01 l.C’ 1.0 1.0 300 (‘6 01-
L2 5 | 157 98 | 1 B2 K, 2,0 2.0 | 10 L
L 18 | b7y 77 | 1 1.7 1 1.721 1.0! .0 | 11 06
L5 21 o058, 80 | n2 0.0 | 2.7] 0.0] 1.0 | 1 06
3) g WYy 21 | 00 W3 | 33| 3.0} 3.0} 0 c0
E? 1 2939 25 | 0L 6.6 ] PO 1,0} 1.0 ! O 00
8 : O \ 6 ﬁ .' ,!“ Oo : - ; 2
40 % vE N BN ISR NS B IS GH B S
L4 ey | 25t ec oy5 ] 380 200 300001 €O

ek o et et e need st B S



APPENDIX B
TABLE IV — Control Group Standardized Data
Variables
Obe 1 2 3 | 5
1 -1.0 61 “'1. -1-1829 [ "'Oo 6 8
2 1.1500 o.é%?é =1,0929 -1.12?7 h._sgz
E 132769 "'lvOlOl "‘0.0126 -Oolc O 0‘1?30
0.649L | 1,8721 | «0.0576 | =0.3529| ~0.5698
5 1.2769| 1.5581| =0.0576 | «0.3639+ =0.3929
6 0.9631| OC. 9593 -0,8228 | =-0,1040| -0.9238
g "‘0."""" "0 2 "’OO1926 -0.10)"‘0 0013 0
0.0220| ~0. 3965 -1.0028 | 0,9358| 0.1380
9 «0.6055| =0,3808 | 0,4325| =0.3539 0.1380
10 | «0.9192| «0.7591 | -0.2827 | 0.1560 -0, 5698
12 | «0.7524 ~o.385 «1.4529 | 3.0153| =0.9238
1 0, 7624 | =0.858 0.2575 =0.6239| 0.4920
1 -0.9192| -0.0999 ! L.380%| -0.8838} 1.9077
15 | -=1.,0751| =1.1850 | «0.,0126 | =0.6239| =043929
16 | .1.0761| =1.2115| 0.3025| -0.8838| 01380
17 | «1,0751| «1.27A4 | ~0,1925 | -0, 6/39 =0.2159
18 | =0.9192| ~1.2148 | 0.3375| ~0.8838| =0.0389
19 1,5006 | 1.2382| 1.24771 «0.6239 -0.0389
20 1.2769 | 1.1838 | «0,1026 | =0.6239| ~0.3929
21 0.9631| 0.9507 | =1.0478 | 1.9755 -1.1007
22 0.3357 0.8692 05527 «0,1040 | ~0.9698
2 2,8455 30ho o 3475 | -0.6239 ~0.2159
2 -0,6055 -o.ns 32771 01560 «0.0379
29 | 21,0771} 1,084k B375 | 20,6239 041380
26 -0.6055 ~0.1503 o u375 -0.1ch0| -0.7468
27 —0.1349 | 0,054 | «0,8226) 1, 195? -0.0389
28 | 0. 605€ ~0.6256 | «0,0126 | «0.3632| ~0.2159
29 -0.6055% ) 0,2710 027076 | =04 3639 | -0.0389
0 | =0.7524 | 0, 5554 0.h175 «0.3639 0. 7458
31 | =0.9192] 08370l 078751 20,3339 -0.3929
32 21,0751 | <1.180% | 0.0324 | «0,6239| -0,2149
3 -0,9192 | 0,300k | 1,4727 | ~0.8838| -0, 0189
3 -OQMQ‘M. .1518 "Oo .4",-} 0- Q?I‘j? % A Pt 1‘“)
39 1.57C5 73331 C,1° 24| -0.3632| 1.0220
36 0, 6hak o.h53? ~0.7328 | =0.3439| ~0.9238
37 0.9531 1 0,7%33 1} <1, pAnt | L0.5239] -0.9238
38 . p\(.“f,’s 0-67]] -l 170 3.015"3 ""1. ‘7?7
39 a.akaly | 21,0072 | <0,2377 1 0,2930 | 1.1068

PR

T T Ry T S e



e e e AAAL——— R

J

TABLE IV (Continued)

Variables
Obs. 6 7 8 9 10
1 «0.8123 | «0.6847| ~0.7165| =0.3599 | =0,3736
a 0.1761| ~0.4108| «0,2071| -043559 | =0.3736
«0.6326| =0,6847| «0,3769 | «0,3559 | =0,3736
5 0.0863] 2.6020| 1.6605| 1.3660 | «0.3736
g 00036 | =0,41C8| =0,5467 | =0.3559 | =0.3736
=0e2732| =0.1108| «=0,7165| «043559 | =0.3736
9 | 0.,2660] 0,1370] =0,0373} =0.3559 | ~043736
10 =0.3530| =0.9585| =N.8842| «0,3559 | =",3736
11 -0.1833] " H109| 0.6413| =0,3599 | ~0.3735
12 -1.1718 -000586 -00 7165 ‘(\03559 -Oo 3736
1 0.1761| 0.6848| 04720 1,3560| 0.9508
1 3.231% ] 1.7803| 2.3396 | =0.3559 | =C+3736
15 «0.0036| 1.2325| 0,9813| ~0.3559 | -C.3736
16 0.625%| 0.,9536| 1.3209| «0,3559 [ =0,3735
17 =0.2732| 0,9585| 0,4720] ~C.3559 | -C.3736
18 -Oo 093"" 1Q 2325 Oo 8116 -Oo 35q9 "'0. 3736
19 0.5355| =041369| =C.2071 | =C.3559 | =C.3735
20 ~Ce35630| 0.1370| 0.132%| =0.3559 | =Ce3736
21 “"1'1718 "102325‘ "'103956 -003559 "oo 3736
22 “C.6326 1 =0.6847] «0,715%] 02181 ] 0,95n8
23 0.1751| 0.1370] 11,3209} «0,3559 | -(.3736
2L 0.0863| 0., 4108| «0.2071 | =0,3559 | -0.3736
25 «0,0035 | 1,2325] 1.3209 | 1.3550 | ©,9508
2% 0,127 | ~1.2325| =1.2258 | »0,3550 | -0.3736
27 0.0863 | w0HRL7| w0.3709 | 03559 | =0,3736
29 (2732 | N RI08| wr 5k67 1 w0,3559 | «0,3736 |
30 -0,0022 | «1.2325] «142253 1 ~0,3759 | -0.3736
31 «0,2712 | -0,9586| -0,8862 | -0.3559 | -0,3736
32 -0520 1 £ A%EB] 04720 | <0,3559 | -0.3736
30 02660 | «0,05386| -0, E862 | «0.3559 | -0,2736
35 0943 | 0,ARLE8| 0,0%13 | 0,2181 | -0.3736
3'5 _1.0919 "nﬁ“ph’? "Oc‘«f;ﬁg "nu 3559 "‘00 3736
37 =0,0022 | «NLICSE} <0, 087 1 11,1559 | -N.3736
38 =1,2506 | «1.50541 «1,3356 | =0,395? | -0,373%
ag (\07153 ‘:\0955‘:6 noﬁ:‘ilq "0.3{36@ -(\12736
0.0953 | «0.4108] «0.2071 | -0.1599 } =0, 3736
56




TABLE IV (Continued)

VYariables

Obs. 1 2 3 Y 5
41 -0,2918 | 0,370% | 1.7878 | «0.8838 | 2.6156
42 =0.485 | =0,6060 | «1,0028 | 2.4954 | «1,4547
t; «0,762% | «0,6431 | 0,077% | -0.1040 | =0,9238

y | «0,762% | =0,9346 | 11829 | 1.,1957 | =0,5698
45 [ w0.9192 [~0,7279 | 0.4375 | N, 1040 | -0, 5698
46 | 20,7524 [ ~0,2285 | 71,1127 | -0.8838 | 0.668
L7 2.1200 | 1.3633 -0.237g -0.3639 | 1.199
L8 1.2769 |=1,0505 | -1.0478 | 1.9755 | 0.6689
49 1.2759 | 1.8078 | 2.0579 | -0.8838 | 1.3768
50 1.%337 | 247933 | 065977 | =010 -0,0389
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TABLE IV (Continued)

Variables

.

l&2 "1.“%"’ "10 5063 '1.5251" -003559 -8037 6 '
k& ~1.0819 [ -1.506% |<1.565% | =0.3559 |=0.3746
=0,6326 | =0,9586 | ~0.8862 | =043559 [=0.3736
45 | «0,7225 | 0.1370 {«0.2071 | ~0.3559 |=0.3736
47 1.3443 | 0,6848 | C.6418 | =0.3559 [=0.3736
48 06254 | «0,1369 | <0.0373 | ~0.3559 |=0.3736
49 1.1645 | 0.,4109 | 0.132 3.0879 | 3.6296
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- TABLE V — Accident Group Standardized Data

Variables
Obs. 1 2 3 L 5
1 =0,9374 | =1,0456 | 0.1413] =0.4195| =0,8172
2 ~0.0531| O.4047 [ 1,7109| =0.4195| 0.0521
«0.2299 | 0,0300| 0.,5035] 1.8479| =0.5069
E «0.5836 | =0,6384 | O 4li31]| «~0.,4195| =0,9724
6 «0.9374 | «1.2480| 0.,1413| =0,4195| =0.6103
~0,5R35 | 04772 | 0.0%09| -0.4195] -0,972%
9 2 ® 7767 1.“‘009 -'1 '] 7000 -0 09263 -'0 .l}'ﬂB’-l- !
10 0.1238| 0.8238| 0.,9261| 1,2810| =0.972k4
0.12 “0020 Oo -Oo 1Q Ot E
1 -'0093;1*' "1.0""'52 -005532 -Ooqﬂég bl .Z965
15 1.,0081 | 1.1762| 21.8014%| O0.71421 1.4586
16 0,937 | =0,6376 | 1.4090| =0.9863| 1.2517
17 -005836 -00%06 009861" 2.9815 "00972,+
18 | -0.9374 | ~1.0837 | =0.2013] «0.4195| =0.4552
19 -005 136 -0. 5058 107713 "001‘1'195 0.010
21 2,069 1.8089 | 0.,1111| 0.7142| =0.9724
22 «0.4068 | ~-0,4590| «0.9756| O0.7142| 3.8378
2 0.4775| 0,7428| =1.0058] ‘=0.4195| «0.0931
2 «0,5836 | =0.4518] 043827| «0.4195| ©,7862
25 «0,0531| 0,0316| ~0,4025] 0,147 | «0,9724
26 w0.9374% | «1,00%3| 0.5040! <=0.,4195| 0,8379 |
27 | -0.4068| =0,3820| =0.130%| 0.1470%| 0,0k |
28 -0.58%6 «0.1709 | 1,1374| 0.7142) -0.9724
29 100811 1.754Q| «1.3082] 0.7142] -0.972L
jc 2,0639 | 1.840%5 -n.oog7 23,5584 | «0,972L
31 «0.2200 | «0.0652 | <1 4284 -0.9863| 0.1183
32 1.0081 | 1.2405| «1.6005] «0.4195| «0.3000
33 2,0693| 2,1740| 0,3827( 0.71k2| -0.0724%
b «0.,2299 | -0, 2010| 2,5862] 04195 0,73k5
35 ~1.1142 [ <1,1059 | =1, 4284 04195 | ~0.4552
36 =0,5836 | «0,2000| 0.4733] 0.714%2 | «0,9724
37 0,229 | =0,6798| «,0152]| «0,1105| 1.2000
38 1.00%1 ] 1.,3880| 0.3520] <0,k105| 00,7349
: ag 1.00°1 | 1,5271| 1.0770| «0.k1951 2,451
| ~0,5736 | ~0,6078 | ~0,73L11 2,h147| 0,972
Ly 0,506 | «0,2513 «1.2872] ~0,419% | «0,k552
' 42 «0,2200 | ~0,210¢ | 0.7u80| «0,L195| 1,2000
ta 2,0603 1 2.1921) 0.1111} ~0.3195 ) —0.0031 !
=0,1290 | L0, 150 =0, 8508 «0L105) 0,307
t4g =0.7605 | 0,803 0,20151 0,17k «0,9724
b4 | -0,2700 | 20,1881 | <1.5793| -0.6863 | 0,73u¢9
L7 2.,0503 ] 0,9950] 1,437 | ~0,k135 | «0,6020
L8 «0,037% | <0050 un,5228 1 0,7142 | «0,972%
| 49 ~0.5%36 | =0,53Lk | «0,7045 | 09803 | 0.0%°21
. 50 ~0,937% | =1,17957| 0.0507 | =C.9853 | 0.3207
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TABLE V (Continued)

Variables

Obs. 6 7 8 9 10
1 065903 | =0,1140 | =0,5100| 0,3115 | =0,3842
2 "’00 252 -0.11’4’0 -0. 5100 -0.3965 "0 38’4‘2
a «0.8113 | =0.,1140 | «0,5100| ~0,9628 | ~0,6797
1,0888 -1.2536 0.9901| =0.8212 | -0.6797
6 <0.8997 -o 1140 | =0.5100| =0,9628 | «0.6797
7 0.9120 | 1.0256 | 0.9901 -o 11 3 02069
8 "(‘098-‘20 -1.2536 _O.E.'] 00 50 -0.0887
9 003376 | ~0.1140 | 0.2400 -0.0628 | -0.6797
10 =1¢2090 | =1.2536 | =1,2601| 1.5858 | =0.6797
11 1,2213 | 1.0256 | 1.7401 R AN 1.3890
12 0.1608 | «0,1240 | 0,99001| 4.2761 | L4.C437
1 1.1772 | 1.0256| 0.9901| 1.1611 | =0.56797
1 001167 | «0.,1140 | 0.2400! 1.7274% | 1.6845
19 068678 | =0.,1140 | «0,5100| =0,3965 | 1.0935
16 1.7958 | 1.0256 | 0.9901| 0.7363 | 0.7979
20 w0e757) | =1.2536 | =0,5100| =0.1133 | «-0.0387
21 w0e6345 | =0,1140 | «0.5100| ~0.1133 | ~0.6797
2 0,2050 | 1.,0256| 1.7401| =0,9528 | «0.6797
2 162655 | 1.0255| ©Co9901| 04531 | Ce7979
29 03252 | =1.2536 | «0.5100| ~0.2549 | «0.6797
26 05535 | 1.0255] 0,9901| 0.,4531 | -C.3507
27 0.0725 | =0.115%0| 0.2800] 0.5947 | ~0.6797
29 “1,.2000 | w1.2535 | «1,2501] -0,9628 | «0,6797
30 "'102000 ] 025"36 "'l 02601 -0.9&29 “0.6?97
31 O.h‘gé(\ 1,02 5" 0-22‘00 -(‘.9628 wf 06?9?
2 Uﬂ.§3l‘=’5 0011‘4@ “005100 -—{‘ ? "ﬁ.fJ?g?
33 -1,2000 | -1,283 | «1,2501] O, 3115 045024
3k 1.,7516 2.165a 3.2402 | -0, Q)DR -0 6797
35 '-007’3?1 .l.i.lf'ﬂ -0, 51f‘ﬂ -0, a5s2 & "(\-6?9?
36 «] 2090 ~1.9 535 | -1,2501 -0.2549 -0, 38W2
3? 0.5’%9 l ‘“2;{} Os?_l{"(“(‘ -(‘.8212 ...ﬁ.G[Q?
38 0.2402 | 0,110 —n.jloo 0,7393 1 0.502%
39 1. 70%% . 1!;-: N,9301 9,5233 0. dpm,_
L0 -1,2090 ﬁl.zﬁgz ~1.2501|  0.8779 1.6935
L] 07571 | w011k w0, 5100] -0,1133 | -0, a“aé

L2 CAlS0 | 21,0295 6,2k001  0.0831 | o0 30k
L3 -okE2 | or1ika] oLsirn 0.536k7 | 1. cﬂzn
Ll w0 1% [ =P 1180 -0,8100] «r 0827 | w0877
Ly 0,093 | <1.2535] —0.5100] olbe31 | 1 -093%
L6 0.2492 | 2,15%3] 0.9901| -0,9528 | <0,5%97
L7 I BN L 110 ITRS T N T S 6777
L8 “1.2770 | 21,2735 =1.3a01]  eoeahg | oo, &887
L9 0.7775 | w0.11kol  0.2%00| -0, 1113 a1 707
50 {- k702 | 1.0095) 0,9901] ~0,0522 -;.6¢ 7
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APPEIDIX C
DISPERSION MATRICES

An element of the group dispersion matrix is given by'

, the formula
, 50 _ _
= kﬁl (x4y - xi)(xjk - J)

where 1 = 1,2,...,10 and J = 1,2,...,10. An element of
the dispersion matrix is readily seen to differ from an
element of the covariance matrix only by the factor ﬁ—%ei
where N 1s the number of data units or observations.
An element of the vooled within grcups dispersion matrix
15 given by the formula
L P T %, 1) X))
- E (x - X X - X
Ny VN, =2 ,E
1 + 2 2=1 k=1 ikl 11773kl J1
where 1 = 1,2,...,10 and § = 1,2,...,10, and Nl and N,

are the number of observations of the respective groups.
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TABLE VI - Control Group Dispersion Matrix

1 2
RS 2700441
2 |7700.41 23254%33,00
a «25,90 aag.ss

0.71 =5038,69

Variable 5 0,58 95,87
3 1.21 249,13
g 0.0% «0439

0.23 Szg.lg

9 0.7 38.3
10 0422 235,05

6 7
1 1.21 0.05
2 249,13 -9.39
E 312,76 348

-2,00 w0, 8l

Variable 9 0.61 0.1k
6 1.26 0,30

g 0,30 0,14

0.52 0,21
9 0.77 0.27

10 0.32 007
62

Variable

3
"'25090
827.55

503467
-52.11

Variable

8

0429
24,17
o7l
"1030
e23
0.52
0.2
0.3
0.3
0.09

4

0.71
~608.69
-52011
15.10
(.99
'2.00
-0|8k
"'1-30

28

0.78
938.38
14462
“1076
0.48
0.77
0.27
0.34
3.10
1.1l
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TABLE VII — Accident Group Dispersion Matrix

Variable

Variable

1 2
r_

1] 32.62 6776.32
216776.32 1619479.00
a «31.67 =2719.64
1.43 420.05
5 -0.#5 “'9087
6] =-1.46 «322,423
71 -=0.32 66475
8 "1033 "3"'6 063
9] «6.59 =130%.87
10| =~l.2 «26949%

s 7
1 -1.46 -0.32
2 322,23 66475
: a 11.15% 0.93
-1.97 033
9 3.82 117
6 523 1.3%
g 1.35 0.79
2.24 Q.97
9 —0085 '0.96
10 ~0,10 ~0 ik

Variable
3 4
~31,67 1.43
~2719.6% 420,05
1119.9 9,76
9.7 3.18
7069 "1023
va 3
6.7 1,53
86,96 0.60
4,58 0.86
Variable
8 9
“1033 "'60 5
"3"“6.6 "‘l 0"“. 7
-lol+3 0060
1.2 -Ce37
2.2 ‘OQLS
Ong? "0-96
l.81  <0.13
“0-13 50090
«0.19 19.04

10

"1Ql+2
«269 .9

o
086
0.29
"0-10
ﬂ‘O.hl“
~0.19
S 319.0%

11,68 |
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TABLE VIII ~ Poo!2d Within Groups Dispersion Matrix

Variable

O\2 IJONA £ N

=t

Variable

O3 O WL £ ) |

i

1

:ggg "3’3
28,78
1.07
0,06
"’0 013
«0,13
-0,.52

~0.60

0,13
~36e59
11.96
1,98
2.31
32k
0.8
1.
-0, 0%
Oell

R TOC L

2
7238.36

1972456 .00

-91*'0 32
-36¢55
-38,07
«161.23
~383.2%

"‘0013
2620
~0409
G.gg
Q.
0.4o
.59
~0e35
~0.18

64

Variable

3 b
-28,.78 1.07
-'9"{'6 .Ol-l' “9"!"032
811.80 21,18
-21.18 9,14
6 .28 "l 009
11.96 «1.98
2,20 0,89
6,11 1,37
5’(‘ ® 79 "'O [ 58
25.31  0.01

Variable

8 9
«161.23 «383,24
6.11 5079
.%°$g 0.5
1.38 -o:og
0.59 ~0.35
1.08 0.11
0.11 27.00
‘-0.05 10.07

5

006
43,00
6.28
-1 .09
2,07
2.21
0.66
U 76
0.05
0.25

10

~0.60 |
o LRV
25,31
0.0L
Ouas
0.1
"0.18
-0,0'5
10.07

6213
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APPENDIX D
STATISTICAL TEST FOR EQUALITY OF DISPERSION MATRICES

Given a sample of two groups and m variables with group
dispersion matrices Sl and Sz, pooled within groups disper-
sion matrix SW’ and total sample observations N = Nl + Na,
the hypothesis that the dispersion matrices (and thus the
covariance matrices) are statistically equal may be deter-

mined by the following computations: 22

A= 2alls l) + (¥-2) - (N-1)-2nl]S,]] = (Ny=1)-1n[]S,]]

[15% ¥ l:% - Nial : (2m2 - 3m - 1)
B & e 2 N |
6(2 - 1)(m + 1)
- =t . i 1 5]+ (m -~ 1)(m + 2)
(N;+1) (Ky+1) (N-2)
C = : A :
6
D= m(mf 1)
2
abs |BE* - ¢|

“¥Box, G.E.P., “A General Distributicn Theory for a Class
of Likelihocd Criteria,” Blemetrika 36 (1949), p. 317-346
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AT TNy ke e

If B% 1s greater than C, the test statistic is:

E, . A(L~B + 2/E) D
) (g -(A(l -y B

If C is greater than 82 then the test statistic is:

)+ Q-8-P -5

Y Ry SRR
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APPENDIX E

Flgures (10) through (19) depict ecluster analysis plots
for each of the ten variables belng studied.. The label "P"
on the vertical axis of each figure represents the proportion

of each cluster that originates from the accident group.

P
1.07
0.81*
006 T Ca g% ‘C,,_i Ce

b d d" ) lcs—
Ool" T ('1 .67
002 T

‘ X _ . & ___Years DNA

0.0 NE— + y y o (Cluster Means)

0 L 8 12 16 20 24
Figure (10)

1.07

&  Total Hours
0.0 { } T SR —— ¢ (Cluster Means)
0 1l00c 2000 30C0 H000 5000 6000

Fizure (11)
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H
1.01 t
008'1"

006 i G oc%
Ce .t‘ ]
C7 C.-’ 'cg

-+ L4 [

: 00‘*’ c‘
0.271T

| c, Hours Flown
Q.0 bt ——pep——d—t—+—+— Jast 90 Days

0 15 30 45 60 75 90 (Cluster Means)

Figure (12)

P
1.0
0.8‘7H
0.6 3 (.:7 C': .c'ﬁ

| S
O+ T C.?. .57
0.2 17

| C, Days Since
0,0 +——+ b bt T a5t Flight

0 1 2 3 4 5 6 (Cluster Means)

Pigure (13)
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1‘0 o
081
006 i (4 C .c'ﬁ
ca. . o b .
o . G
Org" < [<FY Cy
4
0.2 T
1 C Time Flown in
04 Ottt et last 24 Hours
0 A 8 1.2 1.6 2 0 2.% (Cluster Means)
Figure (1)
)
1.0717
008 T
0.6 Y C'G €
| o * 0
C,' . . ‘c'ﬂ
O.’{'" C: (‘7
0.27
] ¢, Time Flown in
0.0 S G A S {ermeme e Last 48 Yours
Figure (19)
69




o

P
1.0
0084"'
0.6 1 Co G S
] % <y
[ Y OC
00-‘.’1' Ca (q v
{
0.2
=)
0.0 bt @t s I
0 I3 b6 9 1.2 1.9 1.8
Figure (16)
P
1
0.8“
0.6 T “. < <3 oo
g .. “w
o ¢ s Cy € v
0.27
4 .
0.0 ¢ R S
0 R0 .8 1.2 l.6 2.0 2.4 (

Figure (17)
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No. Missions
last 24 Hours
(Cluster Means)

Ro. Missions
l1zst kB lours
Cluster Means)
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P

P
1001'
008"
C C
0.6 .‘ .C, .C‘ .C1
) . o
[ J c“ 5
00’4‘"‘ C.7 'ca
0.2¢
¢ Carrier Lndgs.
0 o OF0—t—tr et pimt—- 1 a5t 30 Days
0 2 Y 6 8 30 12 (Cluster means)
Figure (18)
P
1.0 Y
0.8 i 4
006 1"(5 .f,‘ ‘Q‘ ‘C'
““dw "
0'1‘ -+ ca '6? R o
03‘2 i .
| c, Night Car. Lndgs.
060 o i - Last 30 Days

0 i 2 3 L 5 & (Cluster Means)

Pigure (19)
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APPENDIX F
CORRELATION MATRIX

The product-moment correlation between two variables,

COV(xi,XJ)
xi and X,, is given by piJ = . An element
Var(X15Var(xJ
of the correlation matrix can be calculated by the equation
n -~ -t
P1y ~ 2 , 172 -

e e e

TABLE VIII -~ Correlation Matrix for all Data

Variable

4
OO 03~ W £l

Variable

C o0 -3 Ovan £ P -4

1 5

1
1.0000
o SL8L
-0,2080
0.1161
-0,0378
«0,0710
~0.1153
~0,1136

"‘0.0352

6

~0.0409
515

™

£
54
ot

Lo

1
OOD?HOOO

0

e
o
-0

«
S »

ALY
(58
591

370

M
5o
>

L]
bt 5k =3 Y

2

0849k

l.0002C
«0,0961,

0.0539
"‘0 [ 02 38
~0.0553
-0.0817
"'Oa l%l‘i‘
0,116
«0.0577

7

-O. 0730
«0,0817
0.26’-&‘%
-M,51%7
00,7092
0.7058
10000
0, "0a
00735

0.,0251

Vhrigble
«0,2080
«0,0058]
1.0000
"Oo%l6
0.3%1%
0.35)
0.20uk
0.3308
0.5284%
0 E6H

8

-0,1153
=0, 1L80
0,3308
0,511k
0-?:“6
0.7591
0, %499
1.0700
Q.1726
0,099

72

0.1161
0.0539
~0.4616
1.0000
-0.4539
-0, 5147
«0,2957

041973

9

"0. 1.}614‘
0,.5284%
=, 2087
¢l 1052
Qe.152u
0.0835
0,1725
1.,0000
08169

5
-0.0378
'0.0288

0.3111
~043818
1.0000
0.8682

0.1932

10

e 0577
ng%l“
-,1073
0.193°
(L1270
0.N25Y
04026k
0.A160

1.0000
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APPENDIX G

TABLE IX - Principal Components for Control Group#

Variables‘ Variables Variables | Variables
OCbs. 122 ! 5’6 7,& 8 Obsel 1 &2 5,6,7,(% 8
L 1.6699 -1.3798 26 0.5332 «1,9238
2 -1.%79# i 6.3810 27 0.,1328 0,190
é ..0.19 )7 » o PRL 1] 28 O 862’-&- .’+1'§7
: “1.7 S, [y s 114 20 Ce23h «0e5311
5 | < O°hs f 1. 9#68 30 0.9??3 &0 0N
6 -le 3uso , -1.8615 31 1.1103 -l,2h11
g 0.5147 | «0.4092 32 1.579% 0.2381
0.2131 =N 6300 3 0.9230 0.3750
9 0.590% 0.21495 3 02063 | <0883k
10 1,170 1,374 39 =1,6670 1..199
11 1.59%50 0.3248 36 =0,7722 -1.7726
12 o. 2035 1.8672 37 -] .10k -1.2772
12 NP Y 0.8991 58 l.0342 “2el” ;2
A C.7133 4.5973 33 0.2569 1.733%".
15 1.5827 0.9013 «0,907 04 19&1
16 1.6013 1.5121 L1 =0.,0550 3.973%
17 1.6467 0.14627 L2 047382 -249538
18 11,4937 0.9%33 L3 0.9333 w2451
19 -2, 0501 0.0804 L 1.1878 -1,.5082
20 | «1,722% | -0.240C6 L5 1.1599 | =~0.6775
21 «1.3305 -2 ,4264 16 0.6926 0.239=
22 | ~0, M3k | «1,2802 47 | 1,732 2 1. 9168
2 w3 5046 0.7125 48 | <0.150k 0555
2 F.u635 | -0.2801 49 | -2,1592 1. <23
25 14983 | 1.3292 50 | -2.3980 | -0.1913
sote: The principal components were extracted from

—

s

oW

standardlzed data.




TABLE X - Principal Components for Accident Group#

Variables | Variables Variables| Variables

Obs. 1a& 2 546474& 8 Obs.| 1 &2 5,647,& 8
bl | om | 5| | o
3 0.1390 | -0.945C 2 0.7361 | 213288
0.8953 =0,0562 29 «1.93L0 ~2,13258
] 1.379) 2.3743 30 =2.7360 | w2.3258
6 1.5297 «1,0503 31 0,2065 0.90h2
8 0.7425 -1,8509 3 «2,9702 2,325
9 ~2,9242 0,0391 Q 0.2316 3.9012
10 -0.5633 | -2,3258 33 15540 | «G.9173
Ho| ozdm | s || 37 | sl | s
%% 0.0578 1.9759 38 -1.6751 0.1790
15 “"1'1623 0.5463 W 0.8333 «2.325
% . 2.5191 %) 8'?3%2 -0.917%
17 0.7309 «2,3258 N =300 1.5%96
18 14147 0.3751 hg “8-28 =0. 033

2|2ty | BR[| w1 oo | Talaws !
29 0.6060 | 3.0390 hg ~§-%§gg -1.1079
I R RO I e Lo | ouzges | ouoo
5 0.0150 | =1.5083 50 1.4791 ,1:3871

¥Note: The principal components were eitracted from

standardizegd Jata.
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APPENDIX H

1.0 7
00-8 &<
0.6 |

(R

0.2 1

Experience

040 frrmmtmmimrt—tpnpat et (Cluster Means)
w) =2 =1 0 1l 2 3

Pigure (20)
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0.0 e s M et o Jaare e ¢ g0 BDays
-3 =2 <1 O 1 2 3 (Cluster Means)
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P
1'01-
0.8
T &
0.6
1 Ca. oC,
okt c
| C..,. 'C,‘ ‘c,, .3’ .C‘
0.27
‘ Days Since
060+ttt ettt} Last Flight
«} <2 <1 0 1 2 3 (Cluster Means)
Figure (22)
P
1,01
OOSA'L
] C
S S
0‘6"'
' 1 C
0.4 1 Ts
! - E _ ‘C»' .
f 0.271 L
A W Frequency
) Qe O+——+ - MSanae Saamaen + (Cluster uJeans)
Figure (23)
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