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obtained through adaptive processing). 

The principal result of this work is the verification that the HF environ- 
ment will in fact permit most of the performance improvement anticipated 
from idealized numerical simulation:   of adaptive processing applied to 
large two-dimensional arrays.    Noise floor reductions of order 30 du (com 
pared to conventional processing) were   realized over most 01 the radio sky 
under conditions in which a single strong interferer was present (10 dB 
element  signal to noise  ratio).     Viev/ed as a technique for producing 
improved two-dimensional maps of the- radio environment (e.g.,   radio 
location or noise survey applications)  rather than for improving signal to 
noise ratio,  the maps produced by adaptive bea.mforming exhibit superior 
angular definition and apparent freedom from sidelobe responses.     That 
is,   the adaptive processor is effective in deconvolving the antenna pattc-rn 
from the measurements. 

The HF environment is found to change  rapidly enough so that if a one sec- 
ond block of data is  processed with adaptive weights computed for the 
preceding one second data block,  approximately 10 dB of the noise floor 
improvement attainable by using optimum weights is lost.    It appears that 
the direct matrix inversion method for implementing adaptive processing 
will in practice- require a new inversion for e^ach data block but it has not 
yet been determirvd how long the>se data blocks can be made without 
incurring an unacceptable signal to noise ratio penalty. 

It was found that the output of the adaptive processor was typically 10 dB 
less than that of the conventional processor when both were pointed in the 
source direction,   an unexpected effect (ideally they would be equal) attri- 
buted to the departure of the wavefront of the- incident signal from an ideal 
plane wave.     This departure is believed due to ionospheric multipath but 
terrain scattering and/or residual calibration errors in the receiving sys- 
tem cannot be ruled out. 

The result of the array geometry study is to suggest low-redundancy sparse 
arrays as promising candidates for adaptive antenna applications in which 
both angular resolution and signal to noise ratio are considerations. 

It is recommended that the processing of the data base already on tape be 
completed so as to explore the impact of variable data block length on sig- 
nal to noise ratio,  to explore the consequences of simultaneous adaptivity 
in azimuth,   elevation,  and frequency,  and to explore the performance of 
the adaptive processor in complex interference environments. 
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surv.-y applications)  rath.-r than for improving signal to noise- ratio,   the maps 

produced by adaptiv.   beamformlai exhibit   superior angular f|,.linition and 

appar-nt   freedom f-on, fldelobe reepOMe«.     That  is,   tl„   adaptiv.- processor 

i effective in deconvolvini the ..ntenna pottern from the meosttromerto. 

fn.  HF enviroomenl is found to chkagc rapidly enouxh so thai if ■ one 

second block of daU is processed with adaptive weighti computed for the pro- 

ding on.- s.cond data block,   approximately  10 dB of the noise floor improve- 

v.ent attainable by ujin« optimum «reifhta is  lost.    It app.-ars that the direct 

inversion method for implementing adaptive processing will in practice 

require ■ BOW inversion for each data block but it has not  yet been determined 

bow Ion! these data blocks -an be made without incurring an unacceptable üg. 

aal to noise ratio penalty. 

It  was found that the output of the adaptive processor was typically 20 dB 

leal than that  of the  conventional  processor when both were  pointed in the source 

direction, an unexpected effect (ideally they would be equal) attributed to the 

departure of the wavefroiH  Of the incident  signal from ar ideal plane wave. 

Tins departure is believod due to ionospheric multipath but terrain scattering 

and/or roaidual calibration .-rr0rs in tlu, r#c.lvta| systcm ..annot lK, ruled out> 

Tha  result of the array geometry study is to surest  low-redundancy sparse 

arrays as promisin-, candidates for adaptive antenna applications in which both 

aagular  roaolatlon Ud alfMl to noise ratio are considerations. 

It is  recommended that the processing of the data base already on tape be 

completed so as to explore the impact of variable data block  lenuth on signal to 

noise ratio,  to explore the consequences cf simultaneouf. adaptiv^ty in azimuth, 

elevation,   and frequency,   and to explore the performance of the adaptive 

processor in complex interference environments. 
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testing thv analysis software and for studying the effects of array 

configuration on processor performance. 

The third task was data collection |SH of the effort) which involved pre- 

paring and manning the Hudson phased array site for three days of data »aking 

(two days in November,   1 07 i and one day in January,   1974).    Data were collected 

with SKI providing cw transmissions at several different power levels and 

frequencies.    Data were also collected in a variety of uncooperative interler- 

0IM ■ environments such as the amateur radio bands and the international 

»roüdi ast bands. 

The fourth tcsk was data analysis (10"'.. of the effort).    The analysis 

involved the reduction of selected portions of the data bftSu with conventional 

and adaptive processing and the evaluation of the result.', lo determine such 

tilings as the stability of the environment and the noise floor reduction 

achieved.    This task also included conjidering the effec t of array geometry 

on adaptive processar performance. 

1. 3 ORGANIZATION OF THE REPORT 

This report is written for the reader who is famihar with HE systems 

and the problems they encounter when operated in the real world:    a back- 

ground in adaptive processing is not assumed.    The  presentation begins (Sec- 

tion 2.0) with a brin" statement of the theory and the processing algorithms on 

which our work has been based.    A series of corm uter cimulations is then 

presented (Section  ^.0) to illustrate the operation of adaptive processors 

under ideal conditions,  to document the research which has been done on the 

properties ot lov-redundancy sparse arrays when used with adaptive beam- 

formers,  and to provide the basis for comparing the theory with the field 

measurements.    Section 4. 0 includes a description of the tv o-dimensional 

^^ 



antmna array .iseH in this program and a discussion of the data base collected. 

An analysis of srleclod portions of this data base is given in Section S.O.    The 

r» suits of the Raytheon compom-nt of the program are summarized in 

S. i tic n 6. 0. 

. 

^^ 



2.0   THEORETICAL RACKCROUND 

The purpose of this section is to give A brief statement of the 

mathematics which has been used in the software codes for conventional and 

^laptivf processing.    The mathematics is partic. larly simple and compact in 

matrix notation and this form of the equations will be used for convenience. 

This section also includes a discussion of the effect of receiver errors on 

I 't piivr beamformers.  in preparation for the analysis of experimental data 

Ul IM presented in Section "■>. 0. 

I. l BE/MFORMER 0T:>ERAT10r. 

Beamforming is the process   .r estimating the signal power arriving 

from a given direction and amount« to s .mming the signals from each array 

element after applying an appropriate set of complex weights.    The process 

is illustrated schematically in Figure 1 and is the same operation whether 

conventional or adaptive processing has been used to determine the weights. 

It is assumed that the array has M elements and that the receiver output from 

uach element is sampled simultaneously to give a set of M complex samples, 

XfX x    .    These samples are weighted with a set of complex weights 

to form a new data |«l (XJWJ.  x^.    XMWM) and this neW (iata Set iS 

summed to give a complex number,   y,  as the beamformer output.    If the set 

of weights is written as a column vector W and the set of data samples as a 

column vector X, then the beamformer operation can Je written in matrix 

notation as 

v^WX (1) 

rt^M^M 
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wlur.-  W- is the conjugal, transpose of W (i.   •. .   a  row v.-ctor  .vith elements 

.cual to th. con.plex conjugate of the elements in W).     TMl «ivc-s the heam- 

,.,„,„..,. mitpu1  fo, on. time sample of the array outputs.    In this  report this 

proctn« is ..Kvays ••.•,„•..1 ...i lor M linu- samphs oi i h.  iirray. ih.- power onl- 

put eompnted fof emch Mmpl< . ami the results avenged to RWC the »ver^ie 

power .trnviny Iron- the dir«   tion of interrst. 

|. Z CONVENTICNAL WEIGHTS 

ffl conventu^nal hcamforming.   the computation ol f.v weights to form a 

beam in a given .hr.rtion hegins hy confuting the signal expected at each 

. lament of tlu   array for a plane wave of unit amplitude arriving from the 

Hesired direction.     Tnis set of complex numbers (v|(   Vj Vj^l is written 

as a eelttRlH v.  dor  V and this is called the steering vector for that direction 

1,, .onventional heamlorming the weight  vector is set  eV.al to the steering vec - 

1 or  a nd  eOllSe(|Uent ly 

for use in the beamfornur of equation (1). A constant of proportionality could 

In- added to the rign. side of this equation without affecting the antenna pattern 

or the SNR but we elect to choose this constant to be unity in order to keep the 

expression as simple as possible. With this choice, the output of the conven- 

tional beamformer will be M units when steered to look in 'he direction of a 

plane wave of unit  amplitude at each element. 

If the background noise environment is omni-directional (a "white" 

angular noise specttum) the conventional weights are known to give the maxi- 

mum signal to noise ratio (SNR) out of the beamformer.    )n practice this 

condition is seldom if ever met and in this case (a "colored" angular noise 

spectrum) the optimum weights must be adapted to match the environment if 



maximum SNR is to ')«• ohtaincfl. 

I. 3        ADAPTIVE WEIGHTS 

Th«- first stop in computing the adaptive weights is to compute the 

average covarianre matrix for the array.    This covariance matrix,   F,   is an 

M by M matrix ma<ie up of the average covariance between all pairs of elements 

(i . L'. ,   f.   7 is the covariance between the first element and the seventh).    This 

matrix characterizes the environment ove: th«' period of interest.    The   conjug- 

♦•   transpose of the weight vector is then given (Griffiths.   Reference I) by 

1 W        b V    F 13) 

v.hi rc t) is a ronslant which normalizes the set of weights in a convenient 

manner,   V    is the conjugate transpose of the steering vector,   and  F      is the 

inverse of the covariance matrix.    It is convenient to choose- the constant b so 

that the output of the adaptive beamformer will equal the output of the conven- 

tional beamformcr when both are steered in the direction of a plane wave of 

unit amplitude at each element.     The appropriate constant (Capon,   Reference 

3) is 

b ■ M/V  r**v (4) 

Filiations (1),   (^),  and (4) constitute the adaptive beamformer as implemented 

in this report. 

L. 4 RFCFIVFR FRRORS 

In any practical beamformer the received data samples are somewhat 

in error because thi   M data channels have residual gain and phase shift differ- 

ences between chanrels.    The effect of these errors has been discussed 

extensively for conventional beamforming.    The effect of errors in the data 

samples or in the weighting function of adaptive processors has also received 



sonn' atu-ntion.    NicDonough (RcfiTencc 4) has provick-d SOI.TI- insight into 

effects of such eri-ors,  and relates his results to those of other authors.    He 

points out that in conventional beamforming,  the principal effect of errors 

is in the  "sidelobe'   region of an antenna pattern.    With  adaptive or optimum 

processor*!   a d.-grading effect on the  resolution propertier. near a discrete 

source is noted. 

As  McOonough notes,   the effec  of errors in the re( eiving channels 

will vary depending on how the errors appear in the adaptive beamformer. 

1 hus,   .t is desirabb  to consider the effect of errors in the manner in which 

they are most  Ikely introduced in the system being evaluated. 

For the experimental data discussed in this report,  the environment 

is essentially a discrete interfering source and Isotropie noise.     With channel 

to channel gain and phase unbalance,   the residual errors cause a modification 

ot the olis   rved covariance matrix relative to the true covariance matrix with 

HO errors«     I'lu   perturbed covariance matrix is the one used to form the adap- 

tive weights«    The  r   sponse of the processor will be d:  ferent from the  response 

witli no errors.    The effect of these errors on the adaptive processor is 

analyzed below:    simulations are presented to check the analysis for the 

representative case of a discrete source in Isotropie noise. 

1. 4. \     Error Ana ivt is 

The samph-s from the environment in the absence of errors consist of 

a noise power rf K watts at each element (uncorrelated from element to ele- 

ment) and a plane wave signal of S watts at each element.    The covariance 

matrix without errors is 

F = Ml + SVV (5) 

. 
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whmtm I is tho unit di^onal matrix,  and  V is the steerin, or signal vector for 

xhr «.cr^ sourc.-.  corresponding to the direction of incidence of the plane 

wave.    Th. principal .ffo* of channel to channel errors U to  proc'uce a cor- 

rup,.(i sl.nal vector.   V#1   whose elements are nominally those of V.   but with 

small  random nain and phase changes,   e., 

e.  = M * E/2) e 
±E/Z (6) 

.     ri   E is a small number reflecting th«   error in amplitude or in phase. 

nu   resent analysis and simulation assumes a pseudorandom binary error 

model with independent phase and amplitude errors.    U would be straig.t- 

torward to extend th.   model to Gaus^an errors with difevent magnitudes of 

amplitude and pha3 - as pven by McDonou.h (Reference 4).    The present 

analysis continues by applying this error to the discrete source.    Further 

ana.ysis and simulation have shown that the effect of cor.uption of isotropic 

nmse by these errors is ne.li.ible |. eomparison to tba,  .,f the discrete source. 

whn the source power I is equal to or greater than the noise power.   N. 

The observec. covariance matrix which contains the effect of these 

errors is 

(7) F   . NI + sv  v^; 

When the adaptive beamformer is steered to the direction of the inter- 

ference.  the reciprocal of the output power is 

p  ■l  = MN 
v 

1 + (S/N) Vo V    -(S/MN)   |^V| 
e     e 

1 + (S/N) Ve Vc 

.2. 

(81 

This express 
ion results in an output power of M^S watts due to the plane wave 

10 
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*• (9) 

11 

input wlurt- E      0.     Next it is noted that when 

(S/N)  V{i  V    -(S/MN)   jVe Vj >>1 

the expression (K) lor the output power Pv is imiep.ndent of llw  input  sirnal 

power S.      Ihis means »here is a "saturation" effect in the output 0< an adap- 

tlve beamformer when the conventional output SNR.  .-quäl to SM/N.   is large 

> noughi 

Po .valuatr the i riterion for saturation,   the ps.udorandom error 

,M is us.d tocomput.. the values of  V^     V# ••J  |vj     vf.    In .stimating 

the«   (niantitiis.   the approximation will provide representative values for  P^ 

aud th.   c rit.-rion ^or saturation.    UsinR the values for Vj    V- M (1 + E^ /4) and 

1V        V^M^d   'Wr/4),   (0) hecomes 

EZ/Z»     (SM/N) <10) 

anti (H) hcromes 

p (MN) HI) 

1 hus the I riterion for saturation ^nation (10), is tnat the error matini- 

tud. s must b« greater than the reciprocal square root of the conventional output 

signal to noise- power ratio. When this criterion is met, the output power, (11) 

is a constant regardless of any increase in signal power S. 

This analyses can he extended to consider look directions away from 

UM interfering source.    In those cases,   the output power is not significantly 

affected as long as the error is small compared with unity.     Thus the adap- 

tive beamformer is less sensitive to channel-to-channel errors than the con- 

ventional heamforrrr-r in the  "sidelobe" regions. 

^m^^^tt 



Z. A. J.    Simula* inn 

Siumlatiot-.s wtrr performed usin^ a pstiuioranHoni irror cock-,   one 

for magnitttdc and anotlu-r for phas«-,   with a  3Z clt-nunt  lin. ar array.     li^nr.' 

1  shows that for a fix«'cl eUnicnt SNR,   the amount by which Ihe bcamformtr 

lindereetlmateg the s'tnal l«-vol is small lor small receiver »rrors,   increases 

■lowly with  lacreeeing teceivef error at first and thin a break-point is 

r. ached alter which the umlrrc-stimatc increases much more  rapidly with 

receive! error.     As Hie error increases,   the break-point  is  reached sooner 

..i   high element SNR than for lov«,   and consequently an adaptive system with 

a eivea set of receiver errors will give better estimates of the signal power 

lor weak signals than for strong.    Once the break-point has been passed,   the 

beamformer output saturates,   in that further increases in element SNR pro- 

duce no further increase in the output.     For example,   for an RMS gain error 

of |0 percent,   a   tu dB increase in element SNR from 20 dB to 30 dB results 

in an additional  1 >) dB underestimate of the signal level,   just compensating for 

the increase in element SNR and causing the output to remain constant. 

It has been assumed in this discussion that the errors are caused by 

receiver gain and phase unbalance,   causing an incident plane wave to look 

irregular to the processor.    Alternately,   the errors can be thought of as 

being introduced by irregularity in the ionosphere,  by irregularity in the 

ground from element to element,  or by irregularity caused by scattering from 

local structures.    Whatever the caua   ,  the adaptive processor will underestimate 

the signal power if the incident wave front docs not appear plane to the processor: 

the curves of Figure 2 allow one to estimate how serious this effect will be. 

12 
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i.O   SIMULATION RESULTS 

The algorithms riiscussed in Section 2.0 lor proccssinfj two-dimensional 

array dat.» ronvtnticna'.ly anri adaptively wore implemented in software,   ^ilonj; 

vvltli graphical  rontin^a for displaying the ri'snlts.     This software package   v'as 

written to acci-p*  d.ita tapes from the field and has heen used to reduce the 

tie! I data discussed in Section B.O.    A separate softw.ire package was also 

■ i itl< a to generate simulated data tapes for model signal environments   md 

mJel array ^jeonutries.     That is,   the intensity,   a/.imuth,   elevation,   and 

Doppler shift of i finite number of point sources could be specified aloag with 

the intensity of an Isotropie background noise level and the number and place- 

IIU ut of antenna elements in a one- or two-dimensional array.     The simulated 

(l;ita tape contained the time sampled outputs from each clement of the array 

which would be expected under tlrese idealized conditions.     These data tapes 

could then be processed as though they wer.- field tapes.     The simulations were 

used,   I) to verify an»! debuu the processing software (by simulating special 

cases in which the ecrrect processor output was known),   i) to study the effect 

of array jjeometrv on processor performance (to decide how to make the best 

use of the  M elements available for the collection of field data) and  3),   to pro- 

vide test cases with which to judjje whether or not the properties of adaptive 

processors as predicted from idealized models were realized in practice with 

»■eal field data.    A ceries of test casts under idealized conditions arc given 

below (Section 3. |1 to illustrate the properties expected of adaptive processors. 

The  results of our array geometry study are given in Section 3.2. 

Preceding page blank        is 



>.I PROPERTIP.S OF IDEAL ADAPTIVE PROCESSORS 

1,1.1     Aflaptivt- Array Antenna  Pattorns 

This section illustrates tt.e interference rejection principle of adaptive 

beamforme» by examinin« the way in which the antenna pai.ern changes from 

one l.K.l   direction to the n.-xt.    Itetod hriefly.   an aHaptivc l)eamlorm.r alfects 

M improv. nunt is »»R (as conipared to a conventional beamlormer) by adap- 

ively tailoring (he antenna array weights (both   in amplit-id.' and phase) in 

rder to set  nulls in the corresponding array pattern in the direction of dis- 

. r.te int. rferers      A suitable array   gain is simultaneously maintained in the 

desired look direction so ihat SNR is maximized. 

Consider the seven element linear array shown in Figure 3.     The ele- 

ments are iso'ropic t«d spaced by half a wavelength.     The simulated signal 

environment  consists of three discrete sources situated at -40,   1?,   and  30 

.U ur.es nil  boresiuht with  relative strengths ol   .20,   D,   aud 0 dB,   respe-tively. 

The strength of the omni-directional noise is  -30 dB (all signal strengths meas- 

ured at an individual .l.nunt before any array or proce3S;ng gain).    Working 

against this environment,  the adaptive weights have been computed for look 

directions of -4 ard -40 degrees:   the magnitudes of the complex weights for 

th.se two look directions are shown as a function of element number at the 

top of Figure 4.    The c ^responding patterns of the array for these two look 

directions are shown at the bottom of this figure.     By the "pattern" for a given 

look direction we mean a plot of the power output of the bcamformer (with the 

adaptive weights for that look direction set in and held fixed) versus the angle 

to a point source of unit strength.     From patterns such as these the following 

observations can be drawn: 

1.      The array pattern nulls track the directions of the discrete 
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Figure 4.    Tor a Seven Element,   Uniformly Spaced Array,   (a) Weight 

Magnitude versus Element Number,   (b) Fixed Weight Patterns 
for the Two Look Directions  Indicated by Arrows. 
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inti-rfcrers as the Hcsircd look fiirection is changed, 

L.       I he Hepth of the antenna patteri\ nulls art   related to 

the signal strengths of the rorrespon<iinn fliscrctc inter- 

ferers.     Deepir nulls ar.' placed on the stronuer interferers. 

S.       1 he adaptive array patterns typically have a  /esponse maximum 

near the desired look direction. 

» I h.   . daptive array response patterns are not  "super- 

directive".     Their "main heam" widths are similar to 

those of a uniform filled conventional array.    AUo,  the 

very hi^h (e.^.t   10  ) weight magnitudes characteristic 

ot super gain schemes have not heen observed 

S.      The adaptid weight values increase for look directions in 

the vicinitv ot discrete signal components of high SNR. 

S. 1 . 2     Adaptive  ve-sus Conventional Vaps of the Environment 

The concept of an array pattern,   while still valid,   is of limited useful- 

ness in describing the performance of adaptive processors used to scan the 

environment (say 10 map the location of interferers or to search for weak 

target echn-s).    In contrast to the   patterns of conventional beamformers 

which   remain constant (in sine space) as the look direction is scanned,  the 

pattern of an adaptive arr?y is different for each look direction,  there may 

or may not be a "main beam" and it may or may not point in the desired look 

direction,   and the peak sidelobe level of the pattern for any given look direction 

is a poor indicator of how serious the effects of strong interferers will be when 

the beam is steered elsewhere.    It will be more useful to think of the adaptive 
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processor as an csUmator of the power arriving from a ghfCR fiircction and to 

Ignore the details o. tin- patt.rn forrm-d in order to obtain that estimate.     This 

■cctlon will eompare the quality of that estimate for conventional and adaptive 

beamformc n • 

PiKur«   5 comparcg tilt! sky maps (signal intensity versus an^le) ob- 

tained by s. .inning ihe .nvirunment witli a eonventional l)e,imformer (top! a.id 

.U1   tdaptivr benmformef (bottom).     The array and the environment ..re the 

..  .,,   ..s  illustrate., In Figure 3.     The eonventional beamforming was done 

uniform weiglHi (m taper).   Arrowi indicate the position of the dis- 

crete signal sources.     Ihe conventional map suffers from two problems:    the 

two strong sources are not well resolved and the exist, nc of the weak signal 

is mnoked by sid. lobe responses from the two strong signals.     These prob- 

1. mi »r«  n"t  presen« on the adaptive map.     The two strong sources are well 

reOOlv< d and Ihe wejk  soune is clearly visable.     The adaptive processor has 

,,,.,<!.   b. It. r use of tbr inlormation available from the ;.rri'y elements in estim- 

.tling the I h.traet.-rislies of the environment.     The improvement can be 

.ies. nb.d by saying that the effective beamwidth of the array has been nar- 

roWOd and that the effective sidclobe level of the array has been reduced,   if 

it is kept  in mind that the array pattern for any given look direction does not 

exhihit these properties (e.g.,   Figure 4). 

A second comparison between sky maps produced  vith conventional 

and adaptive processors is shown in Figure 6.    In this case a 40 dB Dolph 

taper has been applied to the conventional array in order to suppress side- 

lobes.    It is quite effettive in doing so but at the cost of broadening the main 

beam and thus making the problem of resolving the two strong sources worse. 

The adaptiv.   map is shown as before for comparison.    Not only are the sources 

better resolved in »he adaptive display but the noise floor between sources is 
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sijinilicantly lower. 

The improv.-mfnt in SNR achieved by applying adapt:vc processinji 

instt-aH of convet.t.onal procossinR (with uniform weiphts^ to the array and 

.nvirunm.nt  shown in Figure  3 is plotted as a function of look direction in 

Figure 7.     This is th.- difference between the two curves shown in Figure 5 

HKt illustrates that the improvement obtained varies gre.u!'   from one look 

direction lO another.     No improvement  is obtained when looking directly at 

diicrete sources r.nd little improvement is obtained in directions such that 

the ti-ills between ihe sidelobes of the conventional pattern straddle the strong 

ini erfereri. 

These examples illustrate the features which characterize adaptive 

processors and make them potentially attractive for HF radar and communi- 

cations applications.    These examples are of course special cases and care 

must  !).■ exercised when extrapolating to other situations because the perform- 

ance achieved Will depend upon both the array and the environment. 

h.2. ADAPTIVK  PKOCFSSORS WITH SPARSE ARRAYS 

Simulations have been used to study the impact of clement placement 

(array geometry) on the performance of an adaptive processor.    The primary 

motivation lor this study was the need to choose a specific array geometry for 

installation in the field to collect the program data base.    The objectives of 

the data collection were 

1.      to map ihe environment so as to define the strength and 

position (a/.imuth r.nd elevation) of interferers, 

I.      to evaluate the in.irovement (e. g. ,   noise flooi   reduction) 

achieved,  as a function of position relative to the interferers, 

and 
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by processinp the array adaptiv.ly ratht-r than .onvt-ntionally. 

, h.   .„nstraint v-as that only 32 c-U-m.nts (and their associated receivers and 

,„..., p.,!«,, equipment) euuld be allorded within th.- pro^ran, hud^et and the 

problem *«• lo di«lr»buU thew in twe-dimeMlOM so »i lo «ptimi/e th.   per- 

fo,m.«ce Of the array.      The choice then was between .       nail ..lied array or 

B  large sparse array.    In conventional beamformin^ the  small array pives 

better sidelobe performance but poorer anpular r.-solution. 

1, was first  recognised by radio astronomers that Loth high angular 

r) Soltttloa and  low sidelobe  levels could be achieved at the  same ti.ne for a 

special class of sparse arrays (low redundancy arrays) if special processing 

ectolq^ were employed (Reference 4).     The basis for cms approach is the 

.act that the intensity of the angular spectrum (the sky map) can be otained 

etthr, by taking the  Fourier transform of the aperture distribution and 

squaring the magmtude of the  result  (this  If the software „nplementation of 

conventional processing) or by first computing the autocorrelation function 

across the aperture (correlation coefficient versus interelement spacing) and 

Fourier transforming this.    The significance of this is that it shows that all 

the sky map information of interest is contained in the measured autocorrela- 

tion function for the environment:   each point on the autocorrelation function 

^presents a different inter-element spacing in the arrav and (for averaging 

times long enough to that the incident  signals become incoherent with each 

other) the result for a given spacing is the same no matter which pair of 

elements at that spacing is used.    This means that elements of a filled array 

can be removed so long as all the spacings present in the  original filled 

^ray still cccur at least once.    The elements saved in this way can be a.ded array 

outside the boundary of the original filled   irr.y so as to make available large 
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int. r-t l«-mcnt spacinps not present at all in the original array.      Ideally, 

array configurations could be found for which all spacings occur only once- 

sui h .irrays are caih'd ni>n-redundant or /ero-redundanry arrays but  exist 

only lor arrays of forr elenunts   or less.     For UrgCf ni-mlurs of el.ni.nts 

some spacin^s occur more than once and these are callen low-redundancy 

arrays.    The configuration which gives the lowest number of redundant spac- 

innri for a «iven number of elements is called a minimum redundancy array. 

In any event,  the processing procedure is to compute the autocorrelation 

function lor the arrcy,   weight this function to control sidclobes (as one would 

weiuht the physical aperture in conventional processing to control sidelobes), 

and  Fourier transform the weighted autocorrelation func'ion to obtain the sky 

map.    Th« key point is that it is the autocorrelation function for the array 

which must be filled,   not  the physical aperture:    the physical array can be 

made sparse while maintaining low sidelobe levels by anp'ying weights to 

tu.   autocorrelation lunction rather than to the physical aperture.     The array 

can be thinned until lurther element  removal would cause a  "hole" in the auto- 

correlation function (a spacing not represented in the array). 

If mapping of the interference environment had been the sole purpose 

of this program,   a sparse,   low-redandancy array would have been the obvious 

choice with processing aud sidelobe control done non-adaptively in the auto- 

orrelation domain.    It was not obvious that such arrays would also be suitable 

for adaptive processing but it seemed plausible that this would prove to be the 

case for the following reason:   adaptive processors have the property that they 

try to adjust the pattern of the array so that the sidelobes don't fall on strong 

interferers.    Even when used with filled arrays capable of low pattern side- 

lobe levels,  adaptive processors characteristically produce patterns with 

26 



high sidtlohes because it is oit.-n preferable from an SNR viewpoint to have 

lu^h suielobes poiminj: in quiet directions in order to obtain deep nulls in just 

the  right direction to reject  strong discrete interferers.     Thai is,   pattern 

.Uxibility is more important than peak sidelobe lev.-l.     The fact that sparse 

..rr.tys have high oeak sidelobes does not,   therefor.-,   necessarily disqualify 

them as effective adaptive arrays,   particularly when the elements saved by 

making the array 3p?rse are used to make the overall dimensions of the array 

larger and thus to give the adaptive processor new and longt-r baselines to 

work with. 

A series of simulations were done to study the performance of low 

redundancy spars- arrays under at aptive processing.    The first case illus- 

trated compares the performance of a filled seven element array to a sparse 

four element arrly cf the same aperture.     The filled array and the environ- 

ment  is the same as that  shown in Figure  3.     The sparse array is formed by 

removing elem. nts number   \   I,   and ti    the resulting array has all the inter- 

element spacings of the filled ai ray.     Figure I compares the performance of 

this array (top) with the performance of the fi1led array (bottom) under adap- 

tive processing.    The filled array docs a better job of maintaining a uniformly 

low noise fuor but the source resolution achieved with both arrays is compar- 

able (not surprising,   since the ap.-^ure is the same) and the sparse array 

with adaptive processing is much superior to a filled array of the same aper- 

ture with conventional processing (uniform weights,  top of Figure 5:   Dolph 

weights,   cop of Figure 6).     The upshot of this is t'.at one buys improved adap- 

tive performance by filling in a sparse array at the cost of additional elements 

and processing load 

A situation for which the result is harder to anticipate is one in which 

a fixed number of elements are available and the question is whether to 
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.Usirihutc- th.s. to fo.-m a small aperture- filled array or a larger aperture 

spars.- array.     This case is illustrated in Figure 9 where ihe adaptive per- 

.onnam-e of a nine element filled array (top) is contrasted with a nine element 

.,»,*   array (bottom).     The elements of the filled array are spaced by a half 

svavebn.th.   making the overall aperture of the array four wavelengths wide. 

lht, firi, .hree elem.-nts of the sparse array are spaced bv a half wavelength 

,„., Ih.  remaining ?ix elements are spaced by one and a half wavelengths. 

maid«! the overall aperture of the sparse array 10 wavelengths.     This sparse 

array has all the inter-element spacings present in a filled  10 wavelength array. 

,ht. .nvironmen. used for these simulations is the same as that in Figure 3. 

1 h.   result  is that th.   effective angular resolution of the sparse array is better 

dml tin   noise floor away from discrete sources is somewhat poorer.    The 

„.Vctive angular resolution of the sparse array is better than that of the filled 

army by roughly the ratio of the array apertures (e. g. .  the discrete sources 

appear I to I tllMI as wide  H dB down for the filled arrav than for the sparse 

.....ay).     Ihe noise floor for the sparse array averages a 'ew dB higher than 

that  for the filled array,   however. 

The result, illustrated to tkll point have been for small one-dimensional 

arrays in order to make the displays simple and the results easy to grasp.    Sim- 

ilar results have been obtained for larger two-dimensionrl arrays of the type 

intended for data collection in this program. 

The cross is a two-dimensional example of a low-redundancy sparse- 

array:   a filled array of the same aperture would require rn additional 240 

elements,   receiver-,,   and processing channels and economically would be out 

of th • question.    A 32 element filled array in two-dimensions would have a 

third the angular resolution of the cross in both azimuth und elevation and 

would offer no important advantage in noise floor reduction.     Figure 10 is a 
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simvilation for the 32 rlomint cross comparinn th<   perforn^ancc of this array 

with i <.nv< ntional b.amforminß (top) and with adaptive beamforming (bottom). 

Tin sr maps ar«' formed l)y tomputinj; tht- b<aniform<r out out for a 20 by 10 

grid oi discrrtc a/.imutli - < livation lool< dir.rtions thin flrawing contours of 

ousUmt  Ixamformt-r output through the results.    The environment consisted of 

.i discrete  "low anglt" signal of 0 dB intensity (lower cross on figure),   a dis- 

cretc  "high angle"  signal of -6 dB intensity (upper crosF on figure),   and an 

omni-directional nois- background producing a signal of -5 dB intensity at 

each clement.    The display is a radio map of the sky in which strong signals 

are shown by double cross-hatching (signals within 3 dB of the strongest 

observed) and weaker signals by single cross-hatching (signals   3 to 10 dB 

below the strongest observed).     With conventional processing the low angle 

sign.il appears as r broad circular  region about 4 degrees in diameter (the  3 

dB beamwidth of th»   main lob»),   surrounded by a diffuse sidelobe region 

(single cross-hatching).    The existence of the high angle signal is masKed 

because when the beam is pointed in that direction,   the sid-lobes of the patt- 

ern fall on the stronger source.    In the adaptive map,  the position of the 

strong low angle source is much better localized (diametei  of the  3 dB con- 

tour is about a sixth as large),   sidelobe responses no longer appear,  and the 

weak high angle source can be clearly seen. 

These simulations suggest that sparse arrays are well suited for use 

with adaptive processors,   particularly in situations in whi^h the objective is 

not simply to detect a signal (maximize SNR) but also to tell where it is com- 

ing from (e. g. ,  CTH radar or passive HF direction-finding applications). 

There are an   infinity of ways in which a filled array can be made sparse:   we 

have chosen to work with a particular class of sparse arrays (low redundancy) 

in which.the array is thinned to the point where further thinning would 
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iri.ay.    Tim advanta,. of this particular class of sparse arrays for the  pro- 

gram is that Ik. option is prcsorveH for producing high r-.olution maps of the 

..^ron.n.-n, l>y well established deterministic heamfornnn. methods (Fourier 

ir.,nsforn, of the we^hted autocorrelation function for the array) for compari- 

son with .naps of the same environment produced by adaptive beamfornnn,. 
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4J1   FTFLD INSTALLATION AND DATA COLLFCTION 

A key objective of the program has been to c ollert dita in the real HF 

.•nvironment and use it to evaluate the benefits of adaptive processing over 

more t onventional techniques.     The data for this purpose were collected at an 

established DAR PA field site near Hudson,   ( olorado.     Land,   power,   shelter, 

•   1 much ^f the electronics  required were already available at this facility as 

*  result of other closely related programs.    The additions and modifications 

made to this facility for collecting a data base for adaptive processing are de- 

8C ribed below. 

4,1    FACILITY MODIFICATIONS 

4.1.1    Vertical Monopole Flements 

A large circular array H? elements,   MO meter diameter) was available 

at the Hudson site and consideration was given to using thir array without modi- 

fication.    This proved not to be an attractive option because the elements of the 

circular array were horizontal crossed dipoles designed for receiving signals 

from the overhead ionosphere.     These elements were noc effective at the low 

elevation angles of p-actical interest in most potential applications of adaptive 

processing (e.g.,   over-the-horizon radar).    The principal requirement of the 

data base we were to collect was that it be representative of the HF environ- 

ment under conditions of practical interest and consequently it was decided to 

build 32 new elements better suited to the task.    A vertical monopole element 

design was available which had been used with success  at low elevation angles 

in other applications.    The radiating element is electrically short (S feet) to 

Preceding page blank        » 
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make it   broadband and thick (I foot) to reduce the base impedance.    A hign 

impedance base amplifier provides R&in (18 dB) and impedance matching to 

the transmission line so as to maintain an acceptable system noise figure 

over the HT oand (3-30 MHz).    A set of 3? of these elements were built and 

installed within the existing circular array.    A sketch of the installation and 

the array elements is shown in FiRure 11.   The bottom of t.ie vertical radiating 

elctnent was mounted about three feet above ground level so that the base 

npHlier could be inspected with snow on the pround. ■\ • 

1,1.?    (ross Array tieometry 

The cross array is a familiar example of a low-redundancy two-dimen- 

sional array.    It has the virtue that the elements are equally spaced along 

orthogonal axes (in contrast to a circular array) which simplifies the process- 

ing software.     It also has the property that the data from the elements in either 

leg ran be used alone to study the performance of a one-d.mensional array of 

the same aperture as the parent two-dimensional array.     For these reasons 

the cross array was chosen for use in the program.    A sketch of the installed 

array is shown in Figure 11 and a dimensional plan view is  shown in Figure 12. 

The inter-element spacing is 20 meters (a half-wavelength at 7. S MHz).    The 

east-west leg of the array is 16 elements long (a 300 meter aperture) and the 

north-south leg is 17 elements long ( a 320 meter aperture^. 

4.1.3    Receiving and Data Acquisition System 

The receiving and data acquisition system used to    ollect the adaptive 

data base is shown in Figure 13.    The new instrumentation required to assem- 

ble this system from the equipment already available at the Hudson site was 
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a sot  of 32   "Q" receiver modules,   the associated power Haiders,   and the  UFO 

distribution circuicry.    These receivers are identical to the original set of 32 

hut the HFO signal is shifted by 90".    A pair of receivers  is   used for each 

element,   providing the complex samples  required for adaptive processing. 

thm M   receiver channels are all sampled simultaneously and the  results held 

whilf an A/l) converter steps from channel to channel and transfers the data 

to the minicomputer memory (dish storage).     The process   is  repeated peri- 

odually until the computer memory is  full:    data collection then stops while 

.,   stored information is recorded on digital tape (four minules  required to 

accomplish this).    The memory will hold 90112 words which corresponds to 22 

blocks of data,   each block containing M time   samples of the entire array,   each 

sample being a set of M   receiver channel voltages.     The data base for this  pro- 

gram was collected r.t the  rate of ^0 samples  of the enti-e array per second. 

This corresponds to one data block every 1.2H seconds and the 22 block capa- 

city of the memory in 2H.U.  seconds.     The data acquisition sequence thus al- 

ternated between half-minute periods of data collection and four minute periods 

of data recording. 

4.2    TEST CFOMETRY 

Pata were collected with and without cooperative CW transmissions from 

an SRI field site at I-ost Hills,   California.    The SRI transmissions provided 

signals under  realistic but controlled conditions and it is .^nly data from this 

portion of the data base which have been analyzed in this  report.     The geometry 

of the path from Lost Hills,   California to Hudson,   Colorado is shown in Figure 

14.    The length of the path is 1433 km and the azimuth (meajured from Hudson) 

is 2 ^4.S degrees. 
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Figure 14.    Geometry of Cooperative Tests with SKI Providing 
a Controlled Interfering Signal. 
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4. i    DATA COLLECTION 

The purpose 01 the data collection effort was to obtain a samplinc of the 

HI   .nvironrnenl over a ran^e of frequencies and interference conditions. 

Tabl.   1 summarizes the environmental data on tape. 

• 
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TABLE 1:   ENVIHONMENTAL DATA »ASF 

Datf I  rrq. 

-   "^ov. 197 3 7  MHz 

\'>  Nov. 197 3 10 MHz 

1^ MHz 

is MHz 

ZH Jan. 1974 1', MHz 

Fnviranment 

Amateur RaHio Band (heavy, 
multiple source interference) 

("ooperative SRI Transmissions 
(multiple hop,   element SNF -» H 

Cooperative SRI Transr.ii ;sions 
(single hop,   clement SNR >i) 

Cooperative SRI Transmissions 
(single hop,   element SNR < 1) 

International Broadcast  Band 
(heavy, multiple hop interfer- 
ence) 

Records 

44 

176 

176 

176 

924 

Each data record contains M complex samples of each array element and 

represents 1.28 seconds in time. 
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■S.O   ANALYSIS OF EXPERIMENTAL PATA 

5,1   SIGNAL ENVIRONMENT 

The <lata analyzrd in this section was taken as   representative of the 

least complex adapiive environment  likely to be enc ountered in practice,   a 

URN« CW interferer arrivin« via a single hop path.     The interferin« CW si«- 

M| was provided hy SHI (see Figure U  for test geometry) bl a frequency of 

|   ,729 MHz.    ThU frequency was chosen so as to be just below the maximum 

usable frequeru y IliUf) tor the path at the start of the data taken to insure 

that only  one-hop signals wo .Id be observed.     The one-hop signal will of 

.„urse be co.nposed ot high and low an^le.   ordinarvand ex-raordinarv modes 

l.ut  by operating near the MUF we hoped to nnnimize their angle of arrival 

.mt.-remes and oblau. an i,u Hent  siunal on the ar.av wh'..„ approximated a 

single  pomt  sourc  in the far field.     Such a source would  produce a  plane wave 

incident on the array,   a common assumption in numerical simulation studies 

ol adaptive processors and therefore an important situation to study experi- 

mentally.     Ionospheric conditions were such that the SHI s.gnal arrived at the 

array at an elevation angle of about 15 degrees and at an azimuth angle of about 

ZS4 degrees.    The SNH  in the full 17 kUz bandwidth of the receiver was of 

order 10 iB (measured at the element,   prior to array gain). 

|,1    ONE-DIMENSIONAL HESULTS 

The simulations presented in Section 3.0 emphasized one-dimensional 

arrays because the  results from such arrys are more convenient to display 

in detail and because the concepts involved are qualitatively the same in 
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eitlu-r MM dimension or two.    One of the advanlanes of collecting data on a 

cross array is that the outputs from one leg at a time can IM- processed after 

tin' lad to give-  results for a one-dimensional array ami I) is has heen done for 

tomparison with one-dimensional simulations.    Since the SKI signals arrive 

from the w.-sl,   the north-south leu ot  the array was used to form a 17 element 

broidside array and subsets of this array  were protessed lor comparison with 

the simulations.    Th>- results for a 1.28 second data hlock are shewn in i igure 

I   .      Ihr plot at the top ol this figure shows the power output  of the adaptive 

■ignal«    This  result is for an array of IS elements spaced 20 meters apart. 

I he   i dB conventional heamwidth of the array (at 1^.721 MHz) is 4 degrees 

and this angular width is indicated on the figure at  the 1 dh down level.    As 

anticipated from the simulations (Figures  5 and 6 of Section  $.0),   the defini- 

tion ol the position of the discrete source is much sharper with adaptive pro- 

cessing than with c or.venl ional (by a factor of about Is at the  i dB down level 

in this example).     The sidelobe responses are well below i he 13 dB down level 

expected lor conventional processing.    The plot  at  the bottom of this  figure 

shows the-  result   of  removing 9 of the original IS elements of the one-dimen- 

sional array to form a sparse array of nearly the same aperture but  less  than 

half the number of elements.    As  anticipated from the simulations  (Figure 7 

of Section 3.0),   the angular width of the discrete source is essentially the 

same for the sparse  array as  for the filled array.     The conclusion   is that  the 

simulations have proven to be in satisfactory qualitative agreement   with re- 

sults obtained in the  ieal HF environment. 
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BLOCK   I 

I7h02m O.OOs- I7h02m 1.28s GMT 19 NOV 1973 

CONVENTIONAL  MAP 

SRI-15.729 MHz 

ADAPTIVE   MAP 

250 255 
AZIMUTH   (OEG 

0-3dB        3-6dB        6-9dB 

250 255 
A'IMUTH   (DEG) 

>9dB □  n  □  □ 
MPROVEMENT   MAP FREQUENCY  SPECTRUM 

r 
250 255 260 

AZIMUTH  (DEG) 

30-40 dB    20-30dB     IO-20dB      0-10 dB 

□  □  □  c 

-25 
FREQUENCY  (Hz) 

Fißurp 16.    Conventional Map.   Adaptive Map.   Improvement Map. 
and Frequency Spectrum for »ata Block Number 1. 
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aperture which occurs as the array is  steered off-boresiiiht (zenith) is com- 

pensaterl for on the Hisplay.    The effect is to keep the shape of the antenna 

pattern i onstant on the display  regardless  of position and consequently make 

point sources at low elevation angles appear as  round irnages   rather than as 

elliptical Image! extended along the elevation angle axis.    The conventional 

map shows the Sill signal at about 1^ degrees elevation angle and about lc>4 

decrees azimuth.    Ciray scales are used to show signal level.    The darkest 

i..a  represents tie first three dB down from the peak signal and shows that 

the conventional half-power beamwidth of the arra\  is about  5 degrees.     The 

theoretical value tor a true point  source is 4 degrees:   the slightly greater 

measured beamwidth is possibly due to the finite angular dimensions of the 

source-.     The peak sidelobe responses of the array are Klrongest along two 

orthogonal arms which mirror the geometrv of the cross;    the peak sidelobe 

level is of order  S dB below the main beam  response.    Th's  relatively high 

sidelobe level is characteristic of sparse arrays with conventional processing 

and would  not be helpe'l by applying a fixed set of weights (e.g.,   Dolph- 

Tchebyscheff) in the beamforming process.    The sidelober could be reduced 

by filling the array 'requiring an additional  240 elements and receivers) and 

then applying a fixed set of weights but this would not improve the angular re- 

solution.     The adaptive map does  not exhibit the high sidelobe  responses of 

the conventional map and the "main beam" signal definitior is somewhat better. 

It is probable that the signal at this time actually consists of two or more modes 

of comparable strength separated in angle (or perhaps a Single mode  'iscintill- 

ating"in angle during the 1.28  seconds used to collect the data).    The contours 

for the adaptive map have been drawn in terms of dB below the power level 
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obtainoH when the- adaptive processor is steered in the direction of the inter- 

((.rer.     Tl.is  makes possible a direct comparison between the shapes of con- 

ventional and adaptive sky map patterns  but it does obscure the fact that the 

mdKimum power output  of -he adaptive processor was 18 dB less than the 

maximum power output of the conventional processor in the source direction. 

1 or an ideal point sour, e I he two processor outputs    should be the same and 

m  tentatively attrihute the discrepancy to the finite dimensions ol the source: 

,    .quivalent statement is that the signal incident on the array departs si^nifi- 

, antly from a plane wave.    The result is a lowerin« of the noise (interference) 

floor with the adaptive processor when steered in the «er.eral direction of the 

interfer. r.   in con.ra.t to simulation r.-sulls based on Ufeftl plan.- wave signals 

whi. h predk •  no noise floor reduction when looking at the interferes     The 

improvement map itself shows noise floor reductions betveen 20 and  M IB 

over much of the sky.   though there are regions where little improvement is 

obtained.    The INI is an important parameter in the comparison of field data 

with simulations:   wc  have estimated this quantity from th,   power spectrum 

of the signal usin« one  receiver pair (I and Q channels for one array element). 

The siunal energy is confined to within a few Hertz of the center frequercy. 

The frequency bins outside this region have been taken as noise and used to 

.-ompute an averse noise level.     It has then been assumed that this noise 

l,.vT is also representative of the noise level within the frequency bins con- 

taining signal (horizontal dashed line on the figure separating signal from 

noise).    The total noise power and the total signal power across the spectrum 

have then been computed and these numbers used to compute the integrated 

SNR shown on the figure (12 dB).    All of the noise power in the 17 kHz band- 

pass the receiver is  represented in the displayed spectrum because of 
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aliasing into the ±Z^ Hz window displayed on this figure.    The 12 dB SNH for 

data block / I is one of the highest of this series,   even though the adaptive and 

the improvement maps are among the least impressive.    This leads us to be- 

lieve that variations in mode structure from map to map are playing an impor- 

tant role in the performance of the adaptive processor. 

Data block /j/Z is shown in Figure 17 and is by all measures the lf>ast im- 

pressive examples of adaptive (or conventional) processing.    The element 5NF 

is the lowest observed (H dB),   the conventional map is poorly defined and has 

an uneven sidelob*» structure,   the adaptive map shows somewhat better signal 

structure definition and freedom from sidelobe responses,   and the imorove- 

rnent map shows only modest noise floor reductions (10 - 20 dBacross most 

of the sky). 

Data »dock /jf 3 (Figure IH) exhibits the highest SNR observed in this series 

(13 dB),   more  regular sidelobe structure in the conventional map,   the pre- 

sence of a more compact signal structure on the adaptive map,   and noise floor 

reductions in the 20 to 30 dB range on the improvement map. 

Data block / 4 (Figure 19) is one of the best examples obtained of the bene- 

fits of adaptive processing at HF.    The conventional map is regular,   the adap- 

tive map provides a much sharper picture of the interfering signal,   and the 

improvement map shows noise floor reductions in the 30 to 40 nB range.     The 

element SNR foi  this data block was not outstanding (10 dB). 

Data block / 5 'Figure 20) is the best example of the sort of results which 

would have been expected from simulations with a single plane wave inter- 

ferer.    The conventional map exhibits the classical cross sidelobe pattern, 

the adaptive map shows a single,   sharply defined source,   and the improve- 
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BLOCK 2 

I7h0?ml.28s - I7h 02m256sGMT 

CONVENTIONAL   MAP 

250 255 260 
AZIMUTH   (DEG) 

0-3dB 3-6dB □ 

19 NOV 19/3 SRI- 15.729 MH/ 

ADAPTIVE  MAP 

g   30 

250 255 
AZIMUTH   (DEG) 

6  9db >9dB 

260 

]     □     [ 

IMPROVEMENT   MAP FREQUENCY  SPECTRUM 

250 260 
AZIMUTH   (DEG) 

-25 + 25 
FREQUENCY  (Hz) 

30-40 dB    20-30dB      IO-20dB      0-10 dB □    □    □    □ 
Figure 17.    Conventional Map,   Adaptive Map,   Imprcvement Map, 

and Frequency Spectrum for Data Block Number 2. 
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BLOCK 3 
I7h02m 2.56s -   I7h02m 3.84s GMT 19 NOV 197 3 SRIM5.729MHZ 

CONVENTIONAL  MAP ADAPTIVE   MAP 

2ÄO 255 
AZIMUTH   (DEG) 

260 

0-3dB        3-6dB □  n 
AZIMUTH   (DEG) 

6-9dB >9d9 □    □ 
IMPROVEMENT   MAP FREQUENCY  SPECTRUM 

m 
T3 

i 20- 

o 
Q. 

UJ 
> 
< 
-1 

250 255 260 
AZIMUTH   (DEG) 

30-40 dB    20-"0dB      IO-20dB 0-lOdB □    □    □ □ 

+ 25 
FREQUENCY  (Hz) 

Fipure 18.    Conventional Map,   Adaptive Map,   Improvement Map, 
and Frequency Spectrum for Data Block Number 3. 
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BLOCK 4 
I7h OZ"1 3.84s -I7h02'n 5.12s GMT 19 NOV 1973 SRI: 15.729 MHz 

CONVENTIONAL MAP ADAPTIVE  MAP 

250 255 
AZIMUTH   IDE6) 

0-306 

250 
T 

255 
AZIMUTH   (DE6) 

3-60B        6-9dB >9dB □    □    □    □ 
IMPROVEMENT   MAP FREQUENCY  SPECTRUM 

250 255 260 
AZIMUTH   (DE6) 

30    "dB    20-30dB     IO-20dB 0-IOdB 

rj   □   □   □ 

-25 
FREQUENCY  (Hz) 

+ 25 

Figure 19.    Conventional Map,  Adaptive Map,   Improvement Map. 
and Frequency Spectrum for Data Block Number 4. 
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BLOCK 5 

l7h02m5J2s - I7h02m 6.40SGMT 19 NOV 1973 SRI: 15.729 MHz 

CONVENTIONAL  MAP ADAPTIVE  MAP 

T—'———r 
250 255 260 

AZIMUTH   (DtG) 

T 
250 

T 
255 

AZIMUTH  (DEG) 
260 

0-3dB        3-6dB □   H 
6-9dB >9dB □    □ 

IMPROVEMENT  MAP 

^Z7 
FREQUENCY  SPECTRUM 

255 260 

AZIMUTH  (DEO) 

/SNR= MdB 

-25 -(■2b 

FREQUENCY  (Hz) 

30-40 dB    20-33dB     IO-20dB     0-10 dB □  □  □  n 
Figure 20.    Conventional Map,  Adaptive Map,   Improvement Map, 

and Frequency Spectrum for Data Block Number 5. 
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mont map shows noise floor  reductions of order M - 40 dB over much of the 

sky.    The 3 dB width of the  "main lobe" response on the adaptive map U 

ahout t times sharped than on the conventional map.    This indicates that the 

interferer appro.im.'ed a point source to within a decree o, angular spread: 

th(. iniprovement map also shows the dip in improvement expected fron, sir.u- 

U.ions when the adaptive processor is steered in the direction of a point  s.urce 

inU-rferer.     Fvon here,   however,   the output of the adaptive processor li more 

til<(n 2o dB below that ol  the conventional processor when pointed in the nominal 

fiir<,tion of the interlerer whereas simulations with an ideal point source in- 

terferer would predict equal output in hoth cases.    The element SNR for this 

data block is 11 dH and thus is intermediate between the highest and lowest 

observed in this series. 

Data block | 6 through ^ 11 (Fibres 21 through 26) comolete the series and 

are presented to show that while the details vary from block to block,   the first 

5 data blocks are representative of what can be expected under these conditions. 

These later data bloc.s are self-explanatory and no further discussion will be 

given. 

To summarise,   the preceding data set has sh. m 'hat adaptive processing 

oi .wo-dimensioral HF arrays consistently produces improved definition of the 

angle-of-arrwal.   freedom from sidelobe responses,   and significant noise floor 

reduction compareo to conventional processing.    The absolute magnitudes of 

the improvements if of course dependent upon the particular antenna array 

used and the particular set of field data chosen for analysis.    The importance 

of what has been accomplished is that it has been shown that   simulations using 

existing algorithms are satisfactory in most respects tm   predicting the per- 

formance of two-dim.nsional adaptive processors in the real HF environment. 
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BLOCK 6 

I7h02m6.40s      I7h02m 7.68sGMT 19 NOV 1973 SRI--15.729 MHz 

ADAPTIVE  MAP CONVENTIONAL  MAP 

^  30-| 
O 

z 
o 

< 
u   20- 

UJ 

10- 
0 

1   30^ 

z 
o 

< 
w  20- 

AM   'Sü 
250 255 260 

AZiMUTH   (DEG) 

0-3dB 3-6dB        6-9dB 

1 =i '—f 
250 255 260 

AZIMUTH   (DEG) 

>9dB 

n  i 1  □ 

IMPROVEMENT   MAP 

0-4  \      '*—j A. 

FREQUENCY  SPECTRUM 
0-, 1 

/SNR = IOdB 

250 255 260 

AZIMUTH   (DEG) 

30-40 dB    20-30dB      IO-20dB 0-10 dB □    □    □ □ 

 1 
-25 0 -♦-25 

FREQUENCY  (Hz) 

Figure 21.    Conventional Map,   Adaptive Map,   Improvement Map, 
and Frequency Spectrum for Data  Block Number 6. 
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BLOCK 7 

I7h02m7.68s -  I7h 02m 8 96SGMT 19 NOV 1973 SRI: 15 729 MHz 

CONVtNTIONAL  MAP 

250 255 
AZIMUTH   (DEG) 

0-3dB 

260 

ADAPTIVE  MAP 

250 255 260 
AZIMUTH   (DEG) 

3-6dB        6-9dB >9(iB □ 
IMPROVEMENT   MAP FREQUENCY  SPECTRUM 

250 255 260 
AZIMUTH   (DEG) 

30-40 dB    20-3üdB      IO-20dB 0-10 dB □    □    □ □ 
FREQUENCY  (Hz) 

Figure 22.    Conventional Map,   Adaptive Map,   Improvement Map, 
and Frequency Spectrum for Data Block Number 7. 
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BLOCK 8 

I7h02m896s -  I7h02m I0.24SGMT 19 NOV 1973 SRI   15.729 MHz 

CONVENTIONAL   MAP ADAPTIVE   MAP 

(5 
hJ 
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2 
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> 
u 
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UJ 

30-i 

20- 

I0H 

-f 1———r 
250 25S 260 

A2IWUTH   (DEG) 
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Ä.TIMUTH   'DEG) 

0  JdB 3-6(lB        6-9dB >9dB □    □    □    □ 
IMPROVEMENT   MAP FREQUENCY   SPECTRUM 

250 255 260 

AZIMUTH   (DEO) 

30-40 dB    20-i;idB      IO-20dB 0-10 dB □  n  □ □ 

T 
-25 0 -t-25 

FREQUENCY  (Hz) 

Figur« Ü.    ( onventional Map,   Adaptive Map,   Improvement Map, 
and Frequency Spectrum for Data Hlock  Number H. 
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BLOCK 9 
I7h 02mIO.?.4s - I7h 02m 1l.52sGMT 19 NOV 1973 SRI•. 15.729 MHz 

CONVENTIONAL   MAP ADAPTIVE   MAP  

w   30 a 
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u   20 
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g   30^ 
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A7IMUTH   (DEG) 
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260 -25 
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3^-40 dB    PO^L'dB      IO-20dB      O-lOdB □    □    □    □ 
I-iuuro 24.    Conventional Map.   Adaptive Map,   Improvment Map 

and Frequency Spectrum for Data Block Vimber », 
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BLOCK 10 

I7h02mll.52s - I7h02m  I2.80SGMT 19 NOV 1973 

CONVENTIONAL   MAP 

T 
250 255 

AZIMUTH   (DEG) 

SRI. 15 729 MHz 

ADAPTIVE   MAP 

0-3dB □ 

r 
260 

3-6dB 

250 255 
AZIMUTH   (DEG) 

260 

6-9dB >9(;9 □    □ 
IMPROVEMENT   MAP FREQUENCY   SPECTRUM 

30 
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250 255 260 

AZIMUTH   (DEG) 

40 dB    20-?0dB      IO-20dB 0-lOdB 

3    □    □ □ 
FREQUENCY   (Hz) 

I i^ure ZS.    ( onventional Map,   Adaptive Map,   Imp-ovoment Map, 
and frequency Spectrum for Hata  Block Number 10. 
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BLOCK II 

I7h02ml2.80$-I7t,02m I4.Ü8S GWT 19 NOV 1973 SRI • 15.729 MHz 

COWtNTlONAL  MAP ADAPTIVE   MAP 
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250 255 260 
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I iuurc- 2<..    (Onsontional Map.   Adaptive Map,   Imnrovement  Map, 

and Frequency Spectrum for '^ala lUock Number 11. 
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SNK for a block Hepervls upon block length.    The processing load will decrease 

as the block length increases (the time consuming operation is the matrix in- 

version  required once per block to update the weights).     The data on tape should 

be reprocessed with progressively longer block lengths to see how the 8NR 

improvement varies with block length. 

There are several other areas of the analysis which   remain unexplored. 

The data presented in this section should be  reprocessed a'ter first filtering 

in the frequency domain to improve the SNR (the improvement expected is about 

16 dB).    OTH radar systems will have to do this to achieve target detectability 

and it is of interest to see what happens to the improvement stability times as 

the bandwidth becomes less than the signal bandwidth.     Inc reased SNR will al- 

so   permit us to make a more stringent test of the nulling capability of a prac- 

tical two-dimensional array,   in that sidelobe responses are now undetectable 

in the adapted maps. 

The data taken with both I and 2 hop signals from SRI presented simultane- 

ously should be analyzed to examine the performance of an adaptive processor 

under the common situation in which a strong interferer arrives via two or 

more modes well separated in elevation angle.    The two-hop signal could be 

viewed as a desired signal and the one-hop as the interferer,   for example: 

a two-dimensional array should be able to deal with this situation effectively 

whereas a one-dimensional array (azimuth only) could not. 

Finally,   the data taken under conditions of heavy,   multiple source inter- 

ference (Ham bands,   international broadcast bands) should be used to examine 

the processor performance under conditions where the number of sources are 

greater than the number of array elements (which determines the number of 

degrees of freedom available and the number of nulls which can be steered). 
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6.0   SUMMARY AND CONCLUSIONS 

The  DARPA phased array facility n.ar Hudson,   Colorado has oeen 

modified to p«rmil thm collection of a data base on a two-dimensional HF array 

in a formal   suitable for adaptive processing     This has  Included the fabrication 

and installation of  )2  receivers.   U vertical monopole elements with has.   ampli 

tiers,  and the development of software for controlling the   data acquisition and 

recording system.     Data  have been collected under  a variety of conditions and 

in I form such that adaptive processing can be done in azimuth,   in elevaUoo. 

in frequency,   or in any combination of these.    Analysis  software has been 

written to reduce the data with conventional beamformin- algorithms and with 

existing adaptive beamforming algorithms (direct matrix inversion).    Analysis 

software lias also been written to produce  simulate i data tapes  for model 

..nvin.nments and model array configurations:   these have been user! to verify 

the data  reduction software and to study the ■ ffect  of array configuration on 

adaptive antenna  pe rl.. r.na nee .     The field data tapes  have  bee« m.cde available 

tO Ihe DARPA community and a limited amount of analysis of these tapes has 

been done at   Raytheon.     The principal findings of this analysis are the follow- 

ing" 

1. Verification that the HF environment will in lact permit several 

of the b.n Tits anticipated from numerical simulations; notably, 

a.      Noise  Floor Reduction:     reduction of the noise floor by 

30 dB or more over much of the sky.     This was achieved 

with pattern control alone (adapting in azimuth and eleva- 

tion but  not in frequency) against an int. rferer of modest 
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c. 

sir. nuth [10 '!Fi SNR m. asur. d .«i t h«   . lenient). 

Snli l«il)i'  Ki'liulion:     in .tlt.rn.Tt«   wir   ot vicwinfl tin   n'>i-.. 

Ilom   ri'lm tion achii-v«'! is that the effectW     iWelobc lev« ll 

of the .int« nna W9T9 reduced liy more than 10 dB<    For the 

flatu .vaminrfl to Hat»- (a ainule oominant Interferer ^'ith 

SN'K oi |0 HB at the element) the olfeel of antenna sidelobea 

were not merely reduced but were «-li'iin,«r<ri, in that siH»'- 

lobe  responses were lindeteCtahlc in the adaptively processed 

flat a. 

Effective Beamwidth:   the effective ^ <\B beamwidth of th«- 

ant. nna array  (after processinn) was reduced by as much 

as a factor of 6 when user) to map isolated signals having 

elemenl SN'R's oi order |0 dB.    That is,  the apparent angu- 

lar width ot discrete sourci s on skv maps was much narrower 

with ; daptive processing than with conv.ntional processing. 

M. asurement ol the lollowinu properties of the environment   vhirh 

i:iipact directly on the usefulness of adapti\e procestlag at  HF. 

a.      Stability of th.' Fnvironnunt:    the environment i han^es  rapidly 

in.       h so that if the optimum adaptive «reightl are reph.i i d 

by weiuhts  1   second old,   the loss in noise floor reduction is 

order  |0 dB.     For a situation in whu h the noise iloor reduc- 

tion with optimum weights was  3(   dB,   this means that  the 

reduction wili be only of order 20 uB if «reightl  1  second   »Id 

are used.     The upshot cf this is to   lUggeal that in practice 

the adaptive weights will have to be recomputed for each data 

block:    it remains to be seen how lon^ indi- idual data blocks 

can be without significant SNR penalty. 
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Limitations ol  Plan.-\V..vf M<a'i/ati..n:    i«r an ifi.al ant. nna 

(id. ntical .l.mcnt patt.rns.   no calibration rrrors),   ideal 

terrain (no scatl.rinn from local structures),  and ideal iono- 

sph.-ri.   refl.rtion (sinRle discret.- ivod.).   the amplitude of 

the signal would be uniform acros.' thr arriy and the phase 

wo..hi vary linearly.     Tor this rase the o-tput of conventional 

and ar'   ptiv.- processors would be the saire when str.r.d to 

,;„     ourcc direction    In practice,  how. vr,  it was found that 

tl><   <:.-partur. s from id.al Wf •Mttgh i«. g..   RMS amplitud. 

variations oi a few t   ns of percent acros. the array) to cause 

tie output ol the adaptive processor to be K to 30 dB less than 

the output  oi the conventional processor when steered in the 

source direction.     This  result was unexoected,   thouuh in 

retrospect  it  COUlc! have been predicted fro-i, the  RMS varia- 

tion from plane wave conditions report, d for other larue HF 

a-rays and numerical simulations of th-   impact of such varia- 

tions on adaptive processor performarc. .    It  is not  known to 

wha' . steut the observed departure from the plane wave 

ic -ali/ation is due to residual system cnhbralion errors, 

scaner.d fields from local irregularities,   or irregularities 

introduced by the ionospheric reflection process.     The 

recommendation is that  future data collection efforts be pre- 

c.-d.d by a test  in which a beacon t ransmitter is flown across 

the array to verify the calibration of the system as a whole 

(antenna and local terrain).    It should ba emphasized that the 

impact of departures from ideal plane wav conditions depends 

upon the SNR of the discrete sipnal and may not be a problem 
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lor Ihc low SNR signals of common intircs' in applications. 

\.      The «*ff»'rt of array configuration on adaptiv«- processor p«rform- 

anc«- was considered from th«' viewpoint of the systttn fi<'sinn«'r 

s««kinu lo plac«- tht- availabh- elerm-nts to In-st afivantajii-:    low 

r.-fhindam y sparst- arrays (hi- thry om- or two dimt-nsional) are 

lUggCBted as promisinp confipurations for makiag the most of the 

. ImuMts and processinp capability available ,    It has not been 

shown rigorously that such arrays are "b. st " in any specific 

sense but numerical simulations and comparisons with field data 

make it plausible for situations in which the poal is not merely 

to detect a signal (maximize SNR) but also to •» 11 where it's 

cominp from (maximize angular resolution). 
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