
AD/A-Ü01  069 

ENTROPY,   ECONOMICS,   PHYSICS 

Jacob  Marschak 

California   University 

Prepared  for: 

Office   of   Naval   Research 

October   1974 

DISTRIBUTED BY: m 
National Technical Information Service 
U. S. DEPARTMENT OF COMMERCE 

V 



Security Clagaification AD IA -001069 
DOCUMENT CONTROL DATA - R&D 

fSacurtfy cU«af/fc«rion ol ffrf«.   fwrfy of sfoafrArt and rnt/mnj; nnnnfarrnn must be enrered whtin  the overull rrpnrt ts  r lasmtted) 

I    ORIGINATING »CTIUI-'Y (Corporum author) 

Western Management  Science Institute 
University of California,  Los Angeles 

2«     HLPORTSCCuRrY    CLASSIFICATION 

Unclassified 
2 6    G K O u P 

3   ntfom TITLE 

Entropy, Economics, Physics 

4    DESCRIPTIVE NOTE? fTyp» of report and tnclufv» dntr,) 

Working Paper 
S   AUTHORfSJ (Lmil name, tint name   initial) 

Mnrschak,  Jacob 

C    REPO HT  DATE 

October 1974 
8a     CONTRACT   OB   GRANT   NO 

N00014-69-A-0200-4005 
b    P^OJICT NO 

7a     TOTAL   NO     OF    PAGfJ 76     NO     OF    REF5 

I 22 Jl 
9a     ORIOINATOP'S   RrPORT   NUMBERf5j 

Working  Paper No.   221 

96    OTHER  RIPORT   NOfS)   M ny o^ar numbers  l/>al mav be aaaldnad 
Ihla  raporf) 

10   A VA ILAtlLITV/UMITATION NOTICES 

idiU 

II    SUPPLEMENTAHY NOTES 12    SPONSORING MILITARY ACT IVITY 

13    ABSTRACT 

The entropy formula of  information theory measures,   in the  limit, 
tha minimum expected number of symbols needed to  store or transmit  a 
long sequence of d^codable messages.     It  is not  related to ether 
quantities,   also relevant to the cost,   or  relevant  to the benefit;   of 
information.    And  if   it  is  at all useful  to  compare degrees  of 
"uncertainty",   any concave symmetric  function on  probability  space has 
the  "intuitively"  desirable properties. 

The number of required symbols, e.g., of specified "par?:neters", 
does measure "disorder", said to characterize physical entropy. How- 
ever, in contrast to the minimum expected message length, the entropy 
of statistical physics is not derived by extremization; it is, in the 
limit, related to the probability of a given allocation of states 
among a large number of entities. 

The most probable allocation   (and thus maximt.n entropy)   which 
implies,   in physics,   the basic relation between temperature and the 
changes of heat and entropy,  has been  sometimes  interpreted as the 
most probable income distribution.    Maximization of entropy has also 
been proposed for statistical inference,  without clear justification. 

All this must be distinguished from the  study of physical 
entropy in o;:g«iniz,cCi human agglomerations. 

DD -A 1473 010J-«07-«»00 
NAUONAI    TCCHNiCAl 
I'iU/KfvlAi IÜN  SEHVICi 

Security Classification 

■■,!.. t.^'ti.'l;   VA   -■.  i '■ 



Security Classification 

KEY WORDS 
LINK  A LINK B LINK C 

INSTRUCTIONS 

i,   ORif.lNATlNG ACTIVITY;    Enter the name and address 
nf llw      nirartor. subcomractor, grantee,  Department of De- 
tensf .utivitv or other organization (corporate author) issuing 
the re|iort, 

J«     KFPORT SECURTY CLASSIFICATION;    Enter the over- 
all securitv classification of the report.   Indicate whether 
"Rt-slnrted Data"  is included.    Marking is to be in accord- 
.in. e with appropriate security regulations. 

21'.    ("iKOUP;    Automatic downgrading is specified in DoD Di- 
rective S2Ü0. 10 and Armed Forces Industrial Manual.   Kilter 
ihe Kr""i1 numher    Also, when applicable, show that optional 
rnarkinns have heen useil for Group 3 and Group 4 as author- 
ized 

t     KEJ'ORT TITLE;    Enter the complete report title in all 
. iipit.il letters.    Titles in all cases   »hould be unclassified. 
It a meat.ingful title i nnnot be selected without classifica- 
tion, show title i lasxification in all capitals in parenthesis 
nnmeclidiely following ihe title. 

I.    DESCRIPTIVE NOTES;    If appropriate, enter the type o( 
report, >■.>>., interuti, progress, summary, annual, or final. 
tiive ttie  inclusive dates when a specific reporting period is 
i overed. 

S.    AUTHOK(S);    Enter Ihe name(s) of authors) as shown op 
'i  in the report.    Entei lost name,  fust name,  middle initial. 
II :nilit,ir\,  show rank and branch of service.    The name of 
ihe jinni ip.il  .iijthor is an absolute tnininium requireinent. 

o     KII'OkT UATL.    Enier the dale of Ihe report as day. 
i' oilh.  year, or month, year,    if more than one date appears 

n Ihe it-port,  use date of puhl u al ion. 

V .      im Al. NUMBER OK PAGES;    Tbc total page count 

imposed by security 
such as; 

(1) 

(2) 

(4) 

IS) 

classification, using standard statements 

; opies of this "Qualified requesters may obtain 
report from DDC " 

"Foreign announcement and dissemination of this 
report by DDC is not authorized." 

"U. S.  Government agencies may obtain copies of 
this report directly from DDC.   Other qualified DDC 
users shall request through 

"U. S.  military agencies may obtain copies of this 
report directly from DDC   Other qualified users 
shall 'equest through 

"All distribution of this report is controlled, 
ified DOC users shall request thr-ough 

Qual- 

outtl follow normal pagination procedures, i.e. 
inilier of pages containing information. 

enter the 

111. 
the 

/.     NUMliK.R OF RKKERKNCES:     Enter the t-^1 number of 
■leie.i. es i lied in ihe report. 

CONTRACI  OK C'.KANT NUMHER;    II app, opnale, enter 
applii .iMe number of the lonlract or gran' under which 
rep. or was written, 

H , & B./ PROJECT NUMBER; Enter be appropriate 
i hlary department identification, such as proiect number, 
su..tiroject number,  system numbers, task r umber, etc. 

'if    ORIGINATOR'S REPORT NUMBER(5)     Enter the offi- 
i i.il report number by which the doccmer.. will be identified 
and controlled by the originating ac  ivity.    This number must 
be unique to this report. 

'»h OTHER REPORT NUMBER(S) If the report ha« been 
assigned any other report numbers either by Ihe otiginator 
or by (he sponsor), also enier this nu-"l er(s). 

10.   AVAILABILITY/LIMITATION NOTICES:   Enter any llm- 
ii at ions on further dissemination of the report, other than those 

If th? report has been lurmshed to ihe Office of Technical 
Services,  Department of Commerce,  for sale to the public,  indi- 
cate this fact and enter the price,   if known. 

11. SUPPLEMENTARY NOTES Use tor additional explana- 
tory  notes. 

12. SPONSORINC. MIl.'TARY ACTIVITY. Enter the name of 
the departmental project office or laboratory sponsoring (pay 
irttf lor} Ihe research anj development.    Include address. 

1 i     ABSTRACT:    Enter an abstract giving a brief and factual 
summary of the docu.r..-nt indicative of the report,  even I h" ugh 
it  may also appear elsewhere  in Ihe body ol  the technical re 
port     It additional space is required, a . . T . ■noal ion sh--et shall 
be attai bed 

ll is big 'ly desirable that Ihe ahslrai 1 of c lassilied reports 
be unclassified.    Each paragraph of the abstra. I  shall end with 
an induation of Ihe military security . lasstfi. .iiu.n of the in 
formation in ihe paragraph, represented as    r.si   fSj   iC)   or .(.') 

There is no limitation on the length of the abstract     How 
ever,  the suggested length is from ISO to   >2S words 

14     KEY WORDS:    Key words are technically meaningful terms 
or short phrases that characterize a report and may be used as 
index entries for cataloging th.   report     Key words must be 
selected so that no security cla.    ificalion is required     Identi 
fiers, such as equipment model de  ignation, trade name, military 
project code name, geographic locition, may be used as key 
words but will be followed by an indication of technical con- 
text     The assignment oT links, roles, and weights is optional 

Security Classification 



WESTERN MANAGEMENT SCIENCE INSTITUTE 

Universit.' of California, Los Angeles 

Working Paper No. 221 

ENTROPY, ECONOMICS, PHYSICS 

Jacob Marschak 

October, 1974 

*   5  (   < 

r- —ir 'a 
f'CV -2 i^:^ 

UUL: 
D 

This paper was supported by a grant from the Office of Naval 
Research, under grant number N00014-69-A-0200-4005. 

DISTBißüflON 

Approved fir public r-.-loase; 
Diatnbuti^r.  u.-h;; iV-i 



/. 

ENTROPY, ECONOMICS, PHYSICS 

*) Jacob Marschak, University of California at Los Angeles 

I.  As pointed o't by C. Brumat, no extremization occurs 

in the physicists' (e.g. E. Schroedinger's) derivation of 

entropy.  With P =df (p-^ • • • ,Pm) , 

ni^   =df * I  Pi ln Pi = 

= lim^ ^ _ [[In P(p;N)]A^ + In m , 

where P(p;N) - ,- Probability that Np. entities are in state 

m           m   Np. 
i (i=l,...,m) « 'Nl/ I 1 (Npi)'.] • I [ -ni  1 ; 

provided prior uniformity is assumed, i.e., jr.   = 1/rn, all i 

*) Prepared for the International Seminar on "Collective 

Phenomena and the Applications of Physics to Other Fields 

of Sciences" planned to be held in Moscow, July 1974, with 

the participation of dismissed Jewish Soviet scientists. 

If the Seminar cannot be held the paper will be submitted to 

the North-American meeting of the Econometric Society. 

San Francisco, December 1974. — Acknowledgements are due to 

the Alexander von Humboldt Foundation and the U.S. Office of 

Naval Research. 



II.     By contrast,   in  "information  theory",   entropy  is 

derived by extremization: 

m 
H(p)   =   lim. (mm 2 p.w.  •  In   r)/b 

i mi 

subject  to the decodability condition 

Zr'
Wi   <   1   ; 

where w.=  number  of  digits   in  the  code  word  encoding  the 

i-th  sequence   ("block")   of b  states;   and  r=   size  of code 

alphabet.     H(p)   thus  does measure   "disorder":     the  descrip- 

tion of  a crystal,   a circle can be encoded   in  fever  parameters 

than a  scatter  of   points.     But  do  physicists   relate  entropy 

to disorder  via  efficient  coding? 

Ill.     Thus H   increases with  the   length  of  an  economi- 

cally coded message,     and hence with the expected cost 

of  storing  and  transmitting  information;  but  not  with the 

cost  of collecting  it;   nor,   given  the  cost,   with  the expected 

gain to the   information user   (as  seems  to be  implied by H. 

Theil?).     The   la:ter depends,   not   only  on  p,   but  also on  the 

"benefit  function"     ß   (of actions a.   and  states z.).     In 

particular,   the  expected gain  from perfect   information about 

the  z.   is 
i 

gß(p)=df 2 p.   max.   ß(a.,zi)   - max.   Z pi ß(a   ,z.)   > 0   . 



The function Qai')   is concave  in p but not  necessarily 

symmetric.      (The  same  is true of  imperfect   information). 

IV.     "intuitively",   for any  "uncertainty function" U(p) 

(a) U  is symmetric; 

(b) U(p)   < U{l/m3...,1/m) 

(c) perfect  information 

= df U(p) - U(1,0,...,0) is non-negative. 

Now, these properties are shared by H with all other 

symmetric quasi-concave functions (or, extending (c) to im- 

perfect information, with all symmetric concave functions: 

De Groot) . As to the additivity property 

(d) H(p,q) = H(p) + H(q)  for p,q independent: 

it is exclusive to H but is relevant only to message length. 

(Note:  transportation and ware-housing costs, too, are addi- 

tive and are independent of the benefits and production 

costs of goods moved and stored'.) .  To compare and order 

(rather than to measure), additivity is not required. W. 

Hildenbrand, and H. Paschen, H. Theil, and others, used 

entropy to compare degrees of "concentration" (e.g., of an 

industry) and were criticized by P. Hart on empirical 

grounds. 



V. Now define 

m 
X =-,f S p.x. = fixed average income; and. 

wita x ss,-(x, , .. . ,x ) fixed, 

H*(X,x) =df H(p
(X'x)) =df maxp H(p) 

subject to 2p.x. = X. 

Then (with a Lagrange \  depending on X,x) 

p{X,x)= e  i/ const> 

Such an income distribution (FtP. Cantelli) is hardly 

realistic (prior uniformity was assumed in I. above'.). But, 

if X is interpreted as average energy and \   as inversely 

proportional to absolute temperature T, the defining property 

of the original, non-stochastic, concept of physical entropy 

obtains: 

dH*(X,x) = dQ/T,  where 

dQ =  dX - 2 p. dx. =,, heat supply. 

Detailed analogies with both information theory and a theory 

of income distribution have been proposed by H. Reiss. 



5. 

VI. The constrained maximization of H, as above, was 

proposed by E. jaynes and M. Tribus for the case of limited 

knowledge of prior probabilities and was recently applied 

to stock market analysis (J. Cozzolino and M. Zahner; D. 

Griffith and J. Snell) .  This approach should be compared 

with the "Laplace" assumption of uniformity over the proba- 

bility space, whether constrained with respect to its dimen- 

sionality n of p = (p,,..,,p ) or to some other property. 

Examples: 

Constraint: 

m=2. 

m=2; p,^ 2/3. 

rn=3? p^ 2/3. 

m=3. 

m=3; p2= p3 

tn=3; p^ 2p2-t- 4p3= 2 

Estimate of p: 

Laplace      Jaynes 

(1/2,1/2)    (1/2,1/2) 

(5/6,1/6)    (2/3,1/3) 

(1/3,2/3)    (1/2,1/2) 

(1/3,1/3.1/3) (1/3,1/3,1/3) 

(1/2,1/4,1/4) (1/3,1/3.1/3) 

(1/3,1/2,1/6) (.43. .35, .22) 

approx. 

The point in the (constrained) probability space that is 

obtained by the "Laplace" approach can be regardecl as the 

mean of the distribution of probability distributions. 

Superficially, the"jaynes" approach might be said to deter- 

mine its mode, and thus have the .dvantage of invariance 

under transformations of the random variable.  However, as 

stated at the beginning of this paper, entropy is related 
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to the probability of a given distribution under the assump- 

tion of prior uniformity over the set of values (called 

"states") of the random variable: TT . = 1/m.  This removes 

the invariance of the mode. 

VII. T-1 another context of statistical inference, maxi- 

mizing a generalized entropy amount ("discrimination 

information") was recommended by S. Kullback and has been 

applied to econometric estimation by G. Tintner and M.V. 

Rama Sastry. 

VIII. Application of the H-formula to interregional 

economics was also made (A. Charnes et al.) . It was criticized 

by S. Hansen and by M. Beckmann. 

IX. H measures the expected "optimal incentive to 

forecaster" under conditions (I.J. Good) which, however, were 

shown to be very special ones (J. McCarthy; A.D. Hendrickson 

and R.J. Buehler). 

X. Finally, not as a mathematical analogy but as a 

physico -sociological fact, N. Georgescu-Roegen has applied to 

the environment of industrial societies (as Schroedinger did 

to that of an organism) the above physical relation between 

heat supply and entropy increment, and the implied law of in- 

creasing entropy. He insists on its nonstochastic, hence more 

impatiently pessimistic, version. 



7. 

ABSTRACT 

The entropy formula of information theory measures, in 

the limit, the minimum expected number of symbols needed to 

store or transmit a long sequence of decodable messages. 

It is not related to other quantities, also relevant to the 

cost, or relevant to the benefit, of information.  And if it is at 

all useful to compare degrees of "uncertainty", any concave 

symmetric function on probability space has the "intuitively" 

desirable properties. 

The number of required symbols, e.g., of specified 

"parameters", does measure "disorder", said to characterize 

physical entropy.  However, in contrast to the minimum ex- 

pected message length, the entropy of statistical physics 

is not derived by extremization; it is, in the limit, re- 

lated to the probability of a given allocation of states 

among a large number of entities. 

The most probable allocation (and thus maximum entropy) 

which implies, in physics, the basic relation between tem- 

perature and the changes of heat and entropy, has been 

sometimes interpreted as the most probable income distri- 

bution. Maximization of entropy has also been proposed for 

statistical inference, without clear justification. 

All this must be distinguished from the study of 

physical entropy in organized human agglomerations. 
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