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“Whoever becomes the leader in this sphere (AI) will become the ruler of the world.”         

Russian President Vladimir Putin. 

 

1.0. Introduction.  

Contemporary military organizations must act faster and with greater precision to 

outmaneuver their adversaries and avoid inaccuracies within a counterinsurgency (COIN) 

environment.1 Moreover, this is a problematical task, founded on the complexities of COIN and 

the vast majority of insurgents have the advantage of operating within a familiar environment.  

Insurgency and COIN are the two faces of an extremely multifaceted variety of warfare in 

which the violent option is selected to realize the political aspirations of the insurrectionary 

faction.2 Adversaries perpetrate an amalgam of threats,3 such as the employment of conventional 

weapons, irregular tactics, terrorism, and criminal behavior to simultaneously and adaptively 

obtain their political objectives.4 

Counterinsurgents are required to focus on the insurgent network in order to achieve success, 

but if possible, must do so without inflicting harm on non-combatants. One solution to 

facilitating promptness and exactitude in targeting insurgent networks, and potentially reducing 

collateral damage, is examining the potential for employing Artificial Intelligence (AI) enhanced 

systems to augment High-Value Target (HVT) location in COIN.  

In order to assess the theory set out above, the thesis will examine the six distinct steps of the 

Find, Fix, Finish, Exploit, Analyze, and Disseminate (F3EAD) targeting process, in turn, to 

establish which part or parts may benefit from having AI as a force multiplier contributing to the 
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outcome. Additionally, in the course of examining the F3EAD process, the thesis will assess 

which stage in the cycle has the potential to cause the most significant level of collateral damage. 

2.0. Counterinsurgency Warfare. 

Insurgent networks accomplish their objectives by using subversion, by merging into the 

populace amid which the security forces operate, and by taking advantage of their most valuable 

weapon, the exploitation of any counterinsurgent miscalculations, which they can embellish 

through information operations or the media.5 Insurgency and counterinsurgency must be 

considered as war amongst the people. Therefore their political and military aspects cannot be 

separated as clearly as those of conventional warfare.6  

Political decisions will influence the planning and conduct of operations, and affect the 

behavior of the counterinsurgents. Military operations, whether successful or not will have 

serious political consequences on the political and legal environment. External powers may assist 

a host nation to focus its resources and capabilities on fighting a counterinsurgency, or they may 

deploy their forces to fight the insurgency directly. In either case, as examined in Victory has a 

Thousand Fathers: Sources of Success in Counterinsurgency,7 the employment of certain 

principles of COIN will be requisite to a successful outcome. 

Application of the principles of COIN warfare will mitigate the exploitation of regular forces 

by the insurgents. The United States of America (USA), the United Kingdom (UK) and the 

North Atlantic Treaty Organization (NATO) recognize the principles of COIN that the paper will 

cite. While semantics may vary, the fundamental recognized principles of COIN are, the primacy 

of political purpose, the unity of effort, understanding the human terrain, securing the population, 
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neutralizing the insurgents, gaining and maintaining popular support, operating in accordance 

with the law, integrating intelligence, preparing for the long term, and learning and adapting.8  

These principles must be applied to the accepted methodologies in countering an insurgency, 

which may be labeled as, Classic, Contemporary, and Insurgent COIN approaches. Classic and 

Contemporary techniques emphasize winning the support of the local population. Ideally, the 

government provides physical security, good governance, and economic opportunities, addresses 

the grievances that led to the insurgency, and thereby wins the population’s support. These 

actions prevent or severely hamper insurgent recruitment among the population, and at the same 

time deprives the insurgents of their cause.9 

Insurgent or enemy-centric COIN theory holds that the government’s primary focus must be 

the destruction of the enemy. Once the insurgent forces have been eliminated, economic 

development and improvements in governance can proceed. In practice, elements of the three 

approaches are used together. Security must be established by defeating local insurgent forces 

before people-centric COIN policies can be put into effect. Conversely, even the most relentless 

enemy-centric COIN campaign will have population-centric elements.10  

Furthering this strategy, some counterinsurgents, put tactics that seek to kill or capture HVT 

or the leadership of guerrilla organizations, at the forefront of their COIN efforts. However, 

some research shows that targeting insurgent leadership may be deemed counterproductive. 

Contrary to this, leadership targeting significantly increases the mortality rate of insurgent 

groups. Terrorist organizations are particularly vulnerable to leadership decapitation because of 

their organizational characteristics, which are brutal, secretive, and idealistic based, and magnify 

the difficulties of leadership succession.11 
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Classic and Contemporary COIN doctrines emphasize the population-centric aspects of 

COIN. Effective COIN operations along all the lines of effort are formed by timely, precise, and 

dependable intelligence, collected and analyzed at the tactical level and disseminated throughout 

the operational spectrum of the COIN campaign.12 Due to the dispersed nature of COIN warfare 

and COIN operations being prime generators of intelligence this is considered necessary. A 

process develops where operations produce intelligence and that intelligence drives subsequent 

operations.13  

Because COIN focuses so much on the population, through political and economic activities 

as well as conventional military actions, intelligence collection often has more in common with 

social analysis or anthropology than standard military intelligence. This requires learning new 

techniques of collecting and analyzing information and mastering new skills to utilize and apply 

the results in ways that enhance COIN campaigns.14  

3.0. Targeting the Insurgency. 

The contest between insurgents and counterinsurgents is typically a competition between 

human networks. Traditional relationships have been augmented by modern communications 

technologies that make networks more complex, faster reacting, and greatly empower those who 

use such media. Counterinsurgents have to understand how to find and exploit those enemy 

relationships while building and reinforcing their own.  

This can be accomplished by employing the Find, Fix, Finish, Exploit, Analyze and 

Disseminate (F3EAD) targeting process. F3EAD facilitates a quick targeting process and is 

applicable for the delivery of both lethal and non-lethal capabilities to create physical and 

psychological effects.  
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F3EAD makes possible the targeting not only of individuals in time-sensitive targeting, but 

furthermore, and possibly of greater importance, the establishment of consequential targets 

through judicious exploitation and analysis. F3EAD facilitates the interaction between operations 

and intelligence as it filters the targeting process.15   

F3EAD is a continuous process in which intelligence and operations nourish and sustain one 

another. The F3EAD process is configured to support the targeting of critical nodes by helping to 

analyze all characteristics of the threat network, identify the links between the critical nodes and 

focus dedicated intelligence collection assets. In turn, the resulting intelligence initiates kinetic 

strikes against the insurgent critical vulnerabilities, and provides an ability to visualize the 

operational environment.16  

However, the F3EAD targeting process is as complicated as it is, unfortunately, occasionally 

imperfect and fails to achieve the hearts and minds principle, and it is these failings that are 

regularly manipulated by the insurgents. An enhanced F3EAD stratagem that engages positively 

identified legitimate targets, and avoids collateral damage to non-combatants and associated 

infrastructure, has the potential to eradicate what General Stanley. A. McChrystal referred to as 

counterinsurgency math.17  

4.0. Artificial Intelligence. 

AI is widely defined as the study of the calculations that formulate the ability to perceive, 

reason, and act.18 However, in narrower terms, AI is characterized as non-human intelligence 

that is considered by its capability to reproduce human mental dexterity, such as pattern 

recognition, understanding of natural language, adaptive learning from experience, and 

strategizing or reasoning about others.19  
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Militaries have also considered AI in a functional context, along with others, one study on 

autonomy by the United States Defense Science Board (DSB), describes AI as the capability of 

computer systems to perform tasks that typically require human intelligence traits, such as 

perception, communication, and decision-making.20 These traits are requisite in COIN targeting 

or the F3EAD process, which is an active data, focused procedure.  

It is the data that requires rapid and accurate processing, and AI can provide these functions. 

AI systems employ algorithms, which are explained as the arrangement of commands and 

procedures that machines use to solve problems. They transmute data inputs into outputs and as 

such are the fundamental theoretical and scientific foundation of modern information technology 

(IT).  

One aspect of algorithmic sequencing that must be measured as essential in COIN is the use 

of big data. Big data is described as, extensive data sets that may be analyzed computationally to 

reveal patterns, trends, and associations, primarily relating to human behavior and interactions.21 

Big data has been increasingly used in social and psychological examination to divulge 

individual divergences and group dynamics.22 

The latter part of the big data explanation shows that AI employed algorithmic processing has 

the potential to become an exceptional force multiplier in future COIN warfighting. Before the 

current era, the decision-making process, inclusive of target selection (find, fix) and prosecution 

(finish), in warfare was always dependent on human reasoning.23  

Excluding the fact that human decision-making is enormously persuasive, it also has its 

limitations regarding speed, attention, and thoroughness. However, there is also a biological 

threshold to how rapidly human analysts can conclude an evaluation, and there is no eschewing 
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the cognitive load of formulating each momentous decision.24  

Following a determinate quantity of processing information, all human specialists necessitate 

respite and sustenance to restore their multifaceted cognitive abilities. Fatigued human brains 

become lethargic and have the potential to cease being capable of analytical processing, 

degenerating instead to spontaneous quick thinking. Consequently, this generates the underlying 

conditions for miscalculation and generating the circumstances that may lead to collateral 

damage.  

Machines enhanced with AI technology do not experience these restrictions. The brain of the 

AI technology is represented by conveniently duplicated software, which can run on hardware 

that is economical to produce, and can be positioned in amounts appropriate to fundamentally 

permit an endless source of tactical, operational, and strategic AI enhanced decision-making.  

Moreover, several authorities on AI reason that, deep learning, a subtype of machine-learning 

that is based on artificial neural networks modeled after the human brain is seen as one of the 

significant technological revolutions that could be decisive in gaining tactical and, perhaps, 

strategic advantage on future battlefields.25  

Hence, it is rational to assert that AI-enhanced systems will potentially make the F3EAD 

process further expedient, precise, and constructive in mitigating the risk from collateral damage. 

5.0. F3EAD Analysis. 

Cognizant of the preceding paragraph, and as stated in the introduction, the thesis will 

examine the six distinct steps of the F3EAD system, including, which phase in the targeting 

cycle has the potential to cause the most significant level of collateral damage.  
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This is seen as critical, given that the reduction of collateral damage is central to mitigating 

insurgent information operations (IO) that may result from inaccurate targeting. The assessment 

of the F3EAD methodology will assume that the cycle is beginning from a point where there is 

no information available to develop a legitimate target.  

5.1. Find. 

The find element of the F3EAD procedure ascertains a start point for intelligence 

gathering.  Generally, the find portion comes in the form of HVT nominations, at which the full 

range intelligence gathering capabilities are employed to get a starting point for the rest of the 

process.26 HVT targeting will most often be conducted in COIN operations where the enemy 

frequently hides among the civilian population.  

Persistent and exact intelligence is often the key to defeating a threat whose primary strength 

is denying friendly forces access to a target. AI algorithmic processing or, more precisely, the 

appropriate form of machine learning provides added value to achieve the level of intelligence 

required.27 In conjunction with Intelligence, Surveillance and Reconnaissance (ISR) platforms, 

machine learning can facilitate automation of one of the more time-consuming aspects of COIN, 

HVT positive identification.  

ISR assets are most effective against evasive targets when employed en masse. This may have 

been achieved with the use of “off the shelf” equipment. However, there have been issues with 

this strategy recently.28 The capacity for the insurgent’s to merge with civilians in the operational 

area (AO) requires tireless collection in order to locate and identify HVT.  

Concerning the potential for collateral damage, this phase of the F3EAD cycle, if conducted 
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accurately should limit or even eradicate any underlying effects. This will be due to the precise 

identification, not only of the HVT but of non-combatant individuals immediately located with 

them.  

The enemy is remarkably well concealed and necessitates multiple sources of intelligence. 

Nevertheless, intelligence-gathering disciplines functioning together can find HVT that are 

concealed in the population of the AO.29 Unfortunately, due to the fluidity of insurgent networks 

the time required by human analyses to process the data and positively identify HVT often 

allows the HVT to relocate before exploitation can be initiated. 

Frequently this leads to the targeting process, mainly of insurgent leadership HVT, taking an 

inordinate amount of time.30 It is anticipated that this is the juncture at which AI will become a 

force multiplier. The previously cited big data is gathered by the collection assets to be collated 

and processed by AI algorithmic computation.  

Specifically, incorporating computer visualization and machine learning algorithms into 

COIN intelligence cell systems. These systems would analyze the collected data and 

automatically identify HVT for targeting.31 This may be achieved by integrating an existing 

application programming interface (API) such as Amazon Rekognition or MarkLogic, packages 

that automatically perform detection and recognition analysis of images and videos to provide 

results.32  

In this capacity, AI is intended to computerize and accelerate the work of the human analysts 

to produce accurate, actionable intelligence. Also, it may permit human analysts to formulate 

more critical and timely decisions based on the data produced. The find element of the F3EAD 

cycle should afford potential HVT to be nominated for further development, which moves into 



 
 

10 

the next section of the F3EAD process, fix.  

5.2. Fix. 

Predominantly, fix is a continuation of the find piece of the targeting process. It develops the 

continuous information gathering effort that articulates the pattern of life of the HVT. The 

intelligence staff can formulate wide-ranging behavior models that will focus the specific 

collection requirements from analysis of the intelligence.33  

As with the find portion of the process, fix will benefit from the AI enhancements or 

multipliers already cited. To that end, several intelligence agencies have some AI research 

projects in progress. The Central Intelligence Agency (CIA) has numerous projects in 

development that leverage AI in some faculty to undertake tasks such as multimedia recognition 

or labeling to predict future occurrences approximating terrorist attacks based on wide-ranging 

analysis of open source intelligence (OSINT).34  

Intelligence Advanced Research Projects Activity (IARPA) is supporting numerous AI 

research projects intended to produce substantial apparatuses for the intelligence community.35 

Examples of its programs include developing algorithms to accomplish multilingual speech 

recognition and translation. Moreover and of note during the fix stage in targeting is a process of 

geo-location of images with no associated metadata.  

Metadata is data that describes other data. Meta is a prefix that in the majority of information 

technology conventions denotes a fundamental characterization or description. Metadata 

recapitulates essential facts regarding information, this, in turn, facilitates discovering and 

working with particular examples of data uncomplicated. 36   
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Examples of very basic document metadata might include, author, date created and date 

modified and file size.  Having the capacity to filter through that metadata creates the 

environment that simplifies the location of a specific document. However, if coordinates of the 

location of HVT can be achieved without having to input associated metadata, a reasonable 

conclusion is that this will assist in the fix process being expedited.  

Besides the potential geo-location improvements, there are also potential tools to conclude the 

purpose of a structure based on the pattern of life analysis. These examples and others are all 

requisites during the fix phase of the F3EAD process. Moreover, the expected amplification of 

precision in HVT fixing offered by the integration of AI-driven technology is expected to bring 

with it a decrease in the risk from collateral damage.  

Collateral damage continues to be the source of disquiet, particularly for international Non-

Governmental Organizations (NGO). The United Nations (UN) observes that the state of the 

protection of civilians is bleak, and the need for action to address it is urgent. As conflict [COIN] 

becomes increasingly urbanized, with the potential to affect tens of millions of people, the 

targeting of or failure to protect civilians cannot go unchallenged.37  

5.3. Finish. 

The addition of AI in the two previous steps of the targeting process is expected to increase 

the veracity and accuracy of HVT discovery, therefore acting as force multipliers for the finish 

stage. Importantly, the F3EAD process up to this point should have identified and nominated 

specific vulnerabilities that, if exploited, will accomplish the commander’s objective.  

This intention will be achieved in the application of the finish phase by tasking actions such 
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as capture, destruction, disruption, delay, degradation, neutralization or exploitation of enemy 

forces or resources critical to the enemy.38However, the nature of the finish phase in COIN 

brings with it definite complexities and generally requires a well trained and rehearsed finish 

force employing well-developed modes of operation to undertake the required action.39 

As shown previously AI is anticipated to enhance the searching and detecting of targets. 

However, the decision to engage that target is still made by the human-machine interface. 

Occasionally, the weapon system is contained on a single platform, such as a drone. The weapon 

system consists of the aircraft, multimedia array, pilot, and missile. The multimedia array 

searches for and acquires the target, the human decides whether to engage, and the missile 

carries out the engagement.  

All of these elements are necessary for the finish engagement to work. In addition to this, a 

weapon system should consist of all the components necessary to complete the entire combat 

observe, orient, decide and act (OODA) loop. If there is a human in the loop deciding which 

target to engage, even though AI may enhance the accuracy, time between target positive 

identification, and prosecution, it is still a semi-autonomous weapon system.40  

At present, there is research and development, especially into how AI technology can be 

incorporated into equipment capable of accomplishing the finish segment of the F3EAD process, 

without human interaction in the decide part of the OODA loop.41 Central to many of these 

projects are the Defense Advanced Research Projects Agency (DARPA).42  

DARPA and other agencies are looking at the feasibility of fully autonomous operated 

weapons systems, employing weak and strong AI. In general, weak AI can be summed up as 

artificial intelligence up to, but short of, human-level intelligence, whereas strong AI is described 
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as AI that is equivalent to human-level intelligence, potentially completing the finish portion of 

the F3EAD process without human interaction.43  

However, the potential for exploitation of collateral damage by insurgents due to autonomous 

weapons systems engaging non-combatant targets is currently perceived as too high, as the AI 

weapons technology has not been developed to the necessary level of strong AI.44 Irrespective of 

the methodology used to achieve the finish segment of the targeting cycle, by a human strike 

force or an autonomous AI driven engagement, if feasible, once the finish phase has been 

achieved, the HVT site must be secured and the position exploited.  

5.4. Exploit. 

Site exploitation is a systematic, comprehensive data gathering process to assemble potential 

intelligence.45 Optimum HVT site exploitation necessitates a predetermined methodology and 

standard operating procedures (SOP) including tactics, techniques, and procedures (TTP) such as 

search plans, prepared site exploitation kits, and tactical questioning plans.46 AI Biometric 

identification processing and AI, multimedia scanning technology, are examples of what AI 

enhanced technology can be employed here.  

F3EAD varies from other targeting methodologies because of its stress on the exploit and 

analyze steps as the principal effort.47 As for collateral damage potential during this phase, there 

is a low risk, as the HVT will have been secured by the counterinsurgent force and therefore will 

become a controlled environment, providing a semi-secure and safe environment for non-

combatants.  

Essentially, HVT and document exploitation help build the picture of the enemy as a system 
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of systems, which is accomplished with in-depth analysis and application of lessons learned by 

the counterinsurgents about the insurgents. 

5.5. Analyze. 

The outcome of the analyze phase is to examine and evaluate information and swiftly process 

it into actionable intelligence that can be exploited to defeat the insurgent network. Specific 

information may be instantaneously actionable, such as information offering the position of 

another HVT. Additional information might require further analysis and corroboration.  

The accumulation of information requires the counterinsurgents to rationalize operations to 

permit this data to be saved, examined, recalled and disseminated as necessary. New or 

additional HVT must be included in the collection and assessment process. Technical [AI] assets 

at all levels on the spectrum of conflict will also be significant, and apparatus to facilitate their 

incorporation must be expanded.  

This will entail adaptation of current planning methodologies and procedures, and learning 

how to integrate new sources, a study by the DSB concluded that autonomy [AI] would deliver 

substantial operational value, in multiple dimensions, across an increasingly broad spectrum of 

missions.48 Constant training for these type operations allows the progression and improvement 

of SOP, based on the application of lessons learned.  

AI has the potential to speed this process up, by being integrated into the analysis procedure. 

Together with the counterinsurgents application of lessons learned, it is noticeable that the 

application of terror as a tactic has evolved and one theory that may be offered for this is the 

application of lessons learned within terrorist organizations, and indeed between groups. An 
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example of this would be the so-called foreign fighters in various theatres of operation (TOO).49 

Based on this theory, a reasonable statement is that insurgent groups apply organizational 

learning. Toft and Reynolds remark that there are three levels of organizational learning, 

organizational specific, isomorphic learning, and iconic learning.50 These forms of organizational 

learning may shape the effectiveness of the counterinsurgents in the COIN campaign.  

Counterinsurgent and insurgent elements make use of lessons drawn from practice within the 

organization to improve the effectiveness of their operations. Toft and Reynolds observe that all 

of the above levels of organizational learning are important, but offer that isomorphic lessons 

may be considered the most imperative.51 Advancing the theory further, it may be assumed that 

transnational insurgent isomorphism is presently affecting the effectiveness of countering the 

insurgents.  

AI may offer the solution to counterinsurgents in terms of accelerated machine learning 

systems that can decipher this form of this insurgent isomorphism. In combination with this, Toft 

and Reynolds continue to state that two types of learning take place in an organization. These 

being passive and active learning, the former being described as knowing about something, with 

the latter described as knowing about something and taking action to rectify the deficiencies that 

have been brought to light.52  

Organizational learning is described in Aptitude for Destruction Volume 1: Organizational 

Learning in Terrorist Groups and Its Implications for Combating Terrorism, as the process 

through which a group acquires new knowledge or technology [AI] that it then uses to make 

better strategic decisions, improve its ability to develop and apply specific tactics, and increase 

its chance of success in its operations.53All of the points here reiterate the evolution of 
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insurgency previously shown.  

Moreover, the study advances by characterizing learning as a four-part process comprising of, 

acquiring, interpreting, distributing, and storing information and knowledge.54 Learning on the 

part of the counterinsurgents is imperative; currently, this is conducted predominately by human 

operators employing IT equipment, by introducing elements of the previously cited AI, this 

learning should advance exponentially. 

Toft and Reynolds propose that lessons generated through isomorphic learning then leads to 

hindsight. The availability of hindsight allows foresight to be expanded depending upon the 

degree and form of organizational effect, foresight or prediction produces opportunities for 

potential active learning to take place.55 

Furthermore, foresight or prediction is one of the aspects in the effective combating of 

extremism; this effectiveness to some extent revolves around being able to predict how groups 

are developing over time. This prediction will stem from information gleaned as to the modus 

operandi of any given insurgent group, which in itself is education based on lessons learned, in 

other words, organizational learning.56 

This organizational learning only serves to reiterate the assertion that incorporating AI 

machine learning into identifying these factors will likely become a force multiplier to offer the 

required prediction in a manner that affords the counterinsurgent the advantage. 57 FM 3-

24/MCWP 3-33.5 continues by stating, in COIN, the side that learns faster and adapts more 

rapidly, the better learning organization, usually wins. 58  

Incentives such as Project Maven, also known as the Algorithmic Warfare Cross-Function 
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Team are conducting research and development to this end.59 Counterinsurgents have in place 

the mechanism for organizational learning. At all levels of the spectrum of conflict, the most 

common tools that may be employed to initiate isomorphism is the After Action Report (AAR) 

and mission debriefing reports, which are compiled and data based for retrieval.60  

It is these databases and methods of retrieval that AI has the potential to expedite, processing 

the required information during the analyze phase. Given that counterinsurgents utilize 

publications such as FM 3-24/MCWP 3-33.5 as a guide in the operational execution of the 

transnational insurgency, it is evident that organizational learning is given a high priority.  

Therefore any force multiplier that can enhance the ability of an organization to learn and 

adapt to an ever-evolving adversary rapidly must be regarded as essential. AI can hypothetically 

become this enlarger. As previously quoted, the side that learns quicker is the side that will claim 

eventual victory, to quote T.E Lawrence from Science of Guerrilla Warfare, "Guerrilla War is far 

more intellectual than a bayonet charge.”61 

The intention is to make intelligence, not information. To do this counterinsurgents have to 

invest resources and focus on preparation. The level of dedicated resources, mainly human, will 

have a direct correlation to the quality and quantity of developed intelligence. Too few resources 

result in the extrication of raw information effort, instead of an analytical and understanding 

effort, AI will fill any gaps left by the lack of human resources.  

Ultimately, AI machine learning would enable machines to navigate and operate in highly 

complex environments and anticipate and quickly adapt to a variety of changing circumstances. 

These abilities are critical in situations where mere milliseconds in action-reaction dynamic can 

make a critical difference and any mistake, for example, in the selection and prosecution of 
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human targets, where errors can have the severest consequences. 

In this respect, the rapid analysis of large amounts of data, which far exceeds the abilities of 

human analysts, is of the most vital importance. Likewise, an integrated AI driven enterprise 

architecture62 will allow for the timely (a principle of good intelligence) dissemination of the 

processed intelligence.63 

5.6. Disseminate. 

The disseminate step is straightforward but time-consuming. The goal is to ensure that all 

concerned elements are aware of the intelligence available within the COIN environment, and 

beyond if necessary. Although information may appear to be irrelevant, it may hold the key to 

revealing a network for flanking units. Fortunately, the various computer programs and IT 

networks greatly aid the dissemination process.  

This can be further assisted by the introduction of the previously mentioned AI driven 

enterprise architecture, which is described as the fundamental organization of a system, 

embodied in its components, their relationships to each other and the environment, essentially a 

dissemination system.64 Prioritizing the dissemination effort is essential.  

Some information will answer priority intelligence requirement (PIR) and should be 

forwarded to the requesting agency immediately. Where AI enables correct judgments, this 

accumulation of processing power, disseminating intelligence that could perhaps even make 

attacks more discriminatory, thereby minimizing collateral damage in targeted killing campaigns.  

The machine-learning algorithms that underlie such capabilities are trained through the 

consumption of large amounts of real-world training data and once deployed, through 
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experience, could process the dissemination of intelligence autonomously. Further information 

may be essential based on the COIN operational setting, and this would be identified as such 

within the AI operational environment, flagged as such and disseminated accordingly.  

6.0. Conclusion. 

Algorithmic or AI warfare has become practical because of three key computing technology 

advances. First, is the exponential growth in computer processing power that has allowed 

implementing high-performance machine learning systems. Second is the sudden growth in big 

data, extensive datasets suitable to train learning capable machines. The third is the steady 

evolution of cloud technology allowing ready accessing of off-board processing and data.  

Given the compressed decision-cycles of advanced AI systems in comparison with a human 

decision-maker, autonomous gathering and collation of battlefield intelligence, as well as 

algorithm-based data analysis, maneuver and target selection, could provide crucial tactical and, 

by extension, strategic advantages.  

The thesis has shown that the combination of AI with the processes and associated technology 

of the F3EAD system will perform as a force multiplier. Inside the component parts of the 

F3EAD process, this will have the desired effect of increasing the counterinsurgents proficiency 

at various levels on the spectrum of conflict within a COIN environment.  

Additionally, the areas with the potential likelihood of collateral damage occurring within the 

F3EAD process have been highlighted. Decisively, an algorithm-based analysis of COIN 

battlefield intelligence as a basis for targeting decisions could also potentially make strikes more 

accurate, thereby minimizing collateral damage and the ensuing public backlash and insurgent 
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IO retort, which would be a highly significant development in the context of targeted killings.  

Guided by the Joint Capabilities Integration Development System (JCIDS) framework, the 

integration of future AI systems has the potential to permeate the entirety of military operations, 

from acquisition philosophies to human-AI team collaborations. Critical issues would include a 

possible need to develop clear categories of AI systems and applications. These categories must 

have rules-based and values-based decision processes clearly demarcated.  

Machines by nature will abide by literal interpretations of policy, rules, and guidance, a 

review of their development should be performed to minimize unforeseen consequences. The 

thesis has established a coherent framework for prospective discussions regarding the integration 

of AI systems in future COIN operations. Ultimately, future examinations must seek to answer 

questions as to the suitability of entirely autonomous AI targeting and weapons systems in COIN 

warfare. 
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