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Abstract 
 
Implementation of decision-making tools based on artificial intelligence (AI) has introduced a 
new set of concerns related to fairness in organizations. It is clear that human decision makers 
demonstrate biases and make errors in decisions related to hiring, compensation, discipline, 
and other human resource (HR) topics. Regardless, applicants and employees are expressing 
high levels of concern about the fair and appropriate use of AI in HR decision making. This 
chapter reviews research and theoretical perspectives about fairness in HR, including 
organizational justice and social exchange. We then compare these perspectives with research 
from the AI and information systems literatures to examine different viewpoints on fairness 
and why the fairness of decisions made by humans and AI systems might be judged 
differently. We highlight a potential paradox in thinking about automation and intentionality 
of AI decision tools, and discuss the potential impact on the use of these systems within HR.      
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Introduction 
 

The fairness of decisions made about human resource management (HRM) issues in 
organizations has been a concern of both research and practice for decades (Colquitt et al., 
2001; Gilliland, 1993; McCarthy et al., 2017). While people generally have an intuitive sense 
of what is fair and what is unfair, these terms are defined in different ways in different 
academic traditions. We start from the point of considering fairness as an evaluation of the 
appropriateness of different allocation decisions (e.g., Leventhal, 1980) or how rewards and 
resources are distributed. Research has consistently demonstrated that such allocation 
decisions in the human resources realm (e.g., hiring, compensation, performance evaluation, 
discipline) that are perceived as unfair have negative effects for both individuals and 
organizations. Individual employees experience lower levels of satisfaction with their jobs, 
lower commitment to the organization, and reduced trust when they perceive unfair decisions 
have been made about themselves or others (Colquitt et al., 2001; McCarthy et al., 2017). 
Organizations then may see decreases in their reputation as an employer, productivity losses 
among employees, and higher employee turnover. 

Many organizations see the use of decision tools that use artificial intelligence (AI) 
and the corresponding algorithms as a way to improve their HR decision-making processes 
and outcomes (Gonzalez et al., 2019). Following Strohmeier (2020), we define algorithmic 
decision making in the context of HR as “employing computer-based HR decision algorithms 
for drawing or supporting HR decisions” (p. 54). Knowing that humans have biases and make 
errors in HR decisions ranging from selection to discipline to negotiations, AI and the related 
algorithms are viewed as a way to make consistent decisions based on concrete data. Such 
decisions can be made more quickly, freeing HR staff and managers from time-consuming 
tasks such as reviewing job application materials (Gonzalez et al., 2019). These benefits 
notwithstanding, new technologies often have unintended consequences on organizational 
processes (Orlikowski, 1992), as may be the case with AI and algorithmic decision making 
(Kellogg et al., 2020).  

Evidence is beginning to accumulate that AI-based decision making can also be 
perceived as unfair. Biases that provide a distinct advantage or disadvantage to members of 
certain groups have been identified in some selection algorithms, such as the one reported by 
Amazon that evaluated female applicants as less qualified. These biases are also present in 
decision making algorithms affecting daily life outside of the employment context (e.g., the 
Apple credit card). Although there are clearly concerns with AI-based decision making, it 
appears that people may actually be holding these tools to a higher standard than human 
decision making (Dietvorst et al., 2015; Zerilli et al, 2019). Consider the example of self-
driving cars. Human operated motor vehicles are associated with over 1 million deaths per 
year globally (World Health Organization, 2020). In 2017, there were over 35,000 deaths 
from motor vehicle accidents in the United States and over 25,000 deaths in the European 
Union (Eurostat, 2017; National Highway Traffic Safety Administration, n.d.). However, a 
single 2018 death associated with a test of a self-driving car in Arizona was considered as a 
major setback for implementation of the technology. This seems to be an example of how “the 
errors that we tolerate in humans become less tolerable when machines make them” 
(Dietvorst et al., 2015, p. 115), a phenomenon that we argue is also observable in HR decision 
making.  

In this chapter, we explore why people might react differently to HR decisions made 
by humans and those made by AI supported tools. We review theories and models used to 
evaluate and predict the fairness of HR decisions and compare those to how fairness has been 
addressed in the AI literature. We identify decision maker intentionality as a critical feature of 
fairness from the social exchange perspective and examine how intentionality, autonomy, and 
social context play important roles in judgement of fairness.      
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Fairness in Organizational Decision Making 
 

There have been decades of research on fairness in organizational decision making in 
the fields of industrial-organizational psychology, human resource management, and 
organizational behavior. Much of this research examines fairness perceptions by individuals 
(such as job applicants or employees) about decisions that various organizational 
representatives have made about them. This research has been described extensively 
elsewhere (e.g., Colquitt et al. 2001; Colquitt et al., 2013; McCarthy et al., 2017; Rupp et al., 
2014) and in the context of AI decision-making (Robert et al., 2020); therefore, we will not 
review it in detail but rather identify some key themes and theoretical perspectives present in 
this research stream.   
 
General Fairness Theories 

Organizational Justice. One approach to the study of fairness in organizations is 
through the lens of organizational justice. This line of research has focused on different types 
of justice, or the rules people use to decide if a decision or event is fair (Colquitt et al., 2001; 
Colquitt et al., 2013; Gilliland, 1993). The literature has largely converged on four different 
types of justice: distributive, procedural, interpersonal, and informational. Distributive justice 
focuses on the outcomes of decisions about valued resources in organizations such as 
selection, pay, and promotion. Procedural justice focuses more on the process or procedures 
used to reach the decision. Informational justice narrows in on the information that people 
receive about decisions that are made, and the extent to which this information can explain 
“why procedures were used in a certain way or why outcomes were distributed in a certain 
fashion” (Colquitt et al., 2001, p. 427). Interpersonal justice addresses the extent to which the 
actors involved in making a decision treated the focal person with respect. These four types of 
justice are empirically distinct and show different patterns of relationships with important 
outcome variables in the literature (Colquitt et al., 2001; Colquitt et al., 2013). This literature 
has examined HR decision making in organizations broadly rather than focusing on one type 
of decision (in contrast, below we discuss literature that focuses on selection decisions). For 
example, the Colquitt et al. (2001) meta-analysis included papers that dealt with individual 
justice perceptions in HR topics including employee discipline, performance appraisal, 
layoffs, promotions, pay, negotiations, drug screening, and electronic control systems.  

This model of organizational justice is based on a set of criteria set forth by Leventhal 
(1980). For decisions to be considered fair, they should be based on decision rules that have 
the following characteristics: (a) applied consistently over time and across people, (b) free 
from bias, meaning that the decision is made without self-interest or preconceptions about 
people, (c) based on accurate information and informed opinion, (d) include a mechanism for 
correcting errors or oversights in the decision process, (e) opinions of various groups affected 
by the decision are represented and considered, and (f) conform to standards of ethics or 
morality “accepted by that individual” (Leventhal, 1980, p. 33). While these are intended to 
be general rules that apply across people, the individual judgments regarding any one decision 
could vary based on individual characteristics (e.g., personal standards of ethics). The HR 
research based on these rules has focused on systematic efforts to improve fairness 
perceptions across people, such as making decisions more consistent and gathering accurate 
information for making decisions.  

The AI literature (e.g., Robert et al. 2020) has been addressing some of these concepts, 
with some studies explicitly using the terminology of organizational justice theory and others 
more implicitly. The focus has been on distributive fairness outcomes, with some attention to 
procedural justice and less for interpersonal and informational. For example, in their 
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experimental study on perceptions of fairness in workplace decision making, Ötting and 
Maier’s (2018) vignette-based study found that the decision maker (human team leader, 
humanoid robot, or intelligent computer system) did not matter in terms of perceptions of 
procedural justice. The study, however, did not investigate interpersonal or informational 
justice.  

The justice dimensions do still seem to apply to a decision-making context in which 
AI plays a significant role. We can question the relevance of interpersonal justice with an AI-
based decision agent, as this type of justice generally refers to the interactions between two 
people. Early research on this topic as reviewed by Glikson and Woolley (2020) suggests that 
AI agents such as chatbots can meet some of the criteria of interpersonal justice, such as 
treating people with “politeness, dignity, and respect” when “executing procedures or 
determining outcomes” (Colquitt et al., 2001, p. 427), particularly when they take on human 
attributes (Kim & Duhachek, 2020).  

Social Exchange Perspective. Another view of organizational justice is based on the 
social exchange perspective (Colquitt et al., 2013; Rupp et al., 2014). Instead of focusing on 
the policies, procedures, or rules of how a decision is made, this perspective highlights the 
actor(s) involved in making the decision. A key question becomes, who is responsible for an 
act of injustice? The resulting attitudes and behavioral reactions are then targeted toward the 
party at fault, typically the supervisor or the organization as a whole (Rupp et al., 2014). If the 
decision maker acts in a just manner, then social exchange processes suggest that the 
individual will respond with positive reactions such as organizational citizenship behaviors, 
commitment, and trust. The focus of the responsible party and the individual reactions should 
match, such that supervisor-focused justice results in supervisor-oriented outcomes, examples 
of which are leader-member exchange (LMX), and organization-focused justice results in 
organization-oriented outcomes such as commitment (Colquitt et al, 2013). For social 
exchange processes to truly develop, a relatively long-term time frame is required. As such, 
the social exchange perspective may be more relevant to justice perceptions of employees that 
can unfold over multiple decisions in performance management, feedback, and labor relations 
processes rather than the short-term viewpoint of the typical applicant in a selection scenario 
(Colquitt et al., 2013; Rupp et al., 2014).   

Fairness theory (Folger & Cropanzano, 2001) similarly looks at decision fairness in 
the context of attribution to different actors, with interest in the process of making 
accountability judgments or assigning blame. This approach to fairness in HR decisions 
examines if there is someone who should be held accountable for the unfair decision. Fairness 
theory requires that there is a negative event that could be considered unfair, that the actions 
leading to the negative event were discretionary (i.e., the actions were intentional), and it 
violates some kind of moral code. The person who was negatively affected by the event 
would then use counterfactual thinking to decide when to assign blame. For example, they 
might imagine what alternative actions the decision maker could have taken. If there were no 
other options that seem feasible, the actions may be considered not under control of the actor, 
and therefore this person cannot be blamed.  

Conclusions on General Fairness Theories. The organizational fairness approaches 
discussed above are complementary. The types of justice approach (Gilliland, 1993; Colquitt 
et al., 2001) focuses on the “what/how” component of justice perceptions and offers specific 
rules through which organizations may improve fairness perceptions about their HR 
processes. The social exchange and fairness theory approaches (Folger & Cropanzano, 2001; 
Rupp et al., 2014) focus more on the “who/when” component of fairness judgments, thinking 
about who is responsible for an unfair decision or when they may be absolved from blame, 
such as when they could not have acted differently. These social exchange and fairness theory 
perspectives strive to account for situations where no particular individual warrants blame, 
such as when circumstances are beyond an individual’s control. In such cases, holding an 
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individual accountable for events that were beyond their control would, regardless of the 
specific rule in question, be inappropriate or unfair. Fairness, in other words, may be more 
about the general perception that the application of a specific rule is appropriate given a 
specific set of circumstances (Colquitt & Rodell, 2015; Colquitt & Zipay, 2015; Carmody, 
2015). In some circumstances, it may even be appropriate to hold no one accountable at all in 
that, “If no one is to blame, there is no social injustice” (Folger & Cropanzano, 2001, p. 1).  

The importance of blame, accountability, and appropriateness in social exchange and 
fairness theory perspectives raises several important questions about AI and fairness. Can and 
should we blame AI-decision tools? Can and should they be held accountable? Under what 
conditions, if any at all, might we hold AI-decision tools accountable? While we cannot claim 
to offer definitive answers here, we do explore such questions a bit further in the final 
sections of this chapter. Before doing so, however, it is helpful to contextualize the general 
fairness perspectives above within some specific HR applications where questions about AI 
and fairness are beginning to emerge.  
 
Application of General Fairness Theories to HR Contexts 

Applicant Reactions to Selection. A more concrete stream of fairness research focuses 
specifically on applicant reactions to the hiring process and decision (Gilliland, 1993; 
Hausknecht et al., 2004; Konradt et al., 2017; McCarthy et al., 2017). This research frequently 
applies the four types of organizational justice described above (Gilliland, 1993; Colquitt et 
al, 2001), examining the antecedents and consequences of applicant reactions. Reviews of the 
literature, both meta-analytic and more qualitative reviews, have found general support for 
Gilliland’s (1993) framework of the importance of distributive and procedural justice in 
applicant reactions to selection processes (e.g., Hausknecht et al., 2004; McCarthy et al., 
2017). Studies have consistently found that job relevant selection procedures, provision of 
explanations, and availability of feedback were particularly important to fairness perceptions. 
Konradt et al. (2017) demonstrated that the importance of different fairness predictors can 
differ at different points in the selection process, such that interpersonal treatment was more 
important for procedural fairness perceptions in their study early in the process while 
availability of explanations was more important later in the process.  

McCarthy et al. (2017) noted that the continued application of emerging technologies 
into the selection process has efficiency and cost advantages for organizations but mixed 
results from applicants in terms of their reactions. Some technology-based features such as 
easy to use online applications are viewed positively, but those that degrade the quality of the 
face-to-face experience or are perceived as invading privacy (e.g., use of social media) have 
been viewed more negatively. Blacksmith et al. (2016) suggested that negative reactions to 
online interviews may be due to perceptions of unfairness and frustration, because applicants 
have less ability to manage impressions in online interviews, which are viewed as less 
personal than face-to-face. Having interviews scored with AI could exacerbate this effect, as 
applicants could believe they have even less influence over the process (Langer et al., 2019). 
Perceptions of the AI system being responsible for unfairness could lead to some of the 
negative behaviors described in the literature, such as forming a negative opinion of the 
organization and communicating that viewpoint to family and friends (Hausknecht et al., 
2004). 
 Decision Maker Reactions to Selection Processes. Another stream of research has 
examined the perceptions of the decision makers in the selection process regarding their 
preferences for expert versus algorithmic decision making (e.g., Diab et al, 2011; Highhouse, 
2008; Kuncel et al., 2013; Nolan et al., 2016). In general, standardized selection processes 
result in more valid organizational decisions than unstandardized (e.g., unstructured 
interview) processes (Gatewood, Feild, & Barrick, 2011).  
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However, research and anecdotal evidence routinely show that hiring managers prefer non-
standardized or clinical methods for making hiring decisions. They believe that expert 
decision makers can make better decisions than impersonal algorithms or equations and 
believe that their own value as experts in the process is reduced when standardized methods 
are used (Highhouse, 2008; Nolan et al., 2019). These findings have not been specifically 
interpreted in line with the justice and fairness literatures, but we argue could be extended to 
suggest decision makers believe it is unfair to hiring managers to be “replaced” with 
standardized decision-making tools in the selection process. It is also important to note that 
this research has not been conducted using AI-based decision tools but rather with reference 
to a mechanical combination of data through a generic algorithm or formula (Kuncel et al., 
2013) or a computer program (Nolan, et al., 2016).  

Legal Perspectives on HR Decision Making. Within HR and I-O psychology, research 
and practice on fairness in HR decision making also must consider the legal perspective on 
fairness. Discriminatory employment decisions, for example, are one example of decisions 
that many would consider unfair. Within the United States, this is defined by the Uniform 
Guidelines on Employee Selection Procedures, with detailed definitions of adverse impact, or 
in Germany as defined by The General Equal Treatment Act (Allgemeines 
Gleichbehandlungsgesetz). Group-level cases of discrimination can be defined statistically, 
but individual cases cannot. Thus, we highlight that “Fairness is a social rather than a 
psychometric concept. Its definition depends on what one considers to be fair.” (Principles, 
2018, p. 22). In this chapter, we focus on fairness as defined societally and refer the interested 
reader to Yankov et al. (2020) who provide some practical suggestions on how to ensure that 
AI selection methods are responsive to legal requirements as described in the Principles.  

 
Summary. The organizational justice and social exchange perspectives offer two broad 

theories of fairness from which others have developed (e.g., Fairness Theory). They 
complement each other such that organizational justice establishes the set of desired rules 
governing fairness judgements and social exchange specifies under what conditions those 
rules may be acceptably broken, or when a particular set of rules may be seen as fair in one 
situation but not another. Organizational justice suitably describes circumstances for fairness 
with respect to job applicants.  Social exchange adds nuance that is necessary to also explain 
fairness judgements with respect to manager selection decision making (where we ask, fair to 
whom?) and general legal issues in HR Fairness in organizational settings is a complex issue 
that has been studied for almost a century. From these efforts arose rich, multifocal theories 
that offer different fairness definitions and situational contingencies for determining what is 
fair. While the study of AI is relatively new compared to the organizational sciences, many 
similar themes are already emerging with respect to fairness theories and definitions. We offer 
below a brief overview of this emerging research.  
 
Fairness from the AI Perspective 

Concerns about the intersection between technology, fairness, and legal use of tests 
are not new in HR, particularly when viewed through a social perspective (Jonas, 1982). 
Group administered intelligence tests, for example, constitute one of the most notable 
psychological technologies of the 20th century (Danziger, 1997), using the term technology 
here in the broader sense rather than representing a specifically digital tool. Once thought to 
be objective and free from human bias, and therefore ideal for selection and placement, such 
tests are now recognized as social products subject to the same fairness concerns as any other 
social process (AERA, 2014; Markus & Borsboom, 2013). Fairness, in other words, was once 
considered a property of the selection test itself rather than the modern view that fairness is a 
property of the test’s human developers.   
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To that extent that fallible human discretion is involved its development and 
implementation, no psychological test can be universally fair (Markus & Borsboom, 2013). 
Instead, test developers must often sacrifice some aspects of fairness in favor of others. For 
example, one conceptualization of fairness in employee selection testing is that applicant 
scores on an intelligence test collected at one point in time should be related to actual 
performance measured at a future date. Maximizing this view of fairness (most often called 
the test’s validity), however, often selects non-minority candidates at disproportionately high 
rates, which creates a different type of unfairness known as adverse impact (Pyburn, et al., 
2008). Just as human preferences and judgments may conflict with each other in different 
situation (e.g., Locke, et al., 1994), so too do different definitions of test fairness. 

Although one might readily dismiss concerns about different definitions of fairness as 
unique to psychological and organizational settings, similar concerns have been noted with 
respect to machine learning and AI decision-making technologies (D’Amour, et al., 2020; 
Green & Viljoen, 2020; Harrison, et al., 2020; Robert et al., 2020). Historically, “algorithmic 
fairness is grounded in objectivity and neutrality. Fairness is treated as an objective concept, 
one that can be articulated and pursued without explicit normative commitments” (Green & 
Viljoen, 2020, p. 6). For instance, many mathematical definitions of AI fairness rely on what 
is most often called a confusion matrix, which is a two by two contingency table such as the 
one shown in Table 1. In such a table, the number of predicted positive and negative 
outcomes are contrasted against the number of actual positive and negative outcomes, most 
often with the objective of maximizing the number of true positives and true negatives. A 
common definition of fairness drawing from the confusion matrix is to maximize accuracy, 
which is given as the ratio of true positives and true negatives to all observations, given 
formulaically as (𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇) (𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹)⁄ . For example, in the selection context, 
we would want to maximize the percentage of correct employment decisions (hired and 
performed well, not hired and would have performed poorly) relative to all applications.  This 
mathematical approach to assessing fairness does allow some evaluation of the fairness of 
employment decisions from the distributive justice point of view at the group level (Robert et 
al., 2020). 
Table 1. Typical Confusion Matrix 
 Predicted Bad Performer Predicted Good Performer 
Actual Good Performer False Negatives (FN) True Positives (TP) 
Actual Bad Performer True Negatives (TN) False Positives (FP) 

 
Although accuracy may initially seem like an adequate fairness metric, its definition through 
the confusion matrix requires the transformation of continuous variables (the test scores) into 
a categorical variable (pass/fail, select/reject). In doing so, the actual relationship between the 
two variables is oversimplified, which obscures meaningful fairness differences in the data, as 
shown in the figure. This tendency to oversimplify the situation in order to create a 
generalizable, situation-invariant metric is known as the universalism component of formal 
algorithmic definitions of fairness (see Green & Viljoen, 2020). There is evidence that people 
observing decisions made with such models perceive that maximizing accuracy may not be 
perceived as the fairest solution. For example, Harrison et al. (2020) found that lay 
individuals prefer machine learning models with equal false-positive rates across 
demographic groups to models with equal accuracy rates across groups. Fair, in other words, 
may mean equal access to opportunities across groups more so than equal distribution of 
outcomes between groups (see also Binns, 2018; Hardt, Price, Srebro, 2016).  

Thus, we see that similar to the movement in HR to consider individual perceptions of 
fairness, the discipline of AI is starting to shift from seeking abstract and context-invariant 
views of fairness to seeking more concrete and context-sensitive views of fairness 
(Hutchinson & Mitchell, 2020). Whereas the very concept of an employment test’s fairness 
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was once defined mathematically, contemporary employment testing views acknowledge that 
the foundational aspect of a test’s validity is the test’s intended use and the scores’ intended 
interpretation (AERA, 2014; Kane, 2013; Landy, 1986; Markus & Borsboom, 2013). A more 
general HR shift amounts to moving away from purely conceptualizing different types 

 
Figure 1. Confusion Matrix Example 

 
(e.g., distributional, procedural) of fairness that should be simultaneously maximized (i.e., the 
organizational justice view; Colquitt et al., 2001) to understanding the unique combination of 
individual and situational factors contributing to whether an action is fair, and for whom the 
consequences of the action are more or less fair (i.e., social exchange view; Rupp et al., 
2014). Within the context of AI, this shift amounts to moving away from formal, 
mathematical definitions of fairness to understanding the particular situations within which 
certain fairness tradeoffs are acceptable (e.g., increased false positive potential that also 
increases diversity; Allen, et al., 2006; Green & Viljoen, 2020; Harrison et al., 2020). 
 
Appropriateness of AI-Based Decision Making in HR 
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As noted above, it can be useful to define fairness broadly as the general 
appropriateness of HR decisions (Colquitt & Zipay, 2015) rather than equating justice and 
fairness. Appropriateness takes into account a range of judgements beyond whether or not 
specific justice rules have been followed. For example, research on stakeholder opinions of 
AI-based decision-making tools suggests that there is general recognition that they can be 
useful for making decisions quickly and consistently. However, there is also a widely reported 
perception of algorithm aversion (Harrison et al., 2020; Logg et al., 2019) that could lead to 
employees feeling that AI-based tools are inappropriate for use in HR decision making. Such 
aversions would likely lead to the negative reactions discussed in the justice and fairness 
literatures such as reduced intention to accept a job offer, lower job satisfaction and 
organizational commitment, or higher turnover intentions. Algorithm aversion is a broadly 
negative reaction to algorithms and a desire to avoid using them (Dietvorst et al., 2015). This 
aversion is aptly described by Edwards and Veale (2017) who noted, “The public has only 
relatively recently become aware of the ways in which their fortunes may be governed by 
systems they do not understand, and feel they cannot control; and they do not like it” (p. 19). 
Algorithmic aversion is partially due to individual characteristics such as the standards for 
ethics and morality discussed by Leventhal (1980) and affective reactions to specific 
technologies, such as the construct of creepiness as a reaction to interaction with new 
technologies (Langer & König, 2018). Below we review several situational and technological 
characteristics that are outside the specific scope of justice and fairness theories but are 
related to perceptions of the overall appropriateness of algorithmic decision making in HR. 

Reliability and Accuracy. Research on algorithm aversion suggests that people are 
highly sensitive to the reliability and accuracy of algorithmic decision tools, such that they 
want to avoid algorithms after they observe the tool making an error (Dietvorst et al., 2015; 
Glikson & Woolley, 2020). Automated decision/action systems need to be very reliable 
before they can be highly automated (Parasuraman et al., 2000). Strohmeier and Piazza (2015) 
argue that AI technology should result in not just good decision quality, but an improvement 
over prior quality levels in order to justify use of AI in HR decision making.  

Opacity. The extent to which people understand (or do not understand) AI-based 
algorithms is related to their acceptance of decisions made by such tools (Edwards & Veale, 
2017). Some of this opacity is due to the technical knowledge required to understand how 
machine learning algorithms are trained and applied (Kellogg, et al., 2020). Opacity is also 
the result of companies intentionally obscuring how the algorithms work for purposes of 
maximizing value and competitive advantage. For example, the vendors that market selection 
systems based on AI decision tools keep their tools proprietary as part of their business 
model. Transparency has been found to increase trust across a variety of situations (Glikson & 
Woolley, 2020). In fact, the movement toward algorithmic auditing is an effort to address 
opacity and increase trust in AI decisions by offering assurance from an objective third party 
that the algorithm is valid (Robert et al., 2020).  

Control. Managers may lose power in decision making, or be completely removed 
from a decision process, when AI decision tools are implemented (Kellogg et al., 2020). This 
concern about control is aligned with the finding in the HR literature that hiring managers 
prefer clinical or expertise-based decision making over mechanical combination of 
information, as discussed above. Managers and employees may also make attributions about 
AI-based decision systems that impact their overall acceptance of such systems. Individuals 
make attributions about the reasons for why organizations are implementing new HR systems, 
either commitment-focused attributions of service quality and employee well-being, or 
control-focused attributions of cost reduction and employee exploitation (Nishii et al., 2008). 
If managers view that the AI decision system is there to help them improve decision-making 
quality and perhaps reduce their workload, then they are likely to view it positively and be 
more accepting of it. In contrast, if they perceive that the system is there to control them for 
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the benefit of the organization, then they are likely to be less accepting of the system. From 
the applicant perspective, initial research suggests that interviewees may react negatively to 
highly automated interviews that incorporate AI because they perceive a lack of control over 
the situation, with less ability to influence the interviewer through social cues (Langer et al., 
2019).  

Task-technology Fit. The concept of task-technology fit (Goodhue & Thompson, 
1995) is important for the acceptance of AI-based decision agents (Strohmeier & Piazza, 
2015). Research has generally shown that people are less likely to accept the decisions made 
if they perceive that there is a mismatch between the technology and the task. Machines or AI 
agents are considered more appropriate for technical or mathematical tasks, while humans are 
more appropriate for social tasks (Glikson & Woolley, 2020). Kim and Duhacheck (2020) 
found in a series of laboratory studies that people were more accepting of (and persuaded by) 
AI agents when the system emphasized more concrete suggestions for how to perform a task 
(i.e., how to exercise or how to make soy milk at home) than when the system emphasized 
more abstract suggestions for why someone should perform a task (i.e., why exercise or why 
make soy milk at home). Thus, there was a match between the persuasive message offered by 
the AI agent and the perceived appropriateness of that message for an AI agent, resulting in 
greater intentions to engage in the behavior. However, when the AI was described with more 
human-like characteristics such as ability to learn or consciousness, this matching effect was 
reduced and AI agents were able to successfully persuade participants with the more abstract 
suggestions.  

In line with Glikson and Woolley (2020), one explanation for these findings is that 
providing abstract arguments about why someone ought to do something is a purely social 
task that should be reserved for human (or human-like) agents. Such findings are important to 
consider in that one major advantage of AI often discussed is autonomous decision making 
requiring little to no human oversight (Parasuraman et al., 2000; Roberts et al., 2020). As 
noted above, however, people may consider autonomy a fundamentally human characteristic 
(e.g., Ryan & Deci, 2000) and reserve such autonomous decision making only for human 
beings, particularly in social contexts or when stating why someone should make a particular 
decision or take an action.  

One such example in an HR context is an employment interview where applicants are 
asked a series of questions or to perform a series of tasks that will be used to evaluate their 
employment qualifications. Many interview questions or tasks are inherently social in nature, 
for example, how the interviewee would motivate others. Further, the process of interviewing 
has historically been a social process involving interpersonal interactions and mutual social 
influence. These factors suggest that interviewees are likely to expect some sort of social 
interaction during the interview, and that a human evaluator would be involved in determining 
if the candidate should be selected. In such situations, a fully autonomous AI would likely 
engender adverse applicant reactions or decision maker reactions by creating task-technology 
misfit between the social task (employment interview) and the AI’s more technical nature 
(Langer et al., 2019).  

User Expertise. Another individual characteristic than can affect perceptions of 
appropriateness for using algorithms is the level of user expertise in the relevant content 
domain. Logg et al. (2019) conducted a series of experiments comparing the extent to which 
people valued advice from an algorithm compared to advice from other people, consistently 
finding that for low stakes decisions (e.g., determining the weight of someone in a photo, 
predicting the popularity of a song) that people preferred to take advisement from an 
algorithm. This effect held until participants were asked to make decisions about a topic area 
in which they had expertise, when they found that experts discounted both the advice offered 
by algorithms and other people. Interestingly, in this situation, even the experts had less 
accurate results in the decision-making task (Logg et al., 2019). This aligns with the research 
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on managerial decision making for selection (Highhouse, 2018; Nolan et al., 2016), where 
managers prefer to make their own decisions on hiring rather than accept assistance from 
algorithms or computerized tools. When people lack expertise or view decisions outside of 
their own area of expertise, they are more likely to appreciate having an algorithm to assist 
them (Logg et al., 2019).   
 
Discussion 
 

This chapter has focused on the fairness of HR decisions made by humans compared 
to the use of AI-based decision tools for the same decisions. We have reviewed literature on 
justice and fairness in the HR and AI disciplines and examined a wide variety of features 
relevant to decision making processes that affect perceptions of fairness both for the affected 
party and the human decision maker. From what we see in practice, it is clearly acknowledged 
that human decision makers are fallible. They have biases, make errors in judgment, and fail 
to follow procedures that could enhance perceptions of fairness. And yet, people often prefer 
the judgments of humans over those of AI-based decision-making tools.  It appears that we 
seem comfortable applying different standards to people and AI when determining what is 
fair and acceptable in HR decision making.  

Fairness in the AI and HR decision making literatures has been approached 
differently, suggesting that we at a minimum have a different standard. In the AI literature, 
fairness has been defined and operationalized from a mathematical viewpoint, optimizing 
outcomes given a set of clearly defined assumptions. In the HR literature, fairness is typically 
rooted in human emotions, reactions, and experiences. There is a focus on how individuals 
react to their experience and what it means to them, regardless of (and sometimes in spite of) 
the math. Even when something is mathematically fair, given the stated assumptions, people 
may perceive a decision or experience as unfair based on their own expectations and 
individual differences. Creating an algorithm that could maximize the fairness perceptions of 
the hundreds or thousands of people in the pool for an HR decision is a very high standard 
indeed. Regardless, the need to broaden definitions of fairness has been recognized in the AI 
research moving towards more context-sensitive definitions (Green & Viljoen, 2020; Harrison 
et al., 2020). The concept of algorithmic realism (Green & Viljoen, 2020) encourages 
computer scientists and engineers to consider the context in which the algorithm will be used 
to better determine the quality criteria, and even ask if an algorithm is the most appropriate 
intervention. This is consistent with the notion of task-technology fit (Glikson & Woolley, 
2020; Strohmeier & Piazza, 2015), and its importance for the acceptance of AI-based decision 
agents. As long as applicants and employees believe it is more appropriate for humans to 
make decisions about hiring, promotion, performance evaluation, and discipline, this 
viewpoint suggests that AI-based decisions will be considered inferior and unfair even if 
mathematically the AI produces superior results.  

There are some logical reasons for why perhaps we should hold AI to a higher 
standard (Zerilli et al., 2019), particularly as it reaches higher levels of automation or 
autonomy. First, autonomous AI decision agents can make decisions about many more people 
at one time than a human decision maker can. Humans possess relatively narrow or bounded 
information processing capabilities that limit the impact of any single decision (e.g., Simon, 
2000). The bounds on AI information processing capabilities, however, remain an open 
question. Second, autonomous AI decision agents cannot be held legally responsible or 
accountable for their decisions. Managers can be disciplined or fired if they consistently make 
unfair personnel decisions (e.g., who to hire, who to fire). Finally, there are often procedures 
or committees in place to reduce human bias. Larger group of managers and HR 
professionals, for example, often review and discuss managerial decisions about whom to 
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promote or whom should receive a raise. This may not be the case for large numbers of 
decisions made by autonomous AI decision agents.  
 Some of this higher standard for AI is likely related to broader societal concerns for 
the impact of technology on our lives in unknown and unexpected ways (Orben, 2020). Orben 
calls this phenomenon technology panic, “in which the general population is gripped by 
intense worry and concern about a certain technology” (2020, p. 1144). One possibility for 
why we seem to be holding AI to a higher standard at this point in time is availability of 
information as a result of this intense concern about the impact of AI in general, and on 
workplace decisions specifically. A Google search of “AI decision making” results in 
hundreds of thousands of articles about how AI is being used in decision making in a variety 
of disciplines, with potentially inflammatory headlines such as “Is AI taking over1?” There 
may simply be more information available right now to the average person about concerns 
regarding AI decision making than unfair human decision making. Press coverage and social 
media coverage of AI certainly exceeds coverage of other potentially unfair HR decisions 
such as legal cases or US Supreme Court cases.   

Another factor strongly related to appropriateness, and therefore perceived fairness, of 
AI decision making is opacity. Research has been demonstrating the positive effects on 
fairness perceptions of applicants receiving an explanation and therefore understanding why a 
decision was made (McCarthy, et al., 2017). For example, if a person was not selected for a 
position for which they interviewed, providing some feedback about why they did not get the 
job offer often helps increase fairness perceptions. Guidelines for ethical practice recognize 
“that applicants deserve to know the meaning of the information collected about them and 
how the information was used to make decisions about them” (London & McFarland, 2017, p. 
409). Employers do not always offer such feedback. However, it seems plausible that people 
imagine that they could understand how another person made a hiring decision, and they 
could receive an explanation from a person if they asked for one, where this is less probable 
for AI-based decisions. Thus, even if AI-based decisions are more accurate and more 
consistent, which should be associated with fairness, we may be weighting understandability 
(or opacity) and explainability over accuracy and consistency (see Langer, this volume, for a 
detailed discussion of explainability). For example, it is quite possible that nobody in the 
hiring organization really understands how a decision is reached using AI tools such as 
automated analysis of video interviews. As noted by Burrell (2016, p. 10), “The workings of 
machine learning algorithms can escape full understanding and interpretation by humans, 
even for those with specialized training, even for computer scientists conceptualizing different 
types” (quoted in Kellogg et al. 2020, p. 372). Quite simply, if organizational representatives 
(managers, human resource professionals, or IS professionals) do not understand how a 
decision was made, this will limit the extent to which an explanation can be provided (see 
Edwards & Veale, 2017) and will make it more difficult for the applicant or employee to 
understand the decision and rationally evaluate its fairness. With limited potential for opacity, 
we have to look at other cues for judging fairness.     
 
 
 Fairness, Intentionality, and the Social Context of AI in HR 
 
 Early views of fairness in both HR (e.g., organizational justice) and AI (e.g., 
algorithmic formalism) sought consistent, de-contextualized sets of rules that could be applied 
in any situation. Such rules, it was assumed, would exist independent of any particular social 
context, or would be separate from any particular person or set of people. In the context of 
HR, such views began fading from scientific favor due, in part, to the humanistic shift away 

 
1 We found this phrase in over 5,000 Google search result items on 8 September, 2020. 
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from the more mechanical and asocial views of scientific management (e.g., Jaffee, 2001). 
Perhaps more than in any other area of HR, this shift is evident in employment testing and 
personnel selection where fairness became defined as a property of the test users’ intentions 
rather than of the test itself (Kane, 2013; Markus & Borsboom, 2013). A test’s fairness, in 
other words, could not be fully separated from the social context within which the test would 
be used (Principles, 2018).  

More generally, the idea of socially de-contextualized rules encourages societal views 
of technology as a fixed property of the physical environment rather than the as the product of 
social action (Jonas, 1992). While such technological views have generally fallen out of favor 
in the organizational sciences (e.g., DeSanctis & Poole, 1994; Orlikowski, 1992), such views 
remain prevalent in society at large and periodically re-enter the realm of scientific study 
(Orben, 2020). While one could argue that concerns about AI decision making are the most 
recent emergence of such views, the AI field has only recently begun recognizing the need to 
consider more socially contextualized views of fairness (Hutchinson & Mitchell, 2020) where 
an AI and the society that generated it are necessarily intertwined (i.e., algorithmic realism; 
Green & Viljoen, 2020). Viewing AI as a part of human social processes, however, likely 
contributes to unrealistic expectations of the technology (Hew, 2014), and hence the higher 
standard we have described.  

A core component of the more social exchange theory-like views of fairness noted 
above (e.g., Fairness Theory, Folger & Cropanzano, 2001) is the role of an actor’s intentions. 
For example, adverse treatment in selection is determined by the extent to which the 
organization knowingly and intentionally treats members of a protected class differently than 
members of the non-protected class. Adverse impact, on the other hand, is not necessarily 
intentional and thus may not be considered as unfair as adverse treatment. Adverse impact is 
legally defensible if using a validated selection instrument, but adverse treatment is never 
legally defensible.  

The critical question with respect to AI and fairness then becomes, “is AI capable of 
intentionality?” Although fully answering such a grand question is well beyond the purview 
of our efforts here (interested readers may wish to see, e.g., Floridi & Sanders, 2004 and Sun, 
2016), there is reason to believe that intentionality-possessing AI is, if at all possible, not 
likely in the foreseeable future (Hew, 2014). Within HR contexts specifically, we offer the 
more immediate question, “To whom should we ascribe an AI’s intentions when making HR 
decisions, and how should we determine whether those decisions are fair?” Fortunately, we 
argue that theoretical foundations to answer such questions in HR have already been 
established by the complementary streams of organizational justice (e.g., Colquitt et al., 2001) 
and social exchange (e.g., Rupp et al., 2014) theories described above.  

A good first step for the design and use of fair AI decision tools in HR is to ensure that 
the decision rules presented in organizational justice theory are followed. Some attention is 
already being paid to this as noted by Robert et al. (2020), with 72% of the papers in their 
review of the AI fairness literature addressing distributive justice, 48% addressing procedural 
justice, and 24% addressing interactional justice (the umbrella term for informational and 
interpersonal justice), even if they did not address these concepts explicitly. Thus, we could 
imagine that when a company is designing an AI decision-making tool such as a chatbot in a 
selection pre-screening process, they could design it to follow specific procedural rules in a 
consistent fashion, provide information about how the employment screening decisions are 
made, and respond to applicant requests with respect. For example, the chatbot could 
consistently ask each applicant about their prior work experience, tell them that this is an 
important part of the screening process, and respectfully inform those who do not meet the 
criterion that their application will not move forward in the process.  

In contrast, the social exchange perspective on fairness does not appear to have been 
applied to AI decision tools. Social exchange helps us identify when it is acceptable to break 
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the justice rules. These judgements largely depend on the decision maker’s intentions. For 
example, if humans were making employment screening decisions, they might decide to 
ignore the requirement for prior job experience if the applicant has other desirable 
characteristics such as belonging to an underrepresented demographic group or having 
graduated from the same university as the decision maker. The decision to keep the member 
of the underrepresented group in the pool could be viewed positively if the intention is to 
bring greater diversity into the work unit. The decision based on university affiliation could 
be viewed more negatively if the intention is to provide help to a friend’s child who does not 
have the requisite job skills. But if AI does not have intentionality, if it is “designed and 
programmed by humans to serve” (Kim & Duhachek, 2020, p. 363), then how would it break 
the stated justice rules? One example of breaking justice rules is when ML algorithms, such as 
the one developed by Amazon, include decision rules biased against women or other 
underrepresented demographic groups. Because of opacity, an observer may judge this feature 
to be the fault of the AI rather than the fault of the human programmers or designers.   

A different situation occurs when AI decision tools are advisory to the human decision 
maker. In this case, the human decision maker is still the relevant target for the fairness 
judgement and things would proceed as described by the social exchange theories. However, 
as AI agents become more autonomous, this will become correspondingly more difficult. 
When an employee is rejected for a promotion because of the results of an AI-based analysis 
of their recorded interview, we do not yet know how that employee would respond. One 
alternative is to assign blame to the manager or HR staff person who designed the assessment 
process. Counterfactual thinking could include thoughts that they should not be using these 
unproven and potentially biased computer programs, and this decision is unfair because if the 
assessment process had proceeded normally (with human assessors) then they would have 
gotten the promotion. Alternatively, they could blame the organization as a whole, as it 
developed or purchased the AI agent. Regardless of the level of autonomy, it seems 
inappropriate to blame the AI analysis tool because it has no intentionality. More research is 
needed in this area using samples of working adults using real AI tools to build on the 
foundation of early research in the HR field that has largely used vignette and simulation 
studies. 
 In conclusion, we see a potential paradox between attempting to enhance trust and 
potentially adoption of AI based decision agents by giving them human characteristics and the 
limited evidence about task-technology fit and social exchange expectations for AI regarding 
fairness. Kim and Duhachek (2020) found that people were more accepting of abstract 
recommendation messages by AI when they believed it had more human characteristics such 
as ability to learn. This suggests that task-technology fit can be manipulated with how the AI 
is described to users. However, we do not know if these findings would extend to situations of 
HR decision making. There is much research to be done in this area. For example, Robert et 
al. (2020) raised the question of the potential effectiveness of adding expression of emotion or 
regret in AI decision tools. Portraying AI decision tools as human may be contributing to the 
higher standards for AI that cannot be met, as “high expectations of anthropomorphic 
characters are designed to fail” (Gilkson & Woolley, 2020, p. 645). It would be unwise to 
design AI tools for HR such that they enter into the “uncanny valley” that increases 
perceptions of creepiness (Caballar, 2019) and rejection of the technology. However, at least 
with AI in its current form and in the foreseeable future (Hew, 2014), AI agents will not have 
the intentionality needed to be truly held accountable for their actions for quite some time. 
Even if they do reach the stage of having intentionality, it may not be possible within current 
social and legal frameworks to hold them accountable (Robert et al., 2020, Zerilli et al., 
2019), which may have negative impacts on fairness perceptions. More work is needed to 
determine legal accountability for HR decisions made on the basis of AI tools.  
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AI-based decision tools in HR are being implemented for operational efficiencies and 
often with the promise of reduced bias and enhanced fairness. Evidence suggests there are 
still many challenges in moving forward with the use of such technologies and in facilitating 
perceptions of fairness on the part of people about whom decisions are being made, with AI 
tools currently being held to a higher standard than human decision makers. For practice and 
future research in this area, a definition of fairness as appropriateness that integrates aspects 
of organizational justice theory and social exchange theory will likely help level the playing 
field.  
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