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1. Introduction 

The field of signal processing consists of several areas, each of which has its own 
set of advantages and limitations. When planning the design of a signal-processing 
system, the choice of the signal-processing subfield is the foundation for the design 
and carries with it the assumptions, advantages, and limitations of that subfield. 
Analog signal processing and digital signal processing (DSP) are mature subfields 
that account for most current designs.  

Continuous-time digital signal processing (CT-DSP) is an emerging subfield with 
some known advantages. For size, weight, and power (SWaP), continuous-time 
systems have demonstrated up to a 10 times reduction in power.1 A continuous-
time level-crossing analog-to-digital converter (ADC) application-specific 
integrated circuit (ASIC) has demonstrated greater than 100 dB signal-to-noise 
ratio (SNR).2 A patent-pending continuous-time pipeline ADC has demonstrated 
greater than 10-dB improvement in intermodulation distortion3 over a conventional 
software-defined radio architecture. 

CT-DSP has the benefits of analog signal processing (power is “proportional” to 
the slope of the input signal) without the limitations of conventional digital signal 
processing: frequency aliasing, quantization error, and control system lag. CT-DSP 
technology challenges include unclocked systems, asynchronous design 
techniques, nonuniform sampling, and still being an experimental technology area. 
With the development of asynchronous designs for field-programmable gate arrays 
(FPGAs),4–7 applications for CT-DSP are becoming practical for systems 
engineering.  

All models have built-in assumptions and limitations. In the words of G Box, “All 
models are wrong, but some are useful.”8 A compact disc9–11 has a 96-dB SNR. 
What are the assumptions used to calculate the SNR? We tend to learn the central 
concepts of a domain and then move on; per J von Neumann, “In mathematics, you 
don’t understand things. You just get used to them.”12 The importance of some 
discoveries was not well understood at the time. In 1850, Michael Faraday made a 
very astute observation about the future of electricity to William Gladstone, 
Chancellor of the Exchequer (Britain’s minister of finance): "Why, sir, there is 
every probability that you will soon be able to tax it!”13 

This technical report focuses on continuous-time analog-to-digital conversion and a 
software-reconfigurable radio architecture. To get past the conventional DSP mindset, 
a review of analog signal processing and conventional DSP is presented. The 
Introduction provides a foundation for the advantages of continuous-time systems for 
analog-to-digital conversion and software-reconfigurable radio architectures. 
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2. Signal Processing Introduction 

Most analog signal processing is based on the computational model of a linear time-
invariant (LTI) system. Discrete time is a computational model based on LTI 
systems and ideal Shannon sampling. The impulse response of a LTI system does 
not change with time. Standard linear signal processing techniques are used for both 
analog- and discrete-time signal processing.  

Continuous time (CT)∗ is shorthand for continuous time and “exact” quantized 
amplitude. CT is a computational model based on analog signal processing, linear 
time systems, and equivalence time (when the input signal exactly equals a discrete 
voltage level). Continuous-time systems are not linear time invariant; they are 
linear time variant. Linear system theory can be applied to continuous-time 
systems; however, the impulse response is time varying. 

To explain CT signal processing, a review of DSP is helpful. The theory and system 
design techniques for DSP are mature and have proven to be successful for a wide 
range of problems. Unfortunately, it is easy to take the mindset that DSP can solve 
all signal processing problems. There are limitations to DT systems, and some of 
them can be mitigated by using CT systems. DSP systems sample at fixed times 
and quantize the signal’s amplitude. The quantization produces a noise floor that is 
dictated by the amplitude resolution in bits. Most DSP techniques rely on the 
theoretical underpinnings of the discrete Fourier transform (DFT), which assumes 
that all signals are periodic. This limits the signal of interest to a set of discrete 
frequency components, and Shannon sampling aliases any part of the signal that is 
above the Nyquist frequency (half of the sampling frequency). One needs to 
understand the concepts of time limited and band limited. A time-limited signal’s 
Fourier series consists of harmonics at 𝑓𝑓𝑛𝑛 = 𝑛𝑛𝑓𝑓0 , where the fundamental frequency 
is 𝑓𝑓0 = 1

𝑇𝑇𝑤𝑤
 , and 𝑇𝑇𝑤𝑤 is the time width of the window. All Fourier series signals are 

periodic. No real-world signal is bandlimited. There are almost band-limited signals 
that are modeled as bandlimited. For DSP, an almost bandlimited signal can result 
in a higher noise floor. Because CT-DSP only samples signals at the equivalence 
times (exact time the input signal equals a discrete voltage level), the samples do 
not have quantization error nor frequency aliasing. 

Figure 1 illustrates signal processing architectures.14 Signal processing 
architectures cover continuous to discrete time and continuous to discrete 
amplitude. The boundaries between continuous and discrete for time and amplitude 
offer unique properties. The boundary regions are where signal classes overlap.15 

 
∗ Continuous time, as defined by Tsividis,14 is written here as “CT”; “continuous time” (spelled 
fully) refers to any time value on a number line. 
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For example, frequency modulation (FM) is both CT and asynchronous digital. For 
high sampling frequencies, FM and a binary waveform look the same. Pulse 
amplitude modulation can be continuous or discrete. Pulse amplitude modulation 
fits in analog signal-processing class (continuous time and continuous amplitude) 
and continuous-time signal-processing class. The boundary regions can be used to 
create useful approximations. For example, Li et al.16 used a tapped delay line with 
a very large oversampling factor to synthesize finite impulse response filters for 
continuous-time systems.  

 

Fig. 1 Signal processing architectures. There are four signal processing domains.14 
Continuous and discrete for both time and amplitude. The boundary regions offer unique 
signal processing properties.15 Discrete time is characterized by sample times = kT. Digital is 
quantized amplitude (amplitude = nΔ) and sample times = kT. For continuous-time signals, 
time is continuous (not quantized). Discrete-amplitude continuous time, often shortened to 
continuous time, is characterized by equivalence times, the times, tk, when the input signal 
equals a discrete value. At the equivalence times, the input signal exactly equals a discrete 
amplitude; there is no quantization error compared to digital signal processing. Continual 
signal processing is defined as exact “discrete” amplitude (no amplitude quantization error) 
and continuous time (time is not quantized). 
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In Fig. 2, conventional discrete time (uniform time steps) is compared to 
continuous-time quantized amplitude (nonuniform time steps, level-crossing 
sampling for quantized amplitude). For discrete time, each sample is a fixed time 
step apart (sample times = kT ). For a continuous-time signal, the time steps are 
nonuniform and the “sampling frequency” is proportional to the input signal’s 
slope. It self-adapts to the input signal’s characteristics, and it is energy efficient.  

 

Fig. 2 Comparison of discrete time (uniform time steps) to continuous time (nonuniform 
time steps). For discrete time, each sample is a fixed time step apart (sample times = kT). For 
a continuous-time signal, the “sampling frequency” is proportional to the input signal’s slope. 
The distance between samples is not constant (nonuniform time steps). The sampling 
frequency self-adapts to the input signal, and it is more energy efficient than DSP.  

2.1 Analog Signal Processing 

Figure 1 illustrates signal processing architectures. Analog signal processing is 
limited by device linearity and system noise power. Analog signal processing has 
its origins in the thermionic valve (tube) invented in 1908 by De Forest17 and the 
superheterodyne (superhet)18 receiver invented in 1918 by Armstrong.19 The 
superhet used analog multiplication to convert the received radio frequencies to a 
much lower intermediate frequency for further signal processing. In 1927, Black 
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invented the negative feedback loop,20 and in 1934 he published the foundational 
paper on negative feedback amplification. Philbrick developed a two-tube 
operational amplifier in 1948.21 

Shannon illustrated how pulse code modulation overcomes system noise by trading 
noise reduction for quantization error. In 1949, Shannon showed how quantization 
can be used to overcome noise for an arbitrary long (unlimited length) telephone 
cable.22 The National Television System Committee (NTSC) television standard 
for RGB television,23,24 retired in 2010, was the most complex analog signal in 
widespread use. 

2.2 Discrete-Time Processing 

Discrete-time systems process signals that are uniformly sampled in time, with 
amplitudes which may be either continuous or quantized. A charge-coupled device 
(CCD) is a discrete-time device with a continuous amplitude. A CCD is an array of 
capacitors. Stored charge can be transferred from one CCD cell to a connected CCD 
cell. W Boyle and G Smith invented the CCD camera in 1969 at Bell Labs.25 By 
the 1970s, CCDs were being used for common signal processing applications,26,27 
but by the 1980s, digital signal processing had surpassed analog signal processing. 

2.3 Digital Signal Processing 

Digital signal processing is a quantized-amplitude discrete-time signal: DSP = 
(quantized time = kT and quantized voltage or current = nΔ). According to the 
IEEE, 1948 was the year several key developments opened the doors to create what 
today is called digital signal processing28: 

• Shannon published the paper "A Mathematical Theory of Communication." 

• Oliver, Pierce, and Shannon published the paper "The Philosophy of PCM." 

• Bartlett and Tukey developed spectrum estimation techniques. 

• Bell Labs announced the development of the transistor. 

• Manchester University built the first operational stored program computer. 

• Bennett published his paper on the quantization noise model. 

In DSP, an analog signal is captured by sampling the signal at each clock tick and 
assigning it a quantization level. The clock operates at a fixed frequency, thus the 
samples are uniformly spaced in time. During this digitization process, three 
detrimental things happen. The frequency domain is folded, causing any out-of-
band frequency components, including noise, to be frequency aliased into the 
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passband. The value of each sample is forced to take on the nearest round-down 
quantization level, resulting in quantization error. The Nyquist frequency 
component ( fs/2 ) of the original signal is corrupted. All these sampling limitations 
can be mitigated, but at a cost. 

Shannon reconstruction of a uniformly sampled signal provided the basis for 
treating these systems as LTI. Signal reconstruction assumed an infinitely long 
signal, but real-world signals are limited in time. Therefore, reconstruction is more 
complex than Shannon’s model. Typically, it is assumed that the input signal is 
periodic. A periodic signal has the advantage of discrete frequency lines. Efficient 
signal processing techniques like the fast Fourier transform (FFT) can be applied. 
The assumption of periodicity also carries the limitation that the signal is now 
limited to the class of signals that can be represented as a sum of complex 
exponentials (discrete frequency components or spectra lines).  

Quantization error is a nonlinear effect, but Bennett demonstrated how it could be 
modeled as random noise in a linear-time invariant system.29 He expressed it in 
terms of the number of quantization bits, n, relative to a full-scale signal. The 
maximum SNR relative to a full-scale sinusoid is SQNR∗ = 6.02n + 1.76 dB. This 
equation allows system designers to specify the quantization step based on 
requirements for SNR and dynamic range. 

Large-scale networking and digital signal processing started in the 1950s. During 
World War II, the British created the Chain Home radar stations to monitor 
incoming attacks from Germany.30 In the 1950s, the Air Force developed the Semi-
Automatic Ground Environment (SAGE) air defense system31 radar network to 
monitor the North Pole for incoming bombers. SAGE was the first large scale 
interconnected network of system-of-systems. Starting on December 25, 1955, 
NORAD has tracked Santa Claus on his worldwide tour.32 Today, pervasive 
computing, software-defined everything, and the Internet of Things (IoT) are 
rapidly creating intelligent networked everything. 

2.4 Continuous-Time Signal Processing = Level-Crossing Analog 
Signal Processing 

CT-DSP as defined by Tsividis1 is continuous in time and discrete in amplitude. 
CT-DSP is “exact” discrete amplitude (no DSP quantization error) and continuous 
in time. Digital is defined as quantized amplitude and discrete time, and continual 
is defined as exact quantized amplitude and continuous time. Continuous-time 
signal processing properties are presented in the following list: 

 
∗ Signal-to-quantization-noise ratio.  
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• CT signal = exact quantized amplitude and continuous time. 

• Equivalence time when the input signal exactly equals a discrete level. 

• CT has no quantization error (DSP limitation). 

• CT is free of frequency aliasing (DSP limitation). 

• Continuous-time systems do not have control lag (DSP limitation). 

CT-DSP ADCs “sample” the input signal’s amplitude when the input signal exactly 
equals a discrete voltage level. The sample times are nonuniformly spaced, and 
there is no quantization error and no frequency aliasing. A bandlimited signal can 
be fully reconstructed from this set of samples, as long as the average sampling rate 
is at or above the Nyquist frequency ( fs/2 ) for that bandwidth.33 Unfortunately, this 
requires considerable computational effort. Instead, CT-DSP signals are typically 
processed as the asynchronous zero-order-hold (ZOH) representation of the sample 
set. These signals, as described by Inose et al.,34 are easily processed in real time. 
The disadvantage is that the ZOH representation creates unwanted harmonics, but 
unlike DSP signals, harmonics that fall out of band are not aliased and do not 
contribute to noise and distortion. 

Continuous-time systems were first considered in the 1950s for control systems. 
Continuous-time systems do not have control lag (time delay) like discrete time or 
digital systems. In 2003, Tsividis published research showing that continuous-time 
systems have useful properties, such as no frequency aliasing and no quantization 
error.35 In 2010, Kurchuk36 published a dissertation covering continuous-time 
signal processing. More recently, there has been significant research efforts to 
develop asynchronous FPGA implementations.4–7 A recent small business 
innovative research call for research proposals sought to develop continuous-time 
systems for signal processing applications.37  

2.5 Comparison of Signal-Processing Strengths and Limitations 

Table 1 compares the signal processing architectures listed in Fig. 1. Signal 
processing applications for continuous-time systems are shown in Table 2. Current 
integrated circuit (IC) fabrication is moving toward lower voltage and finer line 
widths. Figure 3 compares current IC fabrication trends for DSP and CT-DSP. This 
technical report focuses on CT analog-to-digital conversion and a CT software-
reconfigurable radio architecture.
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Table 1 Signal-processing comparison 

Technology Advantages Limitations 
Analog 

 

• Mature technology 
• Low cost 
• Can be low power 

• Limited to ~60 dB SNR 
(wideband NTSC television)  
• ~100 dB (narrowband) 

Discrete Time 

 

• Mature technology 
• Low cost 
• Charged coupled devices 

• Limited by aliased noise and  
• Control system lag 

Digital Signal Processing 

 

• Mature technology  
• Low cost 
• Low complexity  
• Clocked systems 

• Limited by frequency 
aliasing, quantization error, 
zero-order hold frequency 
response, and control system 
lag 
• Clock speed determines 
power 

Continuous-Time  
Signal Processing 

 

• No quantization error 
• No frequency aliasing 
• No control system lag 
• Low power 
• Less sample points 

• Research and development  
• Unclocked asynchronous 
design techniques required 
• ICs not commercially 
available 
• FPGA applications 
beginning for asynchronous 
systems 

 

Table 2 Continuous-time signal processing 

Technology Promising application areas 
Continuous-Time Signal Processing 

 
 

• Low-power medical applications 
• Low-power sensing applications 
• Control systems applications (no control system lag) 
• Analog-to-digital conversion 
• Software-reconfigurable radio applications 
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Fig. 3 Advances in IC fabrication: consequences to future signal processing 

Figure 4 illustrates the advantages of continuous-time systems for 
electrocardiogram (ECG) signals.38–40 The continuous-time level-crossing ADC 
only requires 225 samples compared to the 1250 samples for conventional DSP. 
Fewer samples result in lower energy. In Fig. 5, a frequency sweep illustrates how 
CT’s “sample points” are proportional to the slope of the input signal. CT’s 
“sampling frequency” self-adapts to save power. The CT signal has four sample 
points per half sine wave cycle. This is constant across the frequency sweep. The 
DT signal must have its sampling frequency computed for the highest frequency 
present in the frequency sweep. The discrete time signal’s sampling frequency is 
𝑓𝑓𝑠𝑠 > 2𝑓𝑓𝑏𝑏𝑏𝑏 , where 𝑓𝑓𝑏𝑏𝑏𝑏 is the bandwidth for the system. Due to the poor frequency 
response of a zero-order hold, practical systems typically use an oversampling ratio 
(OSR) of OSR = 8 to 16, so the sampling frequency is 
𝑓𝑓𝑠𝑠 > 8 ⋅ 2𝑓𝑓𝑏𝑏𝑏𝑏 = 16𝑓𝑓𝑏𝑏𝑏𝑏. The frequency sweep in Fig. 5 also illustrates the energy 
efficiency for continuous-time systems. 
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Fig. 4 Comparison of conventional DSP to CT for ECG signals. The 32-level, level-crossing 
ADC requires significantly fewer sample points compared to conventional Shannon sampling. 
This illustrates the low-power potential for nonuniform time step, level-crossing sampling. 

 

 

Fig. 5 Comparison of conventional DSP to CT for frequency chirp signal. For continuous 
time, the chirp signal has a constant number of sample points per half sine wave cycle. 
Frequency chirp will be a useful waveform for testing continuous-time systems. 
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2.6 Analog-to-Digital Conversion 

Continuous-time level crossing and conventional flash ADCs have the same 
structure. A conventional flash ADC has a bank of comparators to simultaneously 
compare a discrete set of voltage levels to the input signal. A digital latch is used 
to sample the binary estimate of the input signal. As shown in Fig. 6, the CT flash 
ADC has the same structure as a conventional flash ADC. The surprising difference 
is the CT flash ADC is simpler than the conventional flash ADC; no clocked latch 
is required to sample the output value. Since the CT flash’s sampling frequency is 
directly proportional to the input signal’s slope, it is more energy efficient. The 
equivalence time is the time when the input signal exactly equals a discrete voltage 
level. Since the amplitude exactly equals the input signal at each equivalence time, 
there is no quantization error like conventional DSP. 

 
Conventional Flash ADC Level Crossing Flash ADC 

Fig. 6 Conventional flash ADC and CT level-crossing flash ADC. CT level-crossing flash 
ADC has the same structure as a conventional flash without the clocked latch. The CT flash 
also is more energy efficient. 
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2.7 Software-Reconfigurable Radio (SRR) Architecture 

A software-defined radio (SDR) replaces traditional analog components, mixers, 
filters, limiters, and others with software implementations. For an SDR 
architecture, the main advantage is the real-time reconfigurability 
(reprogrammable). A software-based digital filter consists of filter coefficients, 
additions, multiplications, and delay elements. For example, a digital filter can be 
changed by simply changing the stored filter coefficients. Rohde41 published the 
first paper on SDRs in February 1984. Johnson42 published the first open 
publication about SDRs in May 1985.  

As technology has improved, the interface between analog and digital has moved 
closer to the antenna. Current SDRs are limited by the structure of the SDR and 
require high sampling frequencies, which means high power. A second limitation 
is that the analog front end causes high intermodulation distortion. In this report, a 
new SRR using a CT-pipeline ADC is presented. The new architecture overcomes 
limitations present in current SDRs. 

3. Discrete-Time Systems and Digital Systems 

Figure 7 illustrates two example discrete systems. Figure 7a is a temperature graph 
in hours for Yosemite, California, 2022 April 1–2.43 Figure 7b is the Half Dome at 
Yosemite National Park.44 The temperature graph and image illustrate two features 
of discrete systems. Discrete-time systems can only move forward in time. An 
image is a 2D discrete system. A pixel position is located using both positive and 
negative coordinates. 

 

(a) Discrete Time – 1D  (b) Discrete Time – 2D 

Fig. 7 Discrete systems: (a) 1D (time) (data courtesy of California Data Exchange Center, 
Department of Water Resources); (b) 2D (space) (image courtesy of the National Park Service) 
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Modern thermometers are accurate to ±0.2 °F (±0.1 °C). The lowest temperature45 
ever recorded is –128.6 °F on July 21, 1983, at Vostok, Antarctica (77° 32’ S, 106° 
40’ E, 11,220 ft [3420 m] elevation). The highest temperature46 recorded is 134° F 
on July 7, 1913, at Furnace Creek Ranch, California (36° 27’ N, 116° 51’ W, –179 
ft [–54.6 m] elevation). Temperature range is –128.6 °F through 134 °F, which 
equals 263 °F. For a temperature resolution of 0.1 °F, there are about 2700 
temperature steps (11.4 bits). Compare this to the resolution for a compact disc with 
65,536 steps (16 bits).10,11 For a temperature rate of change in °F/min, Great Falls, 
Montana, on January 11, 1980, recorded a 47 °F temperature rise in 7 min.47 The 
approximate bandwidth for this rise time of 47 °F/ 7 min is about 3 Hz (Eq. 1).  

𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 0.32
𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏ℎ

⇒  𝑏𝑏𝑏𝑏 = 0.32
𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

=  0.32
47° F

7 𝑚𝑚𝑚𝑚𝑚𝑚�
≅ 3 °F

sec
 (rise time for 2nd-order control system) (1) 

In the everyday world, time scales are relatively long and data points do not have 
to be highly accurate. For everyday systems like temperature, time scales and rates 
of change are small; sampling errors can be “large” compared to a compact disc 
system and still not change a measured value. For engineering systems, time scales 
are short, and high accuracy is required. Errors in timing can drastically reduce 
system performance.   

In engineering systems, Shannon sampling requires high accuracy. The next section 
discusses Shannon sampling. 

3.1 Shannon Sampling 

Shannon’s sampling theorem22 proves that a bandlimited input signal, 𝑥𝑥𝑖𝑖𝑖𝑖(𝑡𝑡), can 
be sampled and perfectly reconstructed. The sampling theorem is based on the 
model presented in Fig. 8. The sampling model assumes (1) sampling frequency, 
𝑓𝑓𝑠𝑠 > 2𝑓𝑓𝑏𝑏𝑏𝑏, where 𝑓𝑓𝑏𝑏𝑏𝑏 is the bandwidth of the input signal; (2) the sampling function 
is infinite in time; and (3) the reconstruction filter is an ideal low-pass filter. 
Unfortunately, an ideal low-pass filter cannot be built; an approximation called a 
zero-order hold is used. The infinite time extent assumption is a reasonable 
assumption for nearly all systems. 

 

Fig. 8 Block diagram for Shannon’s sampling and reconstruction theorem 
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The sampling function, 𝑠𝑠(𝑡𝑡), is a periodic array of delta functions, and it extends 
from time = -∞ to time = +∞. A band-limited signal has no signal energy outside 
the range of ± 𝑓𝑓𝑏𝑏𝑏𝑏 (here we have assumed a double-sided power spectral density). 
The input signal is required to be band-limited as shown in Eq. 2.  

 

Input signal is bandlimited.  There is 
no energy outside the range of 

-f
bw

+f
bw

2

 

(2) 

 
Shannon’s sampling theorem can be graphically proven using a few Fourier 
transform identities. Figure 9 shows the Fourier transform pair for the sampling 
function. The time domain sampling function and frequency domain sampling 
function only differ by scaling constants; on the graph, they look the same. The 
radian sampling frequency is 𝜔𝜔𝑠𝑠 = 2𝜋𝜋

𝑇𝑇
 , where 𝑇𝑇 is the time step between delta 

functions. The sampling frequency is 𝑓𝑓𝑠𝑠 = 𝜔𝜔𝑠𝑠
2𝜋𝜋

= 1
𝑇𝑇
. 

 

Fig. 9 Sampling function Fourier transform pair 

As illustrated in Fig. 10, by grouping pairs of delta functions, the sampling function 
can be rewritten in terms of an infinite sum of cosine terms. Figure 8 shows a block 
diagram for Shannon sampling. The discrete-time signal (also called a sample data 
signal) is found in Eq. 3. The sampling function is composed of an infinite number of 
cosine terms with carrier frequencies of 𝑛𝑛𝜔𝜔𝑠𝑠. The product results in an infinite number 
of amplitude-modulated signals. The ideal low-pass reconstruction filter removes the 
infinite number of amplitude-modulated signals to recover the input signal, 𝑥𝑥𝑖𝑖𝑖𝑖(𝑡𝑡). 
The infinite number of amplitude-modulated signals helps explain frequency aliasing.  

⟺ 
Frequency Domain Sampling FunctionTime Domain Sampling Function

Delta functions are T seconds apart Delta functions are        radians/second apart and and
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(3) 

 

Fig. 10 Time domain sampling function is an infinite sum of cosine terms. By grouping pairs 
of delta functions in the frequency domain, an infinite sum of cosine terms is found. The 
infinite sum helps explain the origins of frequency aliasing. 

Equation 4 gives the Fourier transform pair for the ideal low-pass filter. The sinc(at) 
function is the impulse response for the ideal low-pass filter. The sinc(at) exists 
before the time = 0. The sinc(at) impulse response breaks cause and effect and the 
sinc(at) filter cannot be built. An approximation to the sinc(at) function called a 
zero-order hold is used. Figure 11 illustrates Shannon sampling in the time domain. 

 

 

(4) 

 

The sum is an infinite number of carrier frequencies

The product is an infinite number of amplitude modulated signals.

Carrier 
Frequencies

DC
 T

er
m

⟺ 
Time Domain Sampling Function Frequency Domain Sampling Function

Time domain sampling function is a form of amplitude 
modulation with an infinite number of carrier frequencies

 Each pair of delta functions corresponds to a cos(nω t) term.s

⟺ 
-f

c
+f

c

Ideal Low Pass Filter
Frequency Response

Fourier transform pair
sinc(at)

rect(jw)



 

16 

 

Fig. 11 Shannon sampling algorithm in the time domain. The input signal is sampled using 
an array of delta functions. The input signal is exactly recovered using an ideal low-pass filter 
with a sinc(at) impulse response.  

Figure 12 converts the Shannon sampling block diagram to the frequency domain. 
The input signal’s frequency spectrum is sampled by convolving it with an array of 
delta functions. The discrete-time signal’s frequency spectrum is the input signal’s 
spectrum replicated across each delta function. By applying an ideal low-pass filter, 
the frequency spectrum of the input signal is exactly recovered. As described in 
Fig. 13, frequency aliasing occurs when the sampling frequency is too low and the 
input signals’ spectrums overlap. Frequency aliasing cannot be removed. The AM 
signals for n ≥ 1 cause frequency aliasing. If the input signal is a cosine, the product 
of cos(2𝜋𝜋𝑓𝑓1𝑡𝑡) ⋅ cos(2𝜋𝜋𝑓𝑓2𝑡𝑡) results in sum and difference frequency terms in 
cos[2𝜋𝜋(𝑓𝑓1  ±  𝑓𝑓2 )𝑡𝑡]. The sum and difference frequencies, 𝑓𝑓1  ±  𝑓𝑓2, are what cause 
frequency aliasing. 
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Fig. 12 Shannon sampling in the frequency domain. The input signal’s frequency spectrum 
is sampled by convolving it with an array of delta functions. The discrete-time signal’s 
frequency spectrum is the input signal’s spectrum replicated across each delta function. By 
applying an ideal low-pass filter, the frequency spectrum of the input signal is exactly 
recovered.  

 

 

Fig. 13 Frequency aliasing occurs when the sampling frequency is too low and the input 
signals’ spectrums overlap. Frequency aliasing cannot be removed. If the input signal is a 
cosine, the product of 𝐜𝐜𝐜𝐜𝐜𝐜(𝟐𝟐𝟐𝟐𝒇𝒇𝟏𝟏𝒕𝒕) ⋅ 𝐜𝐜𝐜𝐜𝐜𝐜(𝟐𝟐𝟐𝟐𝒇𝒇𝟐𝟐𝒕𝒕) results in cos[𝟐𝟐𝟐𝟐(𝒇𝒇𝟏𝟏  ±  𝒇𝒇𝟐𝟐 )𝒕𝒕]. The sum and 
difference frequencies, 𝒇𝒇𝟏𝟏  ±  𝒇𝒇𝟐𝟐 , cause frequency aliasing. 
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Figure 14 shows an approximation for the sampling function with 50 terms and 100 
terms. The infinite summation for the sampling function in Fig. 10 converges very 
slowly. The slow convergence causes limitations for real-world ADCs. 

 

Fig. 14 Sampling function approximation. The sampling function has a slow convergence. 
For 50 terms, the peak amplitude is 50, and for 100 terms, it is 100. Each term adds 1 to the 
height. The sum converges very slowly. The slow convergence causes limitations for ADCs.  

For a discrete-time system, Fig. 15 shows exact reconstruction of the input signal 
using weighted sinc(at) functions. The weights are from the discrete time values as 
shown in the top of the figure. The middle graph shows 16 weighted sinc(at) 
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functions, and the lower graph shows the reconstructed input signal. Since sinc(at) 
converges slowly, a very large number of terms is required for reconstruction. In 
the ideal case with an infinite number of terms, reconstruction is exact (see Fig. 8). 

Ideal Shannon sampling is limited by a high sampling frequency. Shannon 
sampling does not consider the slope of the input signal. For regions with a low 
slope or high slope, the same number of samples are taken. This is not power 
efficient. As illustrated in Figs. 12 and 13, if the sampling frequency it too low, 
frequency aliasing occurs. Frequency aliasing cannot be removed after it has 
occurred. The ideal low-pass reconstruction filter cannot be built. An 
approximation to the ideal low-pass filter called a zero-order hold is used. The zero-
order hold will be used to create a practical model for an ADC. The practical model 
is used to derive performance characteristics for an ADC. 

 
Fig. 15 Illustrates signal reconstruction using weighted sinc(at) functions placed at each 
sample value. The weights are equal to the discrete-time signal’s amplitude (top graph).
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sinc() functions

Reconstructed
Estimate of the 

Input Signal

Single Weighted 
sinc() function

Discrete Time Signal
Discrete time value = 

weight for sinc( ) function



 

20 

3.2 Amplitude Quantization 

Figure 16 shows the transfer function for a 3-bit quantizer with a 0.0- to 3.5-V input 
range mapped to the eight discrete output values of 0Δ through 7Δ. For an input 
voltage = 2.3 V, the quantizer outputs 5Δ, where Δ is the volts/step for the quantizer. 
Bennett’s linear quantization error model calculates the "noise" power for 
quantization error.  

 
Fig. 16 Input voltage/output quantization transfer function 

Bennett’s quantization error model29 is a linear model.  The quantization error is 
modeled as a uniform random process called quantization “noise.” The following 
list describes the conditions for Bennett’s quantization error model48: 

• Input signal does not exceed the input range of the quantizer. 

• There are many quantization steps. 

• The quantization step, Δ, is small. 

• The current input to the quantizer does not depend on previous values 
(e.g., no feedback). 

Bennett’s quantization noise power equation is found in Eq. 5, where Δ is the 
quantization step. Since Bennett’s quantization noise model has a uniform power 
spectral density, by oversampling, the noise power in a small bandwidth, fbw , is 
reduced by 10log(OSR) dB.  The OSR = fs/fr where fs = the oversampled sampling 
frequency,  fr = sampling frequency required for a much smaller bandwidth and  
fr = 2fbw where fs ≫ fr. 
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𝜎𝜎𝐵𝐵2 =  Δ2

12
 W 

Bennett’s quantization noise power equation 

Δ = quantization step in volts/step  
(5) 

3.3 ADC Model 

Figure 17 illustrates a practical model for an ADC. The quantizer uses half-step 
offset quantization to convert the input voltage to a quantized value. Half-step offset 
quantization in Fig. 18 has a smaller quantization error than round-down 
quantization. Equation 5 is Bennett’s quantization noise power equation. The signal 
power is calculated using a full-amplitude sine wave that completely fills the input 
voltage range as illustrated in Fig. 19. The ADC model in Fig. 17, Bennett’s 
quantization noise model29 in Eq. 5, and a full-amplitude sine wave (Fig. 19) are 
used to calculate the signal-to-quantization-noise ratio for an ADC. Equation 6 
gives the SQNR equation for an n bit quantizer with oversampling. Equation 6 is 
the fundamental SNR metric for analog-to-digital and digital-to-analog converters 
(DACs), where n is the number of converter bits and OSR is the oversampling ratio. 
A compact disc has SQNR ≈ 6 ⋅ 16 = 96 dB for a full-amplitude sine wave. If the 
input signal is 0.1⋅full scale, the SNR is 76 dB (equivalent to 12.3-bit resolution), 
not 96 dB (equivalent to 16-bit resolution). 

 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑛𝑛 ,𝑂𝑂𝑂𝑂𝑂𝑂) = 6.02𝑛𝑛 + 1.76 + 10𝑙𝑙𝑙𝑙𝑙𝑙(𝑂𝑂𝑂𝑂𝑂𝑂) dB   (Fundamental ADC and DAC Equation) 
 

 
(6) 

𝑂𝑂𝑂𝑂𝑂𝑂 =
𝑓𝑓𝑠𝑠
𝑓𝑓𝑟𝑟

=
𝑓𝑓𝑠𝑠

2𝑓𝑓𝑏𝑏𝑏𝑏
 where n = number of quantizer bits, 𝑂𝑂𝑂𝑂𝑂𝑂 ≥ 1, and  

𝑓𝑓𝑏𝑏𝑏𝑏 is the bandwidth of the low bandwidth signal. 

ADCs are named for the conversion algorithm. Common ADCs include dual slope, 
flash, pipeline flash, successive approximation register, and delta sigma (also called 
sigma delta). Figure 6 illustrates a flash ADC. 

 

Fig. 17  Conventional ADC model. Shannon’s sampling theorem requires the input signal to 
be bandlimited and the sampling frequency to be 𝒇𝒇𝒔𝒔 > 𝟐𝟐𝒇𝒇𝒃𝒃𝒃𝒃. A zero-order hold provides a 
constant value for 1 time step. The quantizer converts the ZOH signal to a quantized value. 
The coder stage assigns a digital code to the quantized value.  
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Fig. 18 Half-step offset quantization. For round-down quantization, the quantization error 
is bounded by 𝟎𝟎 ≤ 𝐪𝐪𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮𝐮 𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞 ≤ 𝚫𝚫. For half-step offset quantization, the 
quantization error is bounded by −𝟏𝟏

𝟐𝟐 𝚫𝚫 ≤ 𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪𝐪 𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞 ≤ +𝟏𝟏
𝟐𝟐 𝚫𝚫. Half-step offset 

quantization has half the maximum quantization error. 

 
Fig. 19 Full-amplitude input sine wave. A sine wave that completely covers the input voltage 
range is used to calculate the signal-to-quantization noise ratio for an ADC. 
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4. Continuous-Time Signal Processing 

Continuous-time systems (exact quantized amplitude, and time is continuous) offer 
several advantages over Shannon sampling:  

• Free of frequency aliasing.14  

• SWaP-C up to 10 times power savings in some cases.1  

• Greater than 100 dB9 SNR has been demonstrated.2  

• No control system lag2 (no time delay).  

• Computation cost is proportional to input signal’s instantaneous slope 
(signal activity).  

• Since CT is not band limited, it can potentially detect super-oscillations 
(localized fast transients that can occur in amplitudes of widely different 
scales49) that cannot be detected by Shannon sampling methods.  

With the development of asynchronous designs for FPGAs,4–7 applications for CT-
DSP are becoming practical for systems engineering.  

Continuous time systems started back in the 1950s as discrete analog voltage levels 
without control system lag. Discrete-time systems are clocked and delayed by 
1-time step (control system lag). Inose et al.34 developed the asynchronous delta 
sigma ADC back in 1966. Lazar and Tóth50 further developed the asynchronous 
delta sigma converter by developing a much more accurate delta sigma 
demodulation technique in 2004. Kurchuk et al.51 developed a simple noise model 
for continuous-time systems in 2010. A gigahertz-speed continuous-time ADC51 
was developed in 2012. This technical report focuses on a pipeline continuous-time 
ADC and a continuous-time software-reconfigurable radio architecture. 

Figure 20 illustrates a topographic map for the North and South Forks of the Kings 
River.52 The contour lines are the 2D equivalent of a continuous-time signal. As 
pointed out in Section 3, the discrete voltage levels must be very accurate compared 
to the elevation contour lines in Fig. 20. 
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Fig. 20 North Fork and South Fork Kings River topographic map. Topographic map is a 
2D equivalent of a continuous-time signal. 

Figures 21 and 22 illustrate the advantages of continuous time for ECG signals. An 
ECG signal has a slowly varying region and a rapid pulse region. Continuous time 
only captures a few samples in the slowly varying region and a large number of 
samples for the pulse region. Marisa et al.53 has demonstrated a low-power, 
0.6-μW, continuous-time ADC equivalent to a conventional 8-bit ADC. For pulse 
signals like ECG, continuous time is signal activity dependent; no samples are 
generated in regions where the input signal is static. For ECG data, continuous-time 
signal processing only requires less than 20% of the samples required for 
conventional Shannon sampling. For battery-powered medical equipment, 
continuous-time systems are showing significant advantages.51,53–55  

 

Fig. 21 Conventional ADC and level-crossing ADC for ECG data. For a conventional ADC, 
1250 samples are required. For a 32-level, level-crossing ADC, only 225 samples are required.  
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Fig. 22 Conventional 8-bit ADC has 1250 samples, fs = 500 Hz. Tsividis2 shows a level-
crossing ADC has about 20 dB better SNR compared to an “equivalent” conventional ADC. 
To achieve an extra 20-dB SNR, a conventional ADC requires an oversample factor of 
OSR = 100 to achieve a 10log(100) = 20-dB SNR improvement. The total number of samples 
is 1250∙100 = 125,000 which is much greater than 1556 for a level-crossing ADC. 

4.1 Level-Crossing ADC and Asynchronous Zero-Order Hold 
Reconstruction 

A 16-level, level-crossing ADC is simulated in Fig. 23. The equivalence times, tk, 
are the times when the input signal exactly equals a discrete voltage level (gray 
dashed lines). The equivalence times, tk, are not a fixed distance apart (nonuniform 
sampling). Shannon sampling is a form of amplitude modulation where the sum 
and difference frequency terms cause frequency aliasing. For continuous-time 
level-crossing “sampling”, there is no modulation process, and it is free of 
frequency aliasing (DSP limitation). The difficulty with continuous-time systems 
is the nonuniform time steps. Similar to conventional DSP, an asynchronous zero-
order hold is used to hold the output of the level-crossing converter constant until 
the next level crossing occurs. 
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Fig. 23 Level-crossing analog-to-digital conversion. A level-crossing ADC creates a pulse 
when the input signal exactly equals a discrete voltage level. The equivalence times, tk , occur 
when the input signal exactly equals a voltage level. The pulse amplitude is equal to the voltage 
level crossed. An asynchronous (nonuniform) zero-order hold will keep the output value 
constant until the next level crossing occurs. 

Level-crossing analog-to-digital conversion contains more information than 
amplitude samples.15 Figure 24 shows the cumulative level crossings as a function 
of time are equal to the integral of the input signal’s slope. This illustrates that the 
level-crossing time differences, tk – tk-1, are inversely proportional to the slope of 
the input signal, and the effective (instantaneous) sampling frequency is 
proportional to the input signal’s slope. This extra information can also be used for 
input signal reconstruction (also called interpolation). In practical terms, a large 
oversampling factor is required to calculate the quantized time differences, tk – tk-1.  

In Section 5, a pipeline version of a continuous-time level-crossing ADC is 
presented along with a software-reconfigurable radio application in Section 6. 
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Fig. 24 For level-crossing analog-to-digital conversion, the level-crossing time differences, 
tk – tk-1, are inversely proportional to the slope of the input signal. The effective sampling 
frequency is proportional to the slope of the input signal. Cumulative level-crossing count is 
proportional to the integral of the input signal’s slope. The top graph shows a ramp input 
signal, and the bottom graph shows a sine wave input signal. Level-crossing times are shown 
in Fig. 23. 

4.2 Irregular-Step Level-Crossing ADCs 

Figures 25 and 26 illustrate nonuniform voltage level steps. Figure 25 shows coarse 
voltage levels with fine levels at ±10% offset. The coarse and fine offset levels can 
provide better slope information. Figure 26 illustrates a level-crossing ADC with 
logarithmic voltage levels. 
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Fig. 25 Irregular level steps. By placing a fine level ±10% above and below a coarse level, 
the level-crossing ADC can measure more details about the input signal’s slope. 

 

Fig. 26 Log level steps. Level-crossing ADC with log level steps. 

4.3 Continuous-Time CCD System 

It is possible to create a continuous-time CCD for analog signal processing and 
neural network applications. Figure 27 illustrates a CT CCD implementation for 
analog signal processing. A level-crossing ADC provides the “clock” signal to 
transfer charge across the array of CCD cells. The CCD cell outputs can then be 
processed by a traditional analog signal-processing system. Since Fig. 25 uses CT, 
not Shannon sampling, it is free of frequency aliasing and aliased noise.  
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Fig. 27 Continuous-time analog CCD system. With a level-crossing ADC, an array of CCD 
cells can be clocked with the level-crossing times to create an analog CCD continuous-time 
system. The CCD cells’ outputs can then be used in a fully analog signal-processing system. 

The CCD invention described in Fig. 27 shows the benefits provided by continuous-
time systems for signal- and image-processing systems limited by aliasing and 
aliased noise. The CT analog signal-processing concept described in Fig. 27 can 
also be applied to flash memory cells, memristors, and any other analog memory. 

5. CT Pipeline Flash, Level-Crossing ADC Introduction 

A conventional 2-bit flash ADC is illustrated in Fig. 28. A 2-bit flash requires three 
comparators. The input signal is simultaneously compared to all the discrete voltage 
levels from the resistor ladder. A conventional flash ADC has exponential 
complexity. Each bit of resolution doubles the number of comparators. An n-bit 
flash ADC requires 2n – 1 comparators. A 3-bit flash requires seven comparators. 
A 4-bit flash requires 15 comparators. A 10-bit flash requires 1023 comparators. 
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Fig. 28 Prior art 2-bit* continuous-time level-crossing ADC. A level-crossing ADC is similar 
to a conventional flash ADC without the clocked latch. An n-bit flash ADC requires 2n – 1 
comparators and has exponential complexity. Each bit of resolution doubles the number of 
comparators. (*Costs more than 25 cents.) 

Figure 29 shows a prior art conventional pipeline flash ADC. A pipeline flash ADC 
uses several pipeline stages where each stage includes a 2- to 4-bit flash ADC. The 
pipeline flash considerably reduces the complexity. A 12-bit pipeline flash only 
requires three 4-bit flash stages for a total of 45 comparators instead of 4095. 

In this technical report, a new pipeline version of a continuous-time level-crossing 
ADC is presented along with a software-reconfigurable radio application. Prior art 
pipeline flash ADCs require complex amplitude error corrections, complex timing 
error corrections, and significant calibration to achieve high resolution. 

 

 

Fig. 29 Prior art conventional pipeline flash ADC. A pipeline flash ADC consists of n-stages, 
where the error voltage (stage input – digital output) is fed into the next stage and repeated.
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5.1 CT Pipeline Flash, Level-Crossing ADC 

Five key features of the present ADC invention are (1) non-overlapping pipeline-
stage voltage levels; (2) design requires only a single resistor ladder network for all 
pipeline stages; (3) design guarantees that the input signal can be equal to only one 
voltage level at a time for all pipeline stages; (4) key design feature (3) greatly 
simplifies timing error correction; and (5) key design feature (3) greatly simplifies 
asynchronous finite-state machine controller and gray code implementation. 

An unclocked (continuous-time) pipeline level-crossing ADC has several 
properties that provide for a better ADC. Only one level crossing may occur at a 
time for all stages in the pipeline. The amplitude level can change by only one level 
at a time, 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑛𝑛 + 1) = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑛𝑛) ± 1. As illustrated in Figs. 30 and 31, for the 
two-stage pipeline level-crossing ADC in Fig. 32, the coarse and fine levels never 
overlap. Figure 31 shows the input voltage to output digital code transfer function 
for Fig. 30. For a transition from a fine level to a coarse level, only one level 
crossing occurs. A block diagram for a two-stage pipeline level-crossing ADC is 
shown in Fig. 32. The resistor ladder provides six voltage levels. The coarse level 
crossing ADC (stage 1) uses all six voltage levels. The fine ADC (stage 2) only 
uses four of the six levels (the top level and bottom level are not used). By not using 
the top and bottom levels, the design guarantees that only one level crossing can 
occur at a time for all pipeline stages. In prior art conventional pipeline ADCs, 2- 
to 4-bits in each pipeline stage can simultaneously change. Multiple bits in the 
output digital code can change on every clock. Many simultaneously changing bits 
severely complicate amplitude and timing error corrections for prior art 
conventional pipeline ADCs. As illustrated in Figs. 25 and 26, nonuniform voltage 
level steps can be used. For the continuous time, n-stage pipeline level-crossing 
ADC, a more complicated circuit is required. Since the voltage steps are not a fixed 
distance apart, a variable gain amplifier is required. 

The properties of the new unclocked pipeline level-crossing ADC overcome time 
delay and amplitude limitations present in current pipeline ADCs. The amplitude 
and timing corrections are much simpler for the new invention. Since only one level 
in a single pipeline stage can change at a time, no timing corrections may be 
required. Amplitude compensation for the stage gain blocks is required; however, 
gain calibration is simple compared to timing error compensation. Continuous-time 
SRR takes advantages of the performance provided by the continuous-time pipeline 
level-crossing ADC. 
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Fig. 30 The operation of a continuous-time pipeline level-crossing ADC. The first pipeline 
stage provides the coarse-level output. The second pipeline stage has its four fine levels inside 
the coarse voltage levels. This way there is no overlap between the coarse and fine levels. This 
ensures that only one level can be crossed at a time for all pipeline stages. The amplitude 
scaling for the coarse and fine voltage levels is a key feature of this invention. By only allowing 
for a single level to be crossed at a time, the present invention overcomes timing and amplitude 
accuracy errors present in conventional pipeline flash ADCs. 
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Fig. 31 An input voltage to output-level (digital code) transfer function. Coarse levels are 
located at 0Δ, 1Δ, 2Δ, 3Δ, 4Δ, and 5Δ. The error voltage between the input signal and coarse 
level value is fed into the fine level-crossing stage. The fine level-crossing voltage levels are 
0.2Δ, 0.4Δ, 0.6Δ, and 0.8Δ. The fine voltage levels of 0.0Δ and 1.0Δ are not used. The fine 
voltage levels of 0.0Δ and 1.0Δ would overlap with the coarse voltage levels of 0Δ, 1Δ, 2Δ, 3Δ, 
4Δ, and 5Δ. The pipeline design guarantees that only one level in any pipeline stage may be 
crossed at a time. An example input voltage of 1.12 V is mapped to coarse level = 2Δ and fine 
level = 0.8Δ for an output value = 2.8Δ.   
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Fig. 32 A simplified block diagram for a continuous-time two-pipeline-stage level-crossing 
ADC. The single resistor ladder network is used for all analog voltage levels in all pipeline 
stages. The gain block for the error signal scales the stage error voltage to fit in between the 
coarse voltage levels from stage 1. The fine voltage levels 0.0Δ and 1.0Δ overlap with the coarse 
voltage levels and are not used. The resistor ladder, stage voltage levels, and gain scaling are 
key features of the present invention.  

 

5.2 Three-Stage Pipeline Level-Crossing ADC Simulation 

Figures 33–37 show simulated outputs for each stage in a continuous-time three-
stage pipeline level-crossing ADC. Figure 37 compares the number of level 
crossings for a 512 level-crossing ADC to a three-stage pipeline level-crossing 
ADC. A 512-level, level-crossing ADC requires 512 comparators. A three-stage, 
pipeline level-crossing ADC requires only 26 comparators (stage 1 = 10, stage 2 = 
8, and stage 3 = 8). Stage 1 is almost static compared to stage 3. Since each stage 
consists of a small number of voltage levels (8 to 10 voltage levels), the low-level 
activity for nearly static stage 1 helps save energy (Fig. 37). 
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Fig. 33 Comparison of a simulated three-stage pipeline level-crossing ADC (requires 26 
comparators and it is equivalent to a 512-level ADC) to a simulated 512-level, level-crossing 
ADC (requires 512 comparators). A two-tone input signal is used to compare the performance 
of the three-stage pipeline level-crossing ADC to a 512-level ADC.  
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Fig. 34 Simulated pipeline stage 1 output for a three-stage pipeline level-crossing ADC 

 

 

Fig. 35 Simulated pipeline stage 2 output for a three-stage pipeline level-crossing ADC 
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Fig. 36 Simulated pipeline stage 3 output for a three-stage pipeline level-crossing ADC 
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Fig. 37 Comparison of the number of level crossings for each stage in a three-stage pipeline 
level-crossing ADC to a 512 level-crossing ADC. Figures 33–36 show the stage activity for a 
two-tone test signal. Stage 1 has a level-crossing activity of 22.2k levels/s. Stage 1 is nearly 
static compared to stage 3 with 980k levels/s. The light blue line shows that the level-crossing 
activity for a 512-level ADC is slightly less than stage 3 at 700k levels/s.   
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Figure 38 compares a two-tone intermodulation distortion test for a simulated three-
stage pipeline level-crossing ADC to a 512 level-crossing ADC. In Fig. 35, the level 
crossings for the three-stage pipeline ADC are slightly larger than the conventional 
512 level-crossing ADC. Figure 38 shows that the two-tone IMD for the three-stage 
pipeline level-crossing ADC is significantly better. This is another advantage of the 
present invention. For comparison, a conventional 9-bit ADC has an SQNR = 
6.02(9) + 1.76 = 56 dB. An SQNR = 56 dB is a much lower performance metric 
compared to a two-tone intermodulation distortion (IMD) = 57 dB. The pipeline 
level-crossing ADC is significantly more linear than a comparable 9-bit 
conventional flash converter. 
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Fig. 38 Comparison of the present continuous-time three-stage pipeline level-crossing ADC 
to a conventional 512 level-crossing ADC. The present invention provides better 
intermodulation distortion compared to a conventional level-crossing ADC. The three-stage 
level-crossing ADC only requires 26 comparators compared to 512 for the 512 level-crossing 
ADC. 
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6. CT Software-Reconfigurable Radio 

Prior art pipeline flash ADCs suffer from timing and amplitude errors. Complex 
amplitude error corrections, timing error corrections, and calibration are required. 
A continuous-time pipeline level-crossing ADC only allows a single level crossing 
to occur at a time. As illustrated in Fig. 32, each pipeline stage uses the same resistor 
ladder voltages. The stage gain places the error voltage in between two coarse 
levels, thereby preventing stage voltage levels from overlapping. This feature is a 
central part of this invention. 

Prior art SRRs are limited by (1) poor intermodulation distortion; (2) a more 
complicated down-conversion signal chain; and (3) poor performance under 
jamming and impulse noise. Prior art SRRs using conventional pipeline ADCs 
suffer from amplitude and time delay errors from the structure of the ADC. 
Conventional pipeline ADC errors are significant when the input signal crosses a 
boundary between pipeline stages causing multiple simultaneous bit changes. 

The continuous-time SRR offers significantly improved performance over a 
conventional software-reconfigurable radio. A CT software-reconfigurable radio 
with a continuous-time pipeline level-crossing ADC offers the follow advantages: 
(1) Significantly improved intermodulation distortion; (2) simpler digital down-
conversion (frequency translation) (continuous-time ADC’s output can be 
multiplied by +1/–1 in phase and quadrature phase square waves for frequency 
translation); (3) a continuous-time ADC can change only one level at a time; (4) 
better front-end signal-processing performance using simpler hardware; and (5) 
better performance under impulse noise conditions. 

6.1 Conventional Software-Reconfigurable Radio 

Weakly nonlinear devices,56 like analog multipliers (mixers), have a third-order 
nonlinearity, 𝑎𝑎3𝑣𝑣𝑖𝑖𝑖𝑖3 (𝑡𝑡), as illustrated in Eq. 7. A two-tone test signal in Eq. 8 uses 
two frequencies spaced 10% apart. For a two-tone test signal, a third-order 
nonlinearity causes intermodulation distortion to occur at 𝑐𝑐𝑐𝑐𝑐𝑐2𝜋𝜋(2𝑓𝑓1 − 𝑓𝑓2)𝑡𝑡 and 
𝑐𝑐𝑐𝑐𝑐𝑐2𝜋𝜋(2𝑓𝑓2 − 𝑓𝑓1)𝑡𝑡. Since 2𝑓𝑓1 − 𝑓𝑓2 and 2𝑓𝑓2 − 𝑓𝑓1 are approximately equal to 𝑓𝑓1, both 
terms fall within the passband. The graph in Fig. 39 shows the power contained in 
the input signal, 𝑐𝑐𝑐𝑐𝑐𝑐2𝜋𝜋𝑓𝑓1𝑡𝑡, on the x-axis and the power contained in the 
intermodulation distortion term, 𝑐𝑐𝑐𝑐𝑐𝑐2𝜋𝜋(2𝑓𝑓1 − 𝑓𝑓2)𝑡𝑡, on the y-axis. The input signal’s 
power has a slope of 10 dB/10 dB. The third-order nonlinear term,  
𝑐𝑐𝑐𝑐𝑐𝑐2𝜋𝜋(2𝑓𝑓1 − 𝑓𝑓2)𝑡𝑡, has a slope of 30 dB/10 dB. As illustrated in Fig. 39, for analog 
mixers at high-input-signal power levels, the intermodulation distortion power 
dominates and determines the SNR. 
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𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡) = 𝑎𝑎3𝑣𝑣𝑖𝑖𝑖𝑖3 (𝑡𝑡) + 𝑎𝑎2𝑣𝑣𝑖𝑖𝑖𝑖2 (𝑡𝑡)
+ 𝑎𝑎1𝑣𝑣𝑖𝑖𝑖𝑖(𝑡𝑡) + 𝑎𝑎0 

For a two-tone test signal, the 
𝑎𝑎3𝑣𝑣𝑖𝑖𝑖𝑖3 (𝑡𝑡), causes intermodulation 
distortion at 2𝑓𝑓1 − 𝑓𝑓2 and 2𝑓𝑓2 − 𝑓𝑓1 

(7) 

𝑣𝑣𝑖𝑖𝑖𝑖(𝑡𝑡) = 𝑐𝑐𝑐𝑐𝑐𝑐2𝜋𝜋𝑓𝑓1𝑡𝑡 + 𝑐𝑐𝑐𝑐𝑐𝑐2𝜋𝜋𝑓𝑓2𝑡𝑡 
For a two-tone test signal the two 
frequencies are 10% apart: 𝑓𝑓2 = 1.1𝑓𝑓1 

(8) 

 

 

Fig. 39 Typical analog mixer third-order intermodulation distortion. The intermodulation 
distortion graph shows intermodulation distortion57 for a typical analog mixer (multiplier). 
The analog mixer has an intermodulation distortion power with a slope of 30 dB/decade. The 
input signal power has a slope of 10 dB/decade. At high-input-signal powers, the 
intermodulation distortion power dominates and determines the SNR. 

Figure 40 compares the intermodulation distortion power for a simulated analog 
mixer to a 64-level, level-crossing ADC. For high-input-signal power levels, the 
level-crossing ADC is clearly superior (significantly lower intermodulation 
distortion power) compared to a conventional analog mixer. An example 
conventional software-reconfigurable radio block diagram is shown in Fig. 41. The 
analog front-end mixer limits intermodulation distortion performance. Figures 40 
and 41 illustrate the potential for a continuous-time software-reconfigurable radio 
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architecture. In the next section, a continuous-time software-reconfigurable radio 
architecture is presented.  

 

 

Fig. 40 Comparison of analog mixer (multiplier) to 64-level (6-bit), level-crossing ADC. 
Level-crossing ADC does not have a significant increase in intermodulation distortion power 
for high-signal-input powers.  
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Fig. 41 A conventional software-reconfigurable radio. Analog mixer limits performance of 
a software-reconfigurable radio. Mixers are limited by dynamic range, intermodulation 
distortion, mixer conversion loss, and mixer noise. 
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6.2 Continuous-Time Software-Reconfigurable Radio 

Figure 42 illustrates an example continuous-time software-reconfigurable radio 
architecture. Signal processing may be completely continuous time, or back-end 
processing can use traditional DSP. The continuous-time ADC is limited by the 
switching times for the individual comparators. The level-crossing ADC software-
reconfigurable radio trades intermodulation distortion for timing jitter, which is 
approximately constant. For a conventional software-reconfigurable radio 
architecture, the intermodulation distortion becomes worse as the input signal’s 
power increases.  
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Fig. 42 Software-reconfigurable radio with pipeline level-crossing ADC. Continuous-time 
multipliers are asynchronous digital multipliers, not analog, and not clocked digital. 
Asynchronous digital multipliers do not have the intermodulation distortion limitations 
present in conventional analog mixers (multipliers). All signal processing can be done in 
continuous time; however, conventional digital signal processors and FPGAs are clocked. By 
using a clocked latch, continuous time can be simply converted to digital for conventional DSP 
processing.  

Two continuous-time software-reconfigurable radio architectures were simulated 
using in-phase and quadrature (I/Q) signals equal to cos/sine and in-phase and 
quadrature-phase square waves as shown in Fig. 43. Figures 44–47 compare in-phase 
and quadrature down-conversion for a superheterodyne receiver architecture. In a 
traditional SRR, an analog front end is used to down-convert the signal of interest. 
Figure 44 uses a complex tone for frequency down-conversion. A +1/‒1 amplitude 
complex square wave is used for down-conversion in Fig. 45. A +1/0 amplitude 
complex square wave is used for frequency down-conversion in Fig. 46. The complex 
tone and +1/‒1 complex square waves have about the same noise floor level. The 
+1/‒1 complex square wave has an image frequency present near 1600 Hz. The +1/0 
complex square wave has a higher noise floor with multiple image frequencies.  

Figure 46 compares a continuous-time software-reconfigurable radio using a 
simulated continuous-time three-stage pipeline level-crossing ADC to an 
“equivalent” conventional software-reconfigurable radio. The new continuous-time 
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software-reconfigurable radio clearly shows superior intermodulation distortion. 
The new architecture has significantly better (lower power level) intermodulation 
distortion compared to a conventional SRR. 
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Fig. 43 Continuous-time software-reconfigurable radio simulation. Multipliers are 
continuous time (asynchronous digital, not analog). Simulations for cosine/sine down-
conversion and in-phase square wave and quadrature-phase square wave down-conversion 
are shown. Both architectures have similar power spectral density graphs. The passband of 
interest, containing the frequency terms 100 Hz and 211 Hz, is highlighted.  
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Fig. 44 Software-reconfigurable radio simulation using cosine/sine in-phase and 
quadrature-phase sine waves. A 256-level, level-crossing ADC was used for the simulations. 
Input signal is 1.0- and 1.11-kHz sine waves. I/Q modulator is 0.9-kHz complex sine wave. 
Frequency down-conversion for I/Q channels is shown. Tones at present at 100 and 211 Hz. 
Bottom graphs are level-crossing ADC time domain waveforms and I/Q channels. 
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Fig. 45 Software-reconfigurable radio simulation using +1/-1 in-phase and quadrature-
phase square waves. A 256-level, level-crossing ADC was used for the simulations. Input signal 
is 1.0- and 1.11-kHz sine waves. I/Q modulator is 0.9-kHz complex square wave with +1/‒1 
amplitude. Frequency down-conversion for I/Q channels is shown. Tones are present at 100 
and 211 Hz. Image frequencies occur at 1.6 and 1.7 kHz. Bottom graphs are level-crossing 
ADC time domain waveforms and I/Q channels. 
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Fig. 46 Software-reconfigurable radio simulation using a +1/0 in-phase and quadrature-
phase square waves. A 256-level, level-crossing ADC was used for the simulations. Input signal 
is 1.0 and 1.11 kHz. I/Q modulator is 0.9-kHz quadrature square waves with +1/0 amplitudes. 
Frequency down-conversion for I/Q channels are shown. There are tones present at 100 and 
211 Hz. There are image frequencies at 1.0, 1.1, 1.6, and 1.7 kHz. Bottom graphs are level-
crossing ADC time domain waveforms and I/Q channels. 
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Fig. 47 Comparison of conventional simulated SRR with analog mixer front end and continuous-time SRR. This figure presents a simulation for the 
continuous-time software-reconfigurable radio using a continuous-time three-stage pipeline level-crossing ADC. Performance is compared to an 
“equivalent” conventional analog mixer front-end SRR. The graphs demonstrate a significant performance improvement for intermodulation distortion 
for the continuous-time SRR and continuous-time pipeline level-crossing ADC. 
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7. Conclusion 

In this technical report, the potential for a pipeline level-crossing ADC was 
investigated. The main advantage of the pipeline level-crossing ADC is that only 
one state change can occur in a single pipeline stage at a time. This greatly 
simplifies error correction. The design concepts can also be applied to create a 
clocked conventional ADC by simply adding a digital output latch.  

Conventional software-reconfigurable radios are limited by intermodulation 
distortion present in analog mixers. A software-reconfigurable radio architecture 
based on a pipeline level-crossing ADC was also researched. Simulations show a 
potential 20-dB improvement in intermodulation distortion power in Fig. 46. A 
provisional patent application has been filed for the continuous-time pipeline level-
crossing ADC and continuous-time software-reconfigurable radio architecture. 
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List of Symbols, Abbreviations, and Acronyms 

ADC analog-to-digital converter 

ARL Army Research Laboratory 

ASIC  application-specific integrated circuit 

CCD  charge-coupled device  

CT  continuous time   

CT-ADC  continuous-time, pipeline analog-to-digital converter  

CT-DSP  continuous-time digital signal processing  

CT-SRR  continuous-time software-reconfigurable radio 

DAC  digital-to-analog converter 

DEVCOM US Army Combat Capabilities Development Command 

DFT  discrete Fourier transform  

DSP  digital signal processing 

ECG electrocardiogram (also EKG) 

FFT  fast Fourier transform   

FPGA  field-programmable gate array  

FM  frequency modulation 

IC integrated circuit 

I/Q in-phase and quadrature  

IoT Internet of Things 

LTI linear time invariant   

NTSC National Television System Committee 

OSR oversampling ratio 

SAGE Semi-Automatic Ground Environment  

SDR  software-defined radio   

SNR  signal-to-noise ratio 

SQNR signal-to-quantization noise ratio  
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SRR  software-reconfigurable radio 

SWaP  size, weight, and power  

ZOH  zero-order hold   
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