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1. Introduction

Overpressure events generate pressure waves exceeding atmospheric pressure. Ex-
posure to blast overpressure can have severe, cumulative, and long-term negative
effects on people and their cognitive health. For example, Soldiers involved in
breaching events, such as those that use explosives to punch holes into structures
like walls or fences, are commonly exposed to overpressure. Soldiers proximate to
weapon systems can also experience overpressure. Quite often exposure to over-
pressure events can lead to symptoms similar to those experienced with concussion
or mild traumatic brain injury (mTBI).

First, due to the variability and uncertainty when it comes to reporting symptoms of
mTBI or concussion, as well as diagnosing this injury, it is necessary to develop and
explore analyses to make this task easier. The first goal of this project was to create a
single platform where users can load, edit, and analyze data. Such a system that can
be referenced as a source of truth will increase research reproducibility by reducing
mistakes that can happen when using multiple platforms or when transferring data
between groups of researchers. Further, having the data close to high-performance
computing resources and being able to easily use them for large analysis workflows
would facilitate new kinds of research previously infeasible. We developed a soft-
ware stack that contains an ingest workflow, data store, data processing engine, and
a user interface (UI), using the lakehouse architecture.1 Once data is ingested, it
can later be analyzed using a combination of modalities, including standard query
language (SQL)-based exploration, Python-based exploration, and artificial intelli-
gence(AI)/machine learning (ML) algorithms. Additionally, all iterations, changes,
and newly derived data are recorded in the repository, so it is easy to see how the
data may have been changed. Attribution and data provenance are enhanced in this
model.

Secondly, during the course of this research, the topic of outlier detection and re-
moval became rather important. There are numerous methods that have been studied
and implemented over the years. Numerous papers published in the human health
arena use an automated method that takes human judgment of outlier identification
out of the process. This method is available in a commercial package, and the over-
all approach is discussed in a paper by the algorithm’s author.2 We implemented
this approach in Python because our research indicated it had not yet been imple-
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mented in this computer language. Having this approach available also allows for
reproducibility of research and application of this method on large-scale supercom-
puters.

Finally, the last main goal of this project was to show that Python and additional
statistical and ML methodology can be used to reproduce and expand upon analysis
common in this field. By building on established models and procedures developed
and tested in the data sciences community, time to solution can be relatively fast
with abundant customization along the way.

In order to better understand the types of processing and analysis done in this area
of research and to determine what tools and procedures to apply and/or develop to
do this analysis, we focused on two different data sets. The first comprises a total
of 29 subjects and has blood biomarker data, human neurocognitive performance
data, and blast pressure data.3 This was the first data set that we analyzed and fo-
cused on using traditional techniques from the mTBI community. This analysis also
highlighted the importance of outlier identification and removal, which is even more
critical for small data sets. As mentioned, this necessitated a specialized method that
is available commercially, but not yet available or implemented in a more generic
software approach to the best of our knowledge. This approach is described in this
report.

Following this, more data including 218 subjects from 8 cohorts was made available
to us through a partnership with Walter Reed Army Institute of Research (WRAIR)
that allowed us to focus more on emerging data science approaches like deep neu-
ral networks to look for patterns and causation. Our experiences with this data set
compose the latter part of this narrative. The sum of these methods provides a way
to use open source tools and techniques to allow for customized and in-depth data
science processing for mTBI research.

2. Statistical and Preliminary Data Science Methods for mTBI

Our first task was to recreate and possibly expand upon inquiry avenues conducted 
in the mTBI community. Through initial contacts with WRAIR and subsequent lit-
erature reviews, we focused on a document by Boutté et al.3 that provided spread-
sheets with the data used in their study. The contents of these files helped to solidify 
ideas on how the data should be structured in customized data stores and led to the
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overall process for data ingest, storage, and access that is described in Section 3.1.
Since this data was fairly straightforward and housed in limited spreadsheets, we
chose to convert this data to comma separated value (CSV) files that served as the
basis for the remainder of the processing. We treated this data as historical and
made no attempt to fully recreate any analysis. For example, we did not possess full
knowledge of any special circumstances regarding things like biomarker collection
and scoring. Accordingly, our main goal here was only roughly to correspond to the
analysis already done and not completely match results.

2.1 Analytical Tools

For analyses, we focused on tools that are supported on everyday computing sys-
tems and also massive computing assets that could be used to speed analysis and/or
allow for processing of larger data sets. We also focused on tools that are open
source and would require only a beginner’s level of familiarity with the Python pro-
gramming language since this language is a common entry point for data scientists
who need to write programs but might not be seasoned coders.

Numerous open source methods, tools, and libraries were used,4 including the fol-
lowing:

• Jupyter notebooks: Notebooks execute in web browsers and provide users a
way to execute “cells” of code as needed rather than having to possibly re-run
entire programs.

• Pandas: Provides easy-to-use data structures and data analysis tools. Pandas
greatly simplifies the process of extracting, transforming, and loading (ETL)
data.

• NumPy: Provides high-performance array data structures.

• SciPy: Contains numerous mathematical routines for linear algebra and curve
fitting.

• Matplotlib: Visualization routines with simplified calls for customization.

• Seaborn: Builds upon Matplotlib to provide more complex visualization meth-
ods.
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Fig. 1 Normalized t probability for differing degrees of freedom

• Scikit-Learn: Basic ML tools such as clustering, k-means, random forests,
and so forth.

2.2 Identifying Outliers

A key aspect of any data analysis is determining which data points might be outliers.
There are numerous methods to perform this task, including analyzing z-scores,
Chi-square values, and so forth. We chose to implement a method used that some-
what automates the process, uses a nonlinear regression method, and has a low false
positive rate.2 This method is available in a commercial package, but did not seem
to be implemented in Python based on our searches. It is also the method used to
remove outliers in the Boutté et al.3 paper we were studying. The process, known as
ROUT for robust regression and outlier removal, is based on nonlinear regression
and uses a concept where the residuals follow a Lorentzian rather than Gaussian
distribution. The difference between these two curves can be seen in Fig. 1. Various
degrees of freedom are shown with the Lorentzian (or Cauchy) curve where df = 1
and the more familiar Gaussian curve where df =∞.

ROUT uses the Levenberg–Marquardt (LM) method to do curve fitting but makes
several modifications. These include a different Lorentzian merit function, partial
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derivative vector, and computation of a robust standard deviation of the residuals.
The method also requires a customized approach to determining if the iterative fit
is improving. Since it was not possible to alter the built-in methods available in the
Python libraries to perform these actions, we needed to implement a version with
source code that would allow for modifications. We were able to get a start on this
by modifying a C language algorithm to compute LM.5 To test this implementation,
we focused on a worked example from the ROUT paper2 that uses a one-phase
exponential decay based on signal values at various times shown in Table 1.

Table 1 Example data points following a roughly exponential decay curve

Time Signal
0.0 1105.7
1.0 550.6
2.0 566.6
3.0 136.0
4.0 440.7
5.0 329.6
6.0 302.6
7.0 220.8
8.0 136.9
9.0 20.3

10.0 48.0
11.0 –1.0
12.0 68.3

The fitting function equation for a one-phase exponential decay is given in Eq. 1.
Here a is the y value at time zero, b is the plateau, and c is the rate constant. The
gradient vector for this function is given in Eq. 2.

y = (a− b)e−cx + b (1)

∇f(a, b, c) =


∂
∂a
((a− b)e−cx + b)

∂
∂b
((a− b)e−cx + b)

∂
∂c
((a− b)e−cx + b)

 =

 e−cx

−e−cx + 1

(−a+ b)e−cxx

 (2)

For the models in question, we never experienced a system that failed to converge.
Nonetheless, we decided to use the scipy curve_fit function to compute the Gaus-
sian coefficients and then supplied those as p0, the initial guess to the system. For
a Gaussian least squares fit, the final coefficients were determined to be [1005.22,
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73.66, 0.373], which served as p0. A plot of the individual data points along with
this least squares fit can be seen in Fig. 2. For the ROUT method, the value for a pa-
rameter known as “Q” must be set. This parameter is related to the false discovery
rate (FDR) and can be set to various percentages. Setting the value of Q to be 1%
means that you can expect less than 1% of the significant findings to be false pos-
itives while the rest are real. We used 5% and 1% (the suggested value for outlier
identification), and computed the results ordered by the absolute value of the resid-
uals (Table 2). Our values were closely aligned with those reported in the ROUT
paper.2

0 2 4 6 8 10 12
Minutes

0

1000

250

500

750

Si
gn

al

Least Squares:
Span 931.56
K 0.3732
Plateau 73.66

Robust:
Span 1145.67
K 0.2143
Plateau -69.57

Least squares fitting
Robust fitting

Fig. 2 Exponential decay fitted to various points using least squares and robust fitting. The
point at time 3 has been flagged as an outlier.

Following a robust fit using the Lorentzian distribution (coefficients = [1076.10, -
69.57, 0.214]), ROUT proceeds in an iterative fashion by examining the top 30%
of points away from the curve (highest residuals) and checking p-values against the
threshold for the set value of Q. Those points where the p-value is less than the
threshold are flagged as outliers. In the case of the exponential decay graph, the
point at time 3 is shown as the outlier along with the modified robust fit curve. This
curve pays less attention to this presumed outlier during the fit. The p-value for this
point (0.0004) is less than the threshold (0.0008) and is hence flagged as an outlier.

Following this testing, we developed the functions required to implement a standard
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Table 2 Important values from the worked example. At time 3, it can be seen that the p-value
drops below the Q value threshold of 1% and hence this point is flagged as an outlier.

Time Residual t ratio P-value Threshold Q=5% Threshold Q=1%
8 0.19 0.00 0.9981 0.0500 0.0100
5 6.81 0.09 0.9317 0.0462 0.0092
10 –16.80 0.22 0.8326 0.0423 0.0085
4 24.13 0.31 0.7617 0.0385 0.0077
0 29.60 0.38 0.7102 0.0346 0.0069
7 34.79 0.45 0.6628 0.0308 0.0062
11 –39.88 0.52 0.6177 0.0269 0.0054
12 50.34 0.65 0.5302 0.0231 0.0046
6 55.50 0.72 0.4899 0.0192 0.0038
9 –76.62 0.99 0.3457 0.0154 0.0031
2 –110.12 1.42 0.1854 0.0115 0.0023
1 –304.50 3.93 0.0028 0.0077 0.0015
3 –396.76 5.12 0.0004 0.0038 0.0008

nonlinear curve fitting procedure to apply to the medical data being studied. This
familiar function is given in Eq. 3 along with the gradient vector in Eq. 4.

y = ax2 + bx+ c (3)

∇f(a, b, c) =


∂
∂a
(ax2 + bx+ c)

∂
∂b
(ax2 + bx+ c)

∂
∂c
(ax2 + bx+ c)

 =

x
2

x

1

 (4)

Human subject data can be highly variable. Hence the application of an automated
outlier removal system is highly desirable. To illustrate the application of ROUT to
the data, consider the case of the delta simple response time (SRT) scores for the
Defense Automated Behavioral Assessment (DANA) that are part of the data set we
examined. (This test is explained in more detail in Section 2.3.3.) The scatter plot of
the x-y pairs is shown in Fig. 3 and the table of relevant ROUT values (for the top
30% of the points away from the curve) is in Table 3. In this case, none of the points
qualified as outliers, but the shapes of the least squares fit and robust fit curves are
interesting nonetheless. The top three contenders as possible outliers are distinctly
“pulling” the curve in their directions for least squares fitting, but are ignored more
with the robust fit.

The modified LM algorithm generates a robust mean of the data when supplied
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Fig. 3 Delta DANA SRT values plotted against their respective residuals. None of the points
qualified as outliers and hence none were removed from the data set.

Table 3 Delta DANA SRT values for the ROUT algorithm. None of the points have a p-value
less than their threshold, hence none are classified as outliers.

X Residual t ratio P-value Threshold Q=1%
3 36.66 0.95 0.3497 0.0031
11 36.99 0.96 0.3453 0.0028
19 39.76 1.03 0.3111 0.0024
8 43.07 1.12 0.2733 0.0021
25 43.58 1.13 0.2678 0.0017
20 48.59 1.26 0.2180 0.0014
2 75.15 1.95 0.0617 0.0010
9 83.90 2.18 0.0385 0.0007
28 88.40 2.30 0.0299 0.0003

with the function and gradient listed in Eqs. 5 and 6. When we have nothing but the
delta values, this function is probably the best to supply ROUT and is graphically
easy to comprehend with just a simple scatter plot and horizontal line showing the
computed robust mean from ROUT. This style of chart for the delta SRT values is
shown in Fig. 4.

y = x ∗ 0 + a (5)
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∇f(a) =
[

∂
∂a
(x ∗ 0 + a)

]
=

[
1
]

(6)
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Fig. 4 A scatter plot of the delta DANA SRT values shown along with the horizontal line of the
computed robust mean. None of the points qualified as outliers and hence none were removed
from the data set.

2.3 Characteristics of the Data

2.3.1 Participants

The data involves 29 (n = 29) active duty United States Army personnel. Data was
captured during explosives training exercises known as breaching events and was
provided as a set of three spreadsheet files, each containing either data or a summary
of the data. These files were converted to CSV files that allow for easy parsing by
Python and moved to one of the supercomputers for processing. One change was
made to the data files. Two subjects had entries recorded as “ND,” which we assume
means no data in their post exposure questionnaire. To simplify processing and not
have to remove these subjects from the pool, we replaced these values with a zero
(0) to match their response from before testing. Other than that, no changes were
made to the data. The application of the outlier removal method ROUT was used
on this data “as-is.” A summary of the data can be seen in Table 4.
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Table 4 Summary demographics and data characteristics for the 29 participants (ages ranging
from 21 to 43), blast overpressures with standard deviations (psi and kPa), and impulse with
standard deviations (psi and kPa)

Subject and blast exposure characteristics
Total number of subjects (n) 29
Age (years)

Mean (SD) 29.0 (5.08)
Range [Min-Max] 21-43

Peak Pressure psi kPa
Per Incident Mean (SD) 4.35 (0.49) 30.01 (3.40)
Cumulative Mean (SD) 8.71 (0.99) 60.03 (6.80)

Impulse psi × time (milliseconds)
Per Incident Mean (SD) 11.74 (1.13)
Cumulative Mean (SD) 23.48 (2.26)

2.3.2 Self-reporting for mTBI/Concussion

Self-reporting and assessment is a common way to gauge subject brain health. This
symptomatology was gathered by giving the study participants questionnaires to
complete, once before (pre-) the explosive training events, and a second time after
(post-) completing the breaching exercises. The response choices were 0 - “Not ex-
perienced at all,” 1 - “No more of a problem than before training started,” 2 - “A
mild problem–present but don’t really notice and doesn’t concern me,” 3 - “A mod-
erate problem–I can continue what I am doing but I notice the problem,” and 4 - “A
severe problem–constantly present, feels like it could affect my performance.” The
questions were similar to but more numerous and tailored than the ones commonly
seen in the Rivermead questionnaire.6 These questions and how the respondents re-
ported are shown in Table 5. The symptoms have been sorted from highest to lowest
based on the symptoms that increased by the larger percentages. This type of data
was used for the development and testing of neural networks that is discussed later
in this report.

2.3.3 Neurocognitive Performance

While the results from self-reporting are subjective, a battery of tests was also given
to the participants both before and after breaching event exposure in an effort to
be more quantitative. The DANA tool was administered 8 h before and 1 h after
blood tests (see Section 2.3.4) were drawn from the participants. DANA runs on a
handheld device and consisted of three tests designed to gauge different cognitive
functions.7 The first test was the SRT test where subjects had to tap on the screen
target as quickly as possible. Test two was the procedural reaction time (PRT) test

10



Table 5 Changes (post- vs. pre-event) in self-reported symptomatology for participants in the
breaching exercises

Symptom Increase No Change Decrease
Headaches 15 (52%) 13 (45%) 1 (3%)
Taking longer to think 12 (41%) 17 (59%) 0 (0%)
Feelings of dizziness 9 (31%) 19 (66%) 1 (3%)
Slowed thinking 8 (28%) 21 (72%) 0 (0%)
Poor concentration 8 (28%) 20 (69%) 1 (3%)
Feeling anxious or tense 5 (17%) 24 (83%) 0 (0%)
Blurred vision 5 (17%) 21 (72%) 3 (10%)
Ringing in ears 5 (17%) 19 (66%) 5 (17%)
Being irritable or easily angered 4 (14%) 24 (83%) 1 (3%)
Easily upset by loud noise 4 (14%) 23 (79%) 2 (7%)
Feeling frustrated or impatient 3 (10%) 26 (90%) 0 (0%)
Light-headedness 3 (10%) 25 (86%) 1 (3%)
Fatigue; tiring more easily 3 (10%) 23 (79%) 3 (10%)
Pain in ears 2 (7%) 27 (93%) 0 (0%)
Poor coordination/clumsiness 2 (7%) 27 (93%) 0 (0%)
Difficulty localizing sound source 2 (7%) 26 (90%) 1 (3%)
Difficulty getting organized 2 (7%) 26 (90%) 1 (3%)
Forgetfulness; poor memory 2 (7%) 24 (83%) 3 (10%)
Easily upset by bright lights 1 (3%) 28 (97%) 0 (0%)
Fullness in ears 1 (3%) 28 (97%) 0 (0%)
Loss of balance 1 (3%) 28 (97%) 0 (0%)
Easily overwhelmed by things 1 (3%) 28 (97%) 0 (0%)
Feeling disoriented 1 (3%) 28 (97%) 0 (0%)
Numbness or tingling in body parts 1 (3%) 28 (97%) 0 (0%)
Difficulty making decisions 1 (3%) 27 (93%) 1 (3%)
Restlessness 1 (3%) 26 (90%) 2 (7%)
Sleep disturbance 1 (3%) 24 (83%) 4 (14%)
Feeling depressed or sad 0 (0%) 29 (100%) 0 (0%)
Change in taste/smell 0 (0%) 29 (100%) 0 (0%)
Nausea and/or vomiting 0 (0%) 28 (97%) 1 (3%)
Double vision 0 (0%) 28 (97%) 1 (3%)
Loss of or increased appetite 0 (0%) 28 (97%) 1 (3%)

where a numerical digit was displayed for a brief time with subjects then required
to remember and identify the displayed number. The third test was the Go-no-Go
(GNG) test that is a forced reaction time test. “Friends” and “foes” are presented to
the subjects and they are instructed to only press a “Fire” button when a foe appears.
Attention and impulsivity are measured by this test. A more thorough treatment of
DANA usage and analysis is available.8

Prior to any in-depth analysis, we thought it prudent to try to understand the data
by way of visualization techniques. One way to do this is a pair-wise plot to see
general relationships between the data. Such a plot is shown in Fig. 5. The fig-
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ure, which shows the changes in reaction times from before and after with the three
DANA tests, was generated before any outlier removal and analysis to visually iden-
tify what could be outliers, and this approach also helps in visually picking up on
trends of interaction between variables. The diagonal represents a histogram of the
individual data element.
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Fig. 5 Pair-wise plot of DANA metrics

Neurocognitive performance data was converted into delta values (difference in
time taken after exposure versus before exposure) and ROUT (Q = 1%) applied
to identify and remove outliers. The remaining values were checked for normality
using both the Shapiro–Wilk test and the D’Agostino’s k-squared test. Significance
was tested using one-sided Wilcoxon tests. There are several ways to report the in-
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terquartile range (IQR).9 We use an interpolation technique for when the IQR does
not exactly fall on an experimental value. Boutté et al.3 noted using the Graphpad
Prism tool10 for their analysis, and this tool seems to use this interpolation approach
as well. This behavior is available in Python with a newer version of NumPy (ver-
sion 1.22), where there is an option to pick how this range is computed. Supplying
the optional argument “weibull” to the NumPy percentile function selects a contin-
uous result and provides this approach. The p-values and the IQRs for the data are
shown in Table 6.

Table 6 Values for the DANA assessment

DANA (ms) Pre-Exposure Post-Exposure % Change p-value
Median IQR Median IQR

SRT 268.95 256.63–298.41 290.58 263.76–343.47 8.04 0.164
PRT 636.88 592.94–672.14 628.03 587.67–680.20 –1.39 0.066
GNG 601.33 553.97–646.23 589.73 561.13–661.80 –1.93 0.241

2.3.4 Blood Biomarkers

The US Food and Drug Administration has been approving certain blood tests to
assist in the identification of mTBI injuries.11 The samples in the data set consist
of nervous-system related proteins including glial fibrillary acidic protein (GFAP),
ubiquitin carboxy-terminal hydrolase L1 (UCH-L1), neurofilament light chain (Nf-
L), Tau, and amyloid beta peptides Aβ-40 and Aβ-42. In the data set, UCH-L1 had
numerous values recorded as 0.0, and based on the IQR reported in the paper we
were reviewing,3 probably were removed from the sample. However, since we did
not possess any background data on this, we left the data in as-is. Also, UCH-L1
failed normality tests. Accordingly, we chose to implement a two-sided Wilcoxon
test making no assumptions to the direction of the data trends. Given all of this, any
results for our processing of UCH-L1 should be fairly inconclusive. A pair plot of
this data is available in Fig. 6 and basic data characteristics shown in Table 7.

Table 7 Values for the blood biomarker assessment. UCH did not follow a normal distribution
and was tested with a two-sided Wilcoxon test.

Biomarker (pg/mL) Pre-Exposure Post-Exposure % Change p-value
GFAP 59.20 45.25–70.20 52.10 43.95–70.20 –11.99 0.051
UCH-L1 0.00 0.00–3.08 0.00 0.00–4.04 0.00 0.841
Nf-L 4.88 3.75–6.59 5.22 3.72–6.81 6.97 0.091
Tau 0.07 0.00–0.22 0.12 0.00–0.23 71.43 0.071
Aβ-40 126.00 92.05–160.00 140.00 104.50–164.50 11.11 0.147
Aβ-42 5.09 2.46–6.55 5.19 3.79–7.01 1.96 0.045∗
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Fig. 6 Pair-wise plot of blood biomarker metrics

2.4 Analysis

Analysis proceeds by looking at the various ways to pair data and look for patterns,
both hidden and obvious. Unsupervised learning approaches such as clustering did
not seem overly appropriate for this data set as most of the data was labeled and too
small to extract any significant meaning from something like k-means clustering.
Even though we performed k-means clustering with Scikit-learn, we do not report
those results here.

2.4.1 Neurocognitive Performance

The Seaborn library was used to produce a visualization of the blood biomarkers
and DANA metrics data. The data used for this portion was the difference between
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the post- and pre-measures, or the delta subset of the data, which was stored in a
Pandas DataFrame. The Seaborn pair-plot function displayed scatter plots of the
data to visualize the relationships between the biomarkers as well as the distribu-
tion of the data and spot any potential outliers. Figure 7 shows the pair-plot of the
blood biomarkers and DANA metrics. Although the axis labels are somewhat in-
discernible in these charts, they are included for illustrative purposes only to show
how they build on the histogram and scatter plots and combine them into one. The
histogram can be seen on the diagonal and shows the distribution of a single vari-
able. The scatter plots in the rest of the diagram show the relationships between
all pairings of two variable combinations. These charts can provide a quick visual
assessment of interactions that might be taking place.

The SciPy.stats library was used to perform one-sided Spearman’s rank correlation.
This library has a spearmanr function that can be used for performing a two-sided
or one-sided t-test and also calculates the corresponding p-value for the correlation.
This function was used to calculate Spearman’s rank of the delta subset of the blood
biomarkers and DANA metrics. The results can help determine the strength of the
correlation between the data sets. To display the results from the Spearman’s rank
correlation, a Pandas DataFrame was used. To reproduce the median and interquar-
tile ranges of the blood biomarkers and DANA metrics, the NumPy and statistics
libraries were used. The statistics library has a median function, and the NumPy
library has a percentile function to calculate Q1 and Q3. To calculate the iIQRs
outright, SciPy stats has an IQR function. Both the pre- and post-measures were
analyzed. These results were also displayed using a Pandas DataFrame.

Heatmaps were also produced using the Seaborn library to visualize the data. Both
the blood biomarker data and DANA metrics data were used for the heatmap. These
figures can be helpful, especially in dense data graphs, for rapidly calling the eye to
important areas of data by shading the scalar values being studied. Figure 7 shows
the heatmap of the blood biomarkers with the DANA metrics data. In Fig. 8, we
show a heat map of the correlation (p-values) for the delta blood biomarkers. Low p-
values are shaded significantly darker to highlight them. For more detailed analysis
of biomarkers as indicators, readers should consult the analysis by Boutté et al.3
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Fig. 7 Heat map of the blood biomarkers and DANA metrics. Color shading is based on the
p-value with darker shades representing areas of higher significance.
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2.4.2 Self-reporting and Blood Biomarkers

To illustrate the box and whisker charts in Seaborn, we also looked at the relation-
ship of the blood biomarkers with symptomology. We only look at one relationship:
the change in GFAP in regard to increased levels of dizziness. Here there is a corre-
lation where elevated levels of Aβ-40 are associated with an increase in dizziness
after breaching events (decrease or no change: n = 20, range = –91.1 to 88.2, me-
dian = –13.5; increase: n = 9, range = –44.4 to 90.3, median = 48.2; p = 0.038). The
box and whisker chart is shown in Fig. 9.
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Fig. 9 Relationship between delta Aβ-40 and dizziness. Data is displayed as a box-whisker
plot (median along with 5%–95% range). Participants who showed no change or decrease (-)
along with those who showed an increase (+) are shown.

3. Deep Neural Networks for mTBI

Additional data became available from WRAIR in the form of a series of cohort
studies with varying number of participants and was provided to us in spreadsheets
containing the following information for each event:

• Blast overpressure sensor data provided by the Blast Gauge System.

• Symptoms and demographic data provided by questionnaires.

• Brain health data provided by the DANA software for brain health screening.
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This new data provided for a larger sample size and hence more of an opportunity
to explore using more advanced ML processes to analyze the data.

3.1 Data Storage, Ingest, and Access

The ETL process can be extremely burdensome for data scientists. The time spent
preprocessing and getting data into appropriate formats can easily dwarf that of the
actual time spent analyzing the data. We developed a process flow that uses multiple
tools for this task. Predominately, this process involves data ingest, cleanup, and
providing availability to the requesting analytics services. The process flow view of
the architecture of the system can be seen in Fig. 10.

Fig. 10 The architecture for data ingest and access

To prepare data for analysis in this work, a series of Python ETL jobs was imple-
mented. A separate job was initiated for the ingest, clean, and feature extraction
steps. The software framework described previously was used to tie the jobs to-
gether into one workflow. There was much variability across the cohort data sets
due to differences in the semantics of data variables collected and, possibly, human
error or inconsistencies. As a result, a separate non-generalizable ETL job for the
ingest, clean, and extraction steps had to be written for each cohort data set. Using
this, the raw data sets were unified into one feature table that contained the desired
summary statistics and other engineered values across all cohorts. For this work,
the data was not stored in the data store, but was simply converted into a CSV file.
If a particular feature was not present in all the cohorts, that data was not included
in the data used to train the ML models.

Next, this file (fx.csv) is transformed into another CSV file by way of a transform
process as specified by a function file. This file provides the instructions required
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to transform the data (such as how to respond to blank fields) as it is being loaded.
An excerpt from one of these function files is shown in Fig. 11. Overall, this type of
process is often required due to inconsistencies between cohort data and to fix data
that is entered in free form.

Fig. 11 Excerpt from the function file

Each column name can be either a feature or a target. A feature is used as an input
to the ML model, and the targets are what we want the model to learn. Another term
common in ML is a label. A label is the true outcome of the target. Labeled data is
used in supervised learning and is known to the training stage but hidden from the
testing phase.

The transform provides the name of the function that is used to convert the data,
and the arguments are used by the function. The function descriptions can be seen
in Fig. 12. All of these functions convert the data provided by the extraction and
cleaning process into values between 0.0 and 1.0. A value of 0.0 means that the
data was empty or unrecognizable. Otherwise, the range of value provided by the
data is normalized within the range of 0.1 to 1.0

Any data that does not meet the minimum requirements (such as no blast overpres-
sure data) is not included in the training data set. Also, each cohort was found to
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Fig. 12 FX transform function descriptions

have different data. For a complete catalog, all data was placed in the FX file, but
only columns that exist in all cohorts are included in the training data since missing
data would confuse the ML models. The result is a training data set ready for the
training phase. An excerpt is in Fig. 13.

Fig. 13 Excerpt from the training data set

There is also an optional process called balancing that can be useful. This balance
approach is used to deal with the sparse target issue. A sparse target is one that
does not exist frequently in the training data. ML models have difficulty learning
sparse targets. When a model is developed that has one target, the training data can
be balanced using that target. This only applies to targets that represent classes,
such as the questionnaire answers that are limited to only the values 0, 1, 2, 3,
or 4. Balancing works by randomly adding α records of the classes that are less
frequent (nclass), where α = nmax−nclass

2
. The class with maximum samples is

nclass. For example, if target 0 occurred 100 times and target 1 occurred 80 times,
10 randomly selected samples would be added to the training data for target 1. The
result is a more balanced data set that will be easier to learn.
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3.2 ML Approach

We created a flexible Python software application where a user can select the fol-
lowing:

• Inputs (features)

• Outputs (what you want to predict, i.e., targets)

• Train a model

• Visualize the results in various formats

The application is controlled by a model configuration file (Fig. 14) that defines
what the model will learn (the targets) and which features it will use to learn those
targets. Figure 14 also provides a top-level view of the many possible combinations
of features and targets. Any pairing of features and targets can be used to create a
model using a model configuration file.

Fig. 14 Features and targets for the ML model showing the layers

21



Some combinations of targets are too sparse for a ML model to learn them. In
the case when only one target is specified, the user can choose to balance the data
set. This balance process ensures that each class of targets has the same number
of samples in the training data. This is accomplished by randomly selecting and
copying samples until all classes have the same number of samples.

The models were developed using Google TensorFlow version 2.7 and commonly
used ML packages that were previously described, to include NumPy and Pandas.
The ML models are created with four layers of neurons (see Fig. 15) as follows:

• Inputs layer: N neurons where N is the number of input features specified

• Output layer: U neurons where U is the number of targets specified

• Hidden layer 1: 2N neurons

• Hidden layer 2: mean of 2N and U neurons

Fig. 15 Features and targets for the ML model

Using the example configuration file in Fig. 14, the “Headaches” model has 32 input
neurons, 64 hidden 1 neurons, 32 hidden 2 neurons, and 1 output neuron. Between
each layer of neurons are batch normalization and drop out (DO) layers. For the
models shown in this report, the DO layers were set to 0, meaning no drop out.
When larger data sets become available, the DO layer will be used.

The activation functions ReLU and ELU were found to be most effective for this
data. The training process used the Adam optimizer, a mean absolute error loss
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function, and a batch size of four samples. When more data is available, the sample
size could be increased.

3.3 ML Tools

We developed two tools that aid in the process of selecting features and targets to in-
clude in models: Pearson-R correlations and feature-target box plots. The Pearson-
R correlations are stored in a CSV file for every feature-target pair and they are
interpreted based on the p-value calculations using the values shown in Table 8.

Table 8 Pearson-R p-value interpretations

Size of Correlation Interpretation
0.90 to 1.00 (–0.90 to –1.00) Very high positive (negative) correlation
0.70 to 0.90 (–0.70 to –0.90) High positive (negative) correlation
0.50 to 0.70 (–0.50 to –0.70) Moderate positive (negative) correlation
0.30 to 0.50 (–0.30 to –0.50) Low positive (negative) correlation
0.00 to 0.30 (0.00 to –0.30) Negligible correlation

An excerpt of the correlation file is shown in Fig. 16. It is sorted by interpretation
(very high to low and negligible values are not included), and then by correlation.

Fig. 16 Excerpt from Pearson-R correlation results

The feature-target box and whisker plots provide a visualization of the range of fea-
ture values in the training data set for each target value. Figure 17 shows the feature
plots for the post-event headache symptom. Overlaps in feature values across dif-
ferent targets means the feature has a lower probability of being a discriminator for
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prediction.

(a) (b)

(c) (d)

(e) (f)

Fig. 17 Feature-target correlation box and whisker plots for headache symptom correlated
with (a) average of all overpressure readings, (b) baseline concentration, (c) pre-event concen-
tration, (d) consciousness duration, (e) pre-event double vision, and (f) baseline throughput
DANA SRT
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3.4 ML Results

The ML software application is a flexible one that uses the data ingested by the
feature extraction process to create models and visualize their predictive capabili-
ties as shown in Fig. 18. When new data is received, it is ingested and the feature
extraction process creates the fx.csv file, which contains data from all cohorts for
every subject that participated in the event. The merge and transform processes are
run once to create a comprehensive training data set. Specific target-based training
data sets can be created with the balance process, if required when sparse targets
are present. These tools only need to be run once to generate a great deal of infor-
mation to aid in the creation of model configurations. Once a model configuration is
defined, the train process creates a model that learns how to generate the targets us-
ing the features specified in the model configuration. Then predictions can be run to
generate plots showing the model’s ability to relate the features to the targets. From
this, an analyst can determine levels that correspond to probable target responses.

Fig. 18 ML software application workflow

To demonstrate how this process works, we have created three example models:

1. Headaches (target_headache_symptom_follow_up)

2. Long think (target_longThink_symptom_post_event)

3. Sleep (target_sleep_symptom_follow_up)
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Each model predicts if a subject will experience the target specified using all of the
features that have Pearson-R statistical significance interpreted as low, moderate,
high, or very high. See Appendixes A, B, and C for the model configuration files.

The headaches, long think, and sleep model predictions are shown in Figs. 19–
24. Prediction plots are created by running each subject through the model and
generating a prediction. The data is then sorted by the actual target response and
then by the predicted response and plotted along with the error between the target
and predicted values calculated as error = |(target− prediction)|.

The models use nonlinear regression and output values between 0 and 1 that are
converted to the target value ranges. The targets for the example models are sub-
ject responses that are in the range of 0 to 4 (see Table 5 for the complete list of
questions). Figures 19, 21, and 23 show the raw output of the models and Figs. 20,
22, and 24 show the class outputs, which are simply rounding the raw output to the
nearest class value.

Fig. 19 Headaches–raw prediction

Each raw prediction displays prediction accuracy (a) and mean error (e), and the
class prediction displays class prediction accuracy (c), calculated as shown in Eq.
7, where t is the target, p is prediction, and N is the number of subjects. These
models show that responses to the post-event or follow-up surveys can be predicted
with an accuracy of 79%–98% using this approach.
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Fig. 20 Headaches–class prediction

Fig. 21 Long think–raw prediction

a =
√∑

(t− p)2

e =
1

N

∑
|(t− p)| (7)

c = (1−
∑

min(|(t− p)|), 1)
N

)× 100
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Fig. 22 Long think–class prediction

Fig. 23 Sleep–raw prediction

4. Conclusions, Summary, and Recommendations

We began this project with the underlying objective of understanding and replicat-
ing state-of-the-art mTBI analysis methods. Where appropriate, we wanted to ex-
plore how these might be enhanced with AI/ML approaches and automated where
possible, and how these tasks could be accomplished in an open source frame-
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Fig. 24 Sleep–class prediction

work. While commercial-based tools have their place, we were also interested in
how these processes might be replicated and expanded in areas common to data
sciences. The ability to perform automated outlier detection and statistical anal-
ysis, coupled with newer ML techniques, paves the way for rapid evaluation of
emerging data sets that can also be expanded to scalable computing resources, such
as parallel supercomputers, should other more compute-costly processes such as
neuroimaging (positron emission tomography [PET], magnetic resonance imaging
[MRI], computed tomography [CT], etc.) be added.

The suite of data warehousing, statistical, and ML tools resulting at the conclusion
of this effort provides a baseline capability for unbiased, automated analysis of
exposure associated with outcome (also known as “dose-response”). This capability
can be expanded and enhanced with the following work:

• Adding new data sources. Other existing data can be added to the process,
specifically, exposures from other breaching environments and heavy weapons
use and other outcome variables, such as biosample-based physiological mark-
ers of neurotrauma (especially amyloid-β [Aβ-42]). Predictive model valida-
tion can be executed by some existing data withheld from the ML process
(expressly for validation purposes) or by the collection of new data.
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• Creating blast overpressure studies (BOS) AI for analysts. BOS AI in its cur-
rent state is a collection of Python programs that must be run manually and in
the right sequence. An integrated application that hides all the algorithms and
processes and is easy to use would be very useful for anyone analyzing this
data. All of the data manipulation and AI would be obfuscated and the user
would have a clean UI to build their own models and test hypotheses based
on their individual expertise.

• Integration of analysis models with the lakehouse. While the data was in-
gested, cleaned, and features extracted using the developed software stack,
the analysis itself did not interface or pull data directly from the lakehouse. In-
tegrating the AI algorithms into the automated workflow would be an impor-
tant step in allowing for application integration. Further, once the lakehouse is
deployed onto the high-performance computing systems, the AI would scale
and automatically refine as more data gets ingested through the pipeline.

• Adding further ML techniques. The current models all use deep neural net-
works. Other ML techniques such as decision trees, random forests, or gra-
dient boosting may produce better models depending upon the features and
targets available.

• Including neuroimaging in the workflow. Although not described in this nar-
rative, one of the early items investigated was the use of tools like Scikit-
Learn for neuroimaging. None of the data sets from WRAIR had these types
of images, but early work we did with the Haxby data set showed the capabil-
ities of Scikit-Learn to integrate with the rest of the tools and achieve some
small amount of speedup using parallel computing assets.12

• Designing the tenants of a military personnel blast exposure monitoring pro-
gram. The ultimate goal of these efforts is to protect our military personnel.
Programs that monitor each person exposed to blasts could predict when a
person should be removed from such missions. Repeated exposure of various
magnitude can lead to long-lasting medical issues. This program would de-
velop a tool that could predict the probability of issues in advance of an actual
exposure.

In conclusion, by developing and coupling these capabilities, an expandable and
streamlined research and development environment will emerge for mTBI allowing
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for longitudinal studies and enhanced Soldier protection. Focusing on open source
methods and tools will allow for the quickest insertion of customized methods that
could also be optimized for large-scale computing resources should the need arise.
Bringing effective data management and processing together is the proper way for-
ward for BOS and analysis, and this project demonstrated the right building blocks
to achieve this goal.
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Appendix A. model_headache.cfg Configuration File
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{

"model_description": "Headaches (Follow-Up)",

"training_data": "balanced_target_headache_symptom_follow_up",

"subject_ids": [],

"features": [

"feature_aggregate_max_number_of_events",

"feature_aggregate_max_peaks",

"feature_aggregate_avg_peaks",

"feature_aggregate_stddev_peaks",

"feature_aggregate_total_peaks",

"feature_aggregate_max_peak_slope",

"feature_aggregate_max_first_positive_overpressure",

"feature_aggregate_avg_first_positive_overpressure",

"feature_aggregate_stddev_first_positive_overpressure",

"feature_aggregate_total_first_positive_overpressure",

"feature_aggregate_max_positive_overpressure",

"feature_aggregate_avg_positive_overpressure",

"feature_aggregate_stddev_positive_overpressure",

"feature_aggregate_total_positive_overpressure",

"feature_aggregate_min_negative_overpressure",

"feature_aggregate_avg_negative_overpressure",

"feature_aggregate_stddev_negative_overpressure",

"feature_aggregate_total_negative_overpressure",

"feature_aggregate_max_all_overpressure",

"feature_aggregate_avg_all_overpressure",

"feature_aggregate_stddev_all_overpressure",

"feature_aggregate_total_all_overpressure",

"feature_aggregate_max_zero_crossing_time",

"feature_aggregate_avg_zero_crossing_time",

"feature_aggregate_stddev_zero_crossing_time",

"feature_aggregate_total_zero_crossing_time",

"feature_subject_age",

"feature_relationship_status",

"feature_disease",

"feature_medprob",

"feature_meningitis",

"feature_concussion",
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"feature_headaches",

"feature_ringears",

"feature_deafness",

"feature_dischargingears",

"feature_fullears",

"feature_nosesinusthroat",

"feature_fainting",

"feature_dizziness",

"feature_coordination"

],

"targets": [

"target_headache_symptom_follow_up"

]

}
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Appendix B. model_longThink.cfg Configuration File
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{

"model_description": "Long Think",

"training_data": "balanced_target_longThink_symptom_post_event",

"subject_ids": [],

"features": [

"feature_aggregate_max_number_of_events",

"feature_aggregate_max_peaks",

"feature_aggregate_avg_peaks",

"feature_aggregate_stddev_peaks",

"feature_aggregate_total_peaks",

"feature_aggregate_max_peak_slope",

"feature_aggregate_max_first_positive_overpressure",

"feature_aggregate_avg_first_positive_overpressure",

"feature_aggregate_stddev_first_positive_overpressure",

"feature_aggregate_total_first_positive_overpressure",

"feature_aggregate_max_positive_overpressure",

"feature_aggregate_avg_positive_overpressure",

"feature_aggregate_stddev_positive_overpressure",

"feature_aggregate_total_positive_overpressure",

"feature_aggregate_min_negative_overpressure",

"feature_aggregate_avg_negative_overpressure",

"feature_aggregate_stddev_negative_overpressure",

"feature_aggregate_total_negative_overpressure",

"feature_aggregate_max_all_overpressure",

"feature_aggregate_avg_all_overpressure",

"feature_aggregate_stddev_all_overpressure",

"feature_aggregate_total_all_overpressure",

"feature_aggregate_max_zero_crossing_time",

"feature_aggregate_avg_zero_crossing_time",

"feature_aggregate_stddev_zero_crossing_time",

"feature_aggregate_total_zero_crossing_time",

"feature_subject_age",

"feature_relationship_status",

"feature_disease",

"feature_medprob",

"feature_meningitis"

],

"targets": [
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"target_longThink_symptom_post_event"

]

}
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Appendix C. model_sleep.cfg Configuration File
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{

"model_description": "Sleep",

"training_data": "balanced_target_sleep_symptom_follow_up",

"subject_ids": [],

"features": [

"feature_aggregate_max_number_of_events",

"feature_aggregate_max_peaks",

"feature_aggregate_avg_peaks",

"feature_aggregate_stddev_peaks",

"feature_aggregate_total_peaks",

"feature_aggregate_max_peak_slope",

"feature_aggregate_max_first_positive_overpressure",

"feature_aggregate_avg_first_positive_overpressure",

"feature_aggregate_stddev_first_positive_overpressure",

"feature_aggregate_total_first_positive_overpressure",

"feature_aggregate_max_positive_overpressure",

"feature_aggregate_avg_positive_overpressure",

"feature_aggregate_stddev_positive_overpressure",

"feature_aggregate_total_positive_overpressure",

"feature_aggregate_min_negative_overpressure",

"feature_aggregate_avg_negative_overpressure",

"feature_aggregate_stddev_negative_overpressure",

"feature_aggregate_total_negative_overpressure",

"feature_aggregate_max_all_overpressure",

"feature_aggregate_avg_all_overpressure",

"feature_aggregate_stddev_all_overpressure",

"feature_aggregate_total_all_overpressure",

"feature_aggregate_max_zero_crossing_time",

"feature_aggregate_avg_zero_crossing_time",

"feature_aggregate_stddev_zero_crossing_time",

"feature_aggregate_total_zero_crossing_time",

"feature_subject_age",

"feature_relationship_status",

"feature_disease",

"feature_medprob",

"feature_meningitis",

"feature_concussion",

"feature_headaches",
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"feature_ringears",

"feature_deafness",

"feature_dischargingears",

"feature_fullears",

"feature_nosesinusthroat",

"feature_fainting",

"feature_dizziness",

"feature_coordination",

"feature_trvlsick",

"feature_psychological",

"feature_depanxstress",

"feature_rxndrug",

"feature_backache",

"feature_avoid",

"feature_memory"

],

"targets": [

"target_sleep_symptom_follow_up"

]

}
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List of Symbols, Abbreviations, and Acronyms

AI artificial intelligence

BOS blast overpressure studies

CSV comma separated value

DANA defense automated behavioral assessment

DO drop out

ETL extract, transform, and load

FDR false discovery rate

GFAP glial fibrillary acidic protein

GNG go-no-go

IQR inter-quartile range

LM Levenberg-Marquardt

mTBI mild traumatic brain injury

Nf-L neurofilament light chain

PRT procedural reaction time

ROUT robust regression and outlier removal

SQL standard query language

SRT simple response time

TBI traumatic brain injury

UCH-L1 ubiquitin carboxy-terminal hydrolase L1

UI user interface

WRAIR Walter Reed Army Institute of Research
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