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Ahstrad 

Wte proposf' 1t r'f'jH'f'se11L1tl,ion of loc1tl dialog11e c:0111.exl. rnoliv1tLf'd 

by the need to react appropriately to meta-dialogue, such as various 
sorts of corrections to the sequence of an instruction and response 
action. Such context includes at least the following aspects: the 
words 1trtd linguislic: sLrnc:ttJl'f'S uttered, Llrf' dorn;,.in correlaLes of I.hose 

linguisLic:s sl.rnc:t11res, and plans arrcl act.ions in r·esponse. Eac:h of 

these is needed as part of the context in order to be able to correctly 
interpret the range of possible corrections. Partitioning knowledge 
of dialogue structure in this way may lead to an ability to represent 
gene,·ic: dialogue s(.nu:Lur·e (e.g., irr Ute form of 1txiorns), whic:h c;,.n l,,., 

particularized to the domain, topic and content of the dialogue. 

1 Introd action 

.\:lany Rimpk dialogue syRtons arc constructed in a more or kfis holifitic 
rasltiorL not. making clear dirTere11t,iaLio11s ht->1.wee11 li11guisLic, dialogue, and 

domain components or reasoning, treating everything other than speech 
input and output as the "dialogrn, comp011ent'' . S11cl1 architectures allmv 
shortcuts in the design process and fine-tuning to the particular anticipated 
task and dialogue interaction, which can speed up both system implementa­
tion time and rim-time. However, the resultinp; systemR are not particularly 
portable to other domains, tasks within the same domain, or even very ro­
bust in the face of different styles of interaction in accomplishing the task. 
Often, where the dialogue component is concerned, all that can be carried 
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over into the next system is the experience gained by building such a sys­
tem. Toolkits for c011strncting scripted dialogues, sud as [Sutton et aL 
1996] make the construct ion process faster, but do not address the underly­
ing problem of partitioning dialogue knowledge from linguistic and domain 
knowledge in order Lo rewie Lhe same dialogue sLra.Legies. 

Simply partitioning the knowledge sources is also not sufficient to achieve 
domain-independent reusable dialogue module8. Like a holistic, Rystem, a 
dialogue component (in Lhe narrow sense, dealing sLriclly wiLh conLexL up­
dates and decision-making about what to say) must have appropriate access 
to both linguistic, and domain k110wledge source8 in order to perform appro­
priate dialogue actions. \Vhilc there will always be a certain a.mount of work 
involved i11 adapting a generic dialogue module to particular linguistic pro­
cessing components and domain knowledge sources and manipulators, t here 
is still some room for generic dialogue function, abstracting away from the 
;,pecifk representations provided hy otlier modules. The key is being able 
to represcnt aspects of the dialogue in a suitably abstract fashion, to allmv 
reasoning about generalities without relying on peculiarities of interfaces to 
linguistic and domain modules. vVe maintain, agreeing with [McRoy ct al., 
·1997], that it is import.ant to keep ,;everal different kinds of rcprcRcntation,; 
of an utterance available as context, , in order to act appropriately in the 
face of meta-dialogue, such as corrections, as well as to be able to give the 
right kind of feedback about problems i11 the syRtem 's abil ity to i11terpret 
and a.cL appropriately. 

As an example of a simple dialogue episode which can motivate the 
kinds of representation ,ve propose, c:onsider the exd1ai1p;e sdema in (1 ). 
In order to understand and respond to [;1] properly, Il must at least keep 
;,ome rnnr.ext around of [1] and [2]. This raises the question as to how to 
represent this context in a compact and useful form. 

(1) [1] A: do X. 
[2] R: [does sonwthing] 
[.
9
.,] A d : no, o ... 

In the next sect.ion, we quickly revic,v several structural proposals for 
representation of local exd,rnp;es like ( 1). Then in Section ;:i, we recon­
sider these proposals in Lhe light of a suite of example:, of differenL kinds 
of negative feedback. This leads us, in Section 4, to propose a rcprcsen­
r,ation based 011 considering not just the utterances themselves, hut other 
intensional information associated with the utterances. These include, for a 
request produc:ed by the user of a system: the literal req11est, an interpreted 
version, still at the level of natural language description, and a domain­
specific version. For the reply, this also includes both the plan leading to 
ir.s performanc:e, as well as observed feedback. These various levels provide 
both a somTc for dctcding potcntial or actual inc:oherc11c:e in dialogue, as 
well as serving as a source or pol.e11tial repair request:-i. Tii Seel.ion ,J, vve 

illustrate these levels in action in a dialogue manager for the TRAIKS-96 
,;ystcm [,c\ llcn ct al., H)96]. Finally, wc c:onchidc with some ohservati011s of 
111ore general applic:abilit.y or these lP-vek 

2 Representations of Local Dialogue Struc­
ture 

There have been severnl _proposals for Lhe kind of dialogue uniL represented 
in ( 1), using strnct11ral terms like adjar:rnr.y pai1· [Sd1egloff and Sac:ks , 1973], 

2 



exchange [Sinclair and Coulthard, 1975], game [Scvcrinson Eklundh, 1983, 
Carletta et al., 1997l TR-unit [A hren berg et al., 1990] and ai·gumentation 
act [Traum and Hinkelman, 1992]. At an abstract level, we need an IRF­
unit which can contain the three moves or acts: Initiative, Response, and 
Feedback, a:, imlicaled iu (2). 

(2) [l] Initiative: Rcqucst(Act) [Instruct] 
['2] Response: I )o( :\ct) 
[3] Feeclbaek: Eval [+ Countcr-Request(Act')] 

There arc several ways in which this unit could be structured. In Figure 1 
we show several proposecl struct.u res for this or similar units for questions. 
(A) shows a flat structure containing all three acts, as proposed by [Sinclair 
ancl Coulthard, 1975]. Some author;; prefer to allow only binary branching 
units, which leads Lo sl,rudure8 (Il) through (D). (Il) was propo:,ed by 
[Wells ct al., 1981] (though with the unit names Solicit-Give and Givc-
1'\dmowledge), :rncl is also used by [\:ld{oy et al., 1HH7]. (C) and (I)) were 
boLh propo:,ed in [Severim,011 Ekluudh, 1983], Lhe former for iuforrnaLion­
;,eeking que;itions, and t he laher for exam-questions. (E) show;, a fi nite 
automaton which could be induced from these structures, allowing multiple 
rejections and counter-requests before a final acceptance. 

There may be clifferent motivations for r.heBe different types of structures, 
but for the present purposes, we will consider them strictly in terms of 
what kind of contnt is provided for r,he ;;i,ntececlent of the ur.terance [3]. fo 
particular, what is the utterance of "no" referring to: A's initial utterance 
[I], H's rrnction in ['2], or some other c011struct'? Of course such examinations 
rei-tlly require b0Ll1 I.he :-it.rucL1ire it.selr a:-, well a-, a11 algorit.l1rn ror Lraver:-.ing 
the structure and deciding on a referent. For the present purposes, we will 
consider a default algorithm, in which one looks first to (all) siblings of 
the current node, and then siblings of a parent, etc. Structure (A) would 
predict a choice of [1] or [2], equally. Structures (B) and (C) would lrnve a 
preference for [2] as tl1e antececle11t (with (C) allowi11g [1] as a clispreferred 
option, and (Il) disallowing it), while (D) would see the unit of [l] and [2] 
combined as the most likely antecedent, i.e., not. necessarily a reject.ion of 
[2] in and of itself. but of [1] and [2] together as the realization of the goal 
that irn,pire:d procluction of [I] (for reasons that might be: clue to problems 
with either of the uttenrnces/actions tl1emselves, or the col1erence of the 
two). 

3 Exarnples 

In order to decide on which structure is most appropriate, as well as what 
kinds of representations arc needed fort.he task, it will be helpful to examine 
a s11ite of instc1.nti;;i,tions of the exchange sc:hema in ( 1). vVe first examine 
,;ome; exampk,; of c:orredions to exchanges founcl in lrnrnan-human ta1,k 
orier1LPd dialoguP, specifically LliP l'vfapLi-tsk. vVe Lhe11 Lum 1.o LliP TRATKS-
96 domain, abstracting some simpler examples that can straightfonvardly 
be tcskd in a spoken dialogll(: syskm. 

3.1 Maptask Corpus Examples 

\Ve draw examples of correction exchanges from the DCIEIVI ( examples 3 - 7) 
[Taylor et al., 1D98] and HCl-lC [Carletta et al., HHJ7] (example 8) Maptask 
corpora. In Lhe dialoguet; compri:,ing Lhe:,e corpora, Lwo people are looking 
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at their mvn versions of maps of the same territory. The maps arc slightly 
different, a11d neither can see the otl1er person\, map. One person (the 
Giver, indicated by [G]) is attempting to give directions to the other (the 
follower, indicated by [Fl). For each excerpt, identifying information about 
Lhe 8pecific dialogue is given above. 

In (3) the giver has requested an action: "go west", ,vhich the follo,ver 
mnfirms. Hut then the giver d1anges his mind (realir-eR he ha.s made a 
mi8lake) and corrects Lo: "[go] easL" . 

(3) <text id=r120.f.q2c5.10.2-4.3-1> 

[G]: You'll Yoll'll go nortl1 ... a11d then you'll tllrn 
west, onto the bridge. 

[F]: Okay. 
[G]: Or, easL. Correction. 
[F]: Okay. 

In (4), Lhe requesLed act.ion, go wesL aL Lhe boUom of the ravine itself, 
has been (slightly) misunderstood as a request to go ,vest on the ,vord 
'ravine' despite explicit i11st,ructions to the contrary. 

(4) <text id=r110.p.q4c3.36.5-6.11-3> 
[G]: then curve back out .. . and then, at the bottom of 

the: ravine:, not the: word { ci I ravine}, the: ravine: 
it.self ... 

[F]: {gg I Uh-huh} 
[G]: yoll 're going to h;,ad w;,st. 
[P]: Okay. So basically I'm going to be on the .. .I'm 

going to curve ... and I'm going to be on the west 
sid;, of the ravine':' 

[G]: Right. 
[F]: And tlH"n , on the word {cilravine}, go w;,st, 

right? 
[G]: 'fo. Tn line with the hot.tom of the ravine itRdf .. . 
[F]: Okay. 
[G]: go west. 

Example (ti) is a little trickier, since the action request is implied: [look] 
in the area of the playground [and tell me what you sec]. The giver clarifies 
the action: look to th;, e;ist of that ([are yoll looking] 'to the ;,ast of it':''). 
The follower reports a tyre swing. 'No. To the east of it, further. ' Here the 
giver has used an imprecise direction, [look] 'to the cast/, which has been 
dis;i.mhigua.t.P-d inmrr;,ctly hy th;, follower (look only a little to th;, Past). 
\Vhrn the follower reports what he sern, the giver repeats the same request, 
'r.o the Past ofit', but then clarifies with the more precisP 'further'. 

(5) <text id=r120.f.q3c5.22.2-4.7-1> 
[G]: Okay ... HavP you got ariyt.l1i11g in I.ht> {fpluh} 

adventure playground aJca':' Like ... 
[F]: Yeah , they 'r;, ... tyre8':' 
[G]: To t he east of it? 
(F]: A tyJc swing':' 
[G]: {fp I Uh}, no, to th;, Past of it , further. My map's 

empty here. 
[F]: A privately own Pd fiPlds? 
[G]: Privately owned fields . 
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In (6), the giver requests an action: 'curve toward the train crossing ... ' 
contflining an arnhiguous designar,or 'the train crrn;sing' ,vhich the follmver 
disambiguates in a way not consonant with the giver's intention. In this 
exchange the sign that this is the case comes when the follower realizes 
LhaL the resL of Lhe insLrucLion: 'up along Lhe wesL side of Lhe waterfall' 
is incompatible with 'towards the train crossing.' He initiates a repair by 
explaining the position of his trai11 crossing. The giver admowledgefi the 
repair: 'no no, noL LhaL train crossing' and here iL doe~ noL seem far-feLched 
to claim that there is an implied: 'the other train crossing.' The interspersed 
confirrnati011s (F: Okay. G: Okay ... ) fieerns to hear out the supposition that 
there is a task (searching for the other train crossing) which is being carried 
out. Tn this case, the task fails, because the giver's ma.p has no other 
train crossing, and other repairs must be attempted to allow a com.plete 
interpretation of the giver's original intention. In the current case the sign 
of the problem with the disambiguation is the conr.radidion between two 
parts of the giver's request, and this contradiction is 110ticcd by the fol lowc:r. 

(6) <text id=r120.f.q3c5.22.2-4.7-1> 
[G]: Okay, cmve dow11 towards the train crosf;ing 

and up along the wesL side of the waterfall. SLop 
when you get to t,he top of the waterfall. 

[P]: Wait , my train crossing is {fplum} {brlnorth 
west=northwest) of the ,vaterfall. 

[G]: { fg I Oh} no no, not that trai11 crossing. 
[F]: Okay. 
[G]: Okay ... 
[F]: I only have a waterfall, then. 

Example (7) is more ::;LraighLforward: Lhe follower, in response Lo a com­
plicated and ambiguous set of instructions (which arc not ·worth taking 
space with here), checks his understai1ding by saying: 'I '11 go rigM. to the 
rope rope bridge'. The giver thing::; lhii; is a mii;Lake, LhaL Lhe ui;er is going 
to tum righr, to get to t he bridge, rather than go straight there. So he gives 
a less ambiguous instruction: 'go due north ' However, the follower had the 
correct intention all along. 

(7) <text id=r130.f.q2c5.10.2-4.3-1> 
[P]: I'll go righL Lo Lhe rope rope bridge. 
[G]: :'-ro, you ,vant to go due north 
[F]: Yeah. 

Example (8) is a common exchange for any011e giving real-time direc­
tions, e.g. while driving in a car. The request is 'go to the left.' The follower 
does the correct thing, bu t says 'right, OK' wl1ich is 1mderstood as being the 
opposite of what the giver wanted. Hence the re-assertion of the direction, 
in this rnsc: in just the imme form: 'No, [go] ld't' 

(8) (HCH.C ,,1aptask Corpus [q2nc7.trn]) 
[G]: So, { fg I eh}, go to the left two inches. 
[F]: { f g I Eh), right, okay. 
[G]: 'Io, left. 

3.2 Example Suite 

Por more easy compari::;011, we cast variou::; Lype::; of repair, :mch a::; Lhose 
fo1md in examples (3 - 8), fl.hove, from the ma.pt a.sk corpus in a. suite of 

6 



minimally different examples. We use the TRAIKS-96 domain [Allen ct al., 
1996], in whidl a 11ser inr.eracts witl1 a dialogue system to provide ront.es for 
trains. Figure 2 illustrates an episode from this task, in which there are two 
trains of interest , Northstar, which is currently at Boston, and Mctrolincr, 
which started the task aL Ilo::;tou , but i::; now al. Albany. Given this same 
context, consider the dialogues in (9) through (15) . 

figure 2: Trains Scenario 

(9) [I] A: "send Korthstar to New York.'' 
[2] R: [st'nds Northst.r1r l.o NY] 
[3] A: "no, send Mctrolincr.'' 

(10) [l] A: "send .\!Ictroliner to Kew York." 
[2] R: [sc:nds Northstar to NY] 
[:3] A: "no, se1ld Metroliner." 

(11) [l] A: "send t.he Bost.on train to New York." 
[2] H: [sends Northstar to NY] 
[:1] A: "no, send Mdroliner." 

(12) [1] A: "send t.he Roston train to New York." 
[2] B: [sends Northstar to NY] 
[:3] A: "110, send t.\1e Rost.on I.rain." 

(13) [l] A: "send t.he Bost.on train to New York." 
[2] R: [sends Metroliner to NY] 
[:1] A: "no, send Metroliner." 

(14) [1] A: "send \'letroliner t.o Kew York." 
[2] B: [sends Metroliner to N'\'1 
[:3] A: "no, sc:nd l\frtrolinc:r ." 

(Fi) [1] A: "send KorthsLar Lo New York." 
[2] B: [sends Mctrolincr to N'\'1 
[3] A: "no, send Metroliner." 

In each of tlwse, the semamic: structure of ut,teranc:e [::I] is somethi11g like 
(Hi). Context is used to determine what "X" refers to, and abo to construe 
"Y" to he appropriately coherent, if possible. 

7 



(16) Don'tDo(X) & Do(Y) 

Example (9) is similar to corpus example (3) - a changed instruction. 
Example (10) is a very common sort of exchange, where, as in example 
( 4), the second contrih11tion indicates a mis11nderstanding of tlw original. 
Examples (11) and (12) involve darificaLiorn; Lo an ambiguou;; reference. 
The tyre swing (5) and train crossing (6) examples arc similar to these types. 
The successful adjudication of the problems in the exch,rnge will rely on 
treating the combined user utterance as the expression of a. single intention 
: 'send the Boston Train to New York ... no, send the Boston Train' wl1ich is 
only incoherent in the case that the system disambiguates 'the Boston Train' 
the same way each time. This st rikes us as very similar to reasoning required 
in maptask example (6), in which the giver's insr,ructions are only i11coherent 
on one interpretation of t he designator 'the train crossing.' The difference is 
only that there is no accessible opti011 for tl1e follower in (6) for an alternate 
disambiguation (there i:J no oLher train crossing on Lhe follower'8 map), and 
this fact dictates a different repair strategy. Example (13) is very similar 
to the rope bridge example (7), although this may not he immediately 
apparent. The pot.eut.ial difficulty is that., although in t.he example1; from 
the corpora the feedback from the follower is verhal, in tlw case of the 
THAINS-96 system, the feedback is visual: one sees the train move. It is 
easy to imagine that the verbal report of the follower being misinterpreted, 
b11t less easy to imagine that the same amhig11ity could arise in the ca:a,e 
of the clear image of trains moving around the screen: one can simply set 
whetl1er Lhe inLenLion i:a, being carried 011t. Bui. Lhis is not, necessarily so: 
the trains in the TRAINS system arc color-coded, rather than labeled with 
their names.1 Th11s t he 11ser srx.9 the green train moving (which is in fact 
Lhe c.orrecL I.rain ror Uw syster11 t.o move) hut. Lliinks it, sl1011ld he I.lie red 

train moving. Assuming that the problem is the ambiguity of the initial 
instr11dion, the user is more specifk:, hut the system has done tl1e right 
thing all along. Example (H) is very similar to the left-right-left corpus 
example (8). Example (15) can be seen as a slight modification of (9): the 
user has d1anp;ed his mind, however i11 this ca;;e, the system has complied 
with the ne,v rather than originally expressed intention. The user may either 
be unaware of (or have misunderstood) the actual action, or want to avoid 
a possible repair by the system, upon recognizing the discrepancy between 
original directive and action. 

3.3 Examples and Structures 

Let us now turn back to the different structures in Figure 1, and see if 
the examples from the previous sections have any implications for which 
:a,t.ructmes wo11ld he most usefol. The coherence of Dialog11e (9) but la.ck of 
cohere11ce of (15) indicates a prohlcm with (A): it ,;eems that. after [2], [ I) i,; 
110 longer a possihli; a11t.i;ci;dent in t.l1t> s,trllt' w;i,y. Thi; co11Lrast lwLwet>11 (9) 
and (10) shows that the problem with [2] can be either a lack of coherence 
with [I], or n chai1ge in intention. ThiR ,vould seem to be a problem for 
(B), which does 110\, p re~ervi; [1] as par!, or l,lie context for [3]. Likt>wisi;, in 

(11) and (12), the source of the problem is likely the interpretation of the 
referring expression, "the Boston train". This is importai1t for interpreting 
[;1] coherently in (12), and recognizing (1:1) as incoherent. It is less easy 
to sec how this information can be retrieved fron1 (C) as opposed to (D). 

1The ua1ne la.hels for the train~ in Figur~ 2 were added for illu~trative purpo!'jel!i, and 
not part of the actual display. 
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In general, for these examples, the source of the correction in [3] can be 
anywhere in the space induding what A actually said in [1] (true 3rd tum 
repair), B's interpretation of that, or B's response in [2] (2nd turn repair). 
(D) seems to be the most useful candidate representation, since it provides 
Lhe complex acL of [1] and [2] together as a likely anLecedenl for [;1]. (E) 
captures the move sequences correctly, but docs not help much with the 
reforential dependencies. 

The interesting issue for these examples is how Lo respo11d Lo [:-l] in each 
case. For examples (9), (10) and (11), B can just undo the action performed 
in [2] and proc:eed to do the one mentioned i11 ('.1). In fact, thi:c; i8 just what 
the Rochester TRAIKS-96 system [Allen ct al., 1996] will do. For (12), the 
;,ituation is a bi t more complex. R must rec:og11ize that the previous choice 
of anchor for the referring expression "the Boston train" was likely to be 
wrong, and dwose a different eandiclate, given A's response. For (13), (14) 
and (15), there is no obvious strategy to make [:3] col1erent, so some sort 
of re:pair would of: warrnnkd to ovcrcornf: the incohuf:11ce:. Tn orckr to of: 
able to engage in fruitful dialogue rather than just respond to a sequence of 
commands, the important thing to realize is that [3] is a complex command 
with structurf: like (16), rather than unrelakd cancel and request acts. To 
engage in natural dialogues, it is important T,o find a coherent interpretati011 
when possible, and note and repair the incoherence ,vhen it is not possible 
to find such an i11terpret,ation. 

4 Our Approach: Internal Representations 

Our approach to the problem of representing local sub-dialogue structure of 
an TRF u11it. sud1 as (2) is t.o n-'pl'P>ff'11t 1101 just t.l1P moves [1 ], [2], and [3], 
themselves, as part of the IRF unit, but also, like [McRoy ct al., 1997], some 
as:c;ociated inter1111l 1Structme:c;, ,vhic:h c:m1 help provide likely rnndidatc:, for 
resolv i 11g any sPe111i 11g i 1H:ol1ere11c:e. Tl11Js, our c:rni 11( er1mr1. of the Rn1-Do 

sub-structure in Figure 1 (D) includes not just the two acts, but each of the 
following components: 

1. L-req (for "lit.eral'', or "locu1.ionary") t.l1e acl.ual words said. 

2. 1-req (for "interpret ed", "intentional" or "illocutionary") the dired 
logical interpretation. This level maintains all ambiguity present in 
the original, induding lack of a :,pecifk referent for "the Bo:,ton train''. 

3. D-req (for "disambiguated" or "cloniain") a precisification of the I-req 
that actually reprP-sent~ a spP-c:ific req11P-st for an acti011 that can he 
performed by the domain module. For simple, unambiguous requests, 
in which the representation out.put by the language module and used 
hy the domain module are t he sarnP-, D-req can be ju1St ah011t identical 
with I-reg; for cases with ambiguity or divergences in representation, 
it. may i11volvP several opera.Lions Lo gel, from 1- rPq Lo D- rt-:q. D- Req 

represents what should be done in a manner that the domain reasoner 
can understand. 

1. P-act (for "plan") a specification of how to do the requested act in 
D-req. A plan suitable for P-xecntion, which, if carried 011 t will sati:,fy 
the original request 

5. E-Act (for "exerntion") the act,ion the sy:,tem actually takes in fo !­
filling the request,, which could be a physical (m simulated) aclion, or 
natural la.np;nap;e production, or ;,orne combinati011. 
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6. 0-Act (for "observation") concerns monitoring or observation of the 
system 's ad. Even if the system performed the ad. correctly, it might 
not have evidence of this fact . For linguistic actions, this is related 
to grow1di11g [Clark and Schaefer, 1989, Traum, 1994]. Grnunding 
involves adding t.o the common ground bet.ween conversational partic­
ipants, e.g., by presenting material and acknowledging and/ or repair­
ing pre:sented material. For linguiRtic acti011R, or actions whose 011ly 
evidence is t.hrough linguistic report.s (e.g., t.he maptask examples in 
Section 3 .1), the grounding process is the best indication of the success 
or failure of the action. Likewise, for e1wir011ment:s ;mch a.s TH./\ I I\ S, 
in which there is visual evidence, monitoring the reactions to t.hcse 
acts are a primary method for t1;ro11nding, as well as telling whether 
requested acts are successful (in terms of meeting the intentions of the 
requester). 

As said above, the in lerpreLat.ion of D-req from 1-req could involve several 
intermediate actions. In the case of dialogues (11), (12), and (13) , it involves 
construction of a new query (corresponding to "which engi11e i:s the Ho:st011 
engine" ) , calculating t.he answer lo this query (perhaps using messages lo a 
domain reasoner), and then fit.t ing tl1is answer into the D-req for the rnai11 
request (replacing the more indirect information present in the 1-req) I.e., 
in processing (13), "Bost.on train" will give "train at Bost.on" at the I-req 
level, hut "Metroliner" in D-req. 

In the example dialogues, utterance [I] has the same L-req and I-req 
in (11), (12), and (13) (Lliougl1 dirferenL rrom (9) and (14)). For (11) and 
(12), the D-rcq is the same as in (9), while in (13), the D-rcq is the same as 
(14), depending on the in terpretation of ''the Hoston t.rnin" as l\ol't,hsta1· or 
\'foLrolirwr, r~8p~c:Livdy. 

l:sing this more fine-grained notion of the Rcq-Do unit, we can re­
examine the likely sources for the rnrrection in [3] in e;i,ch of the cases. 
For (9), the obvious interpretation is that there was a problem with I-req: 
cit.her A mis-spoke in [1], or changed his mind, or B misheard; pinpointing 
the ex;i,ct sollrce of the problem is not important, given th;i,t the same action 
can be taken to rectify the situation in each case. For (10) , D must have 
misheard (or somch(Wi made a mistake in execution). For (11), t11e most 
natural interpretation is that there was a problem at the D-rcq level, and 
A 1m:ant \'ktroliner rnther than Northstar. For (12), thing;, me a bit more 
su htle. Probably the problem is the same as for ( 11) , hllt less informFJ.t i011 
is provided by A about the correction - B must use the information that 
Korthstar is probably not the correct choice when interpreting the repnir. 
For (l;f), (14), or (15), Lhe problem is mo::,l likely with P-ad Ol' E-ad, or 
L-req (i.e. , in the speech recognizer, but then with L-req for [l) or [3)':') or 
some llnresolv;i,ble contrndietion. With luck, the confusion can he cleared 
up using a :mbdialogue with the usel'. \Vhile it, is not always crucial t.o 
identify the exact source of the problem, it is important to recognize t hese 
situations of incoherence when they occur, and not just undo the previous 
act and redo the very same th ing. 

4.1 Repair at various levels 

In addition to being able to repair when faced with an unresolvable contra­
diction, as in dialogues (13), (14) and (15), repair is also an option whenever 
there is difficll lty computing ;i,ny of these components of the representn.tion, 
or when the system is insufficiently confident of its computation . Some ex-
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amplcs of the kinds of repairs that concern difficulties at the different levels 
are shown i11 (17). 

(17) L-req: "what was the t hird word'.'" 

1-rc:q: "is Metroliner an engine:'' 

D-req: "which train did you mean when you said 'Boston train''?" 

P-act: "is going through Albany an appropriate way to send Metro-
liner to NY?" 

E-Ad: "should T do that now or aftcr T send Bullet through?" 

0-Act: "is it there now?" 

A central issue for dialogue management becomes which strategy to use 
whfm facing uncertai11ty about the user's intent. Kg., in the case of two 
possible candidates for the referent of an expression like "the boston engine", 
one could eitlier pick one and try it, or ask for clarifkation, a8 above. 'l'he 
deci;,ion should be motivated by factors such as how difficult iL will be Lo 
correct a mistake and the likely hood of picking incorrectly - in general users 
have litttle tolerance for multiple confirmation;; when things are going well. 
The represenLalions here give a general sel of possibilities from which Lo 
choose, based on actual cirrnm;;tances, while current systems mainly allow 
only pre-designed decision points. See [Traum and Dillenbourg, 1998] and 
[Horvitz and Pack, 2000] for some ideas on how to use utility theory to 
choose whid1 action t o perform. 

5 1Inplen1entation: ACOM 

"\Ve have implemented this approach to dialogue representation in the Alma 
Carne Dialog l\:hrnager (ACDM), 11;,ing Active Logic [Bigot-Drapkin and 
Perlis, 1990, Elgot-Drapkin et al., 1996, G1miey et al., 1997]. The dialog 
manager and reasoner arc relatively domain and system independent, re­
lying howev,:;r on translation acti011s to cmwcrt lwtwccn thc internal logic 
and exLernal sytilem componenLti. Alma (Act.ive Logic MA.chine) (described 
briefly in [Purang ct lll., 1999]), the current implementation of active logic, 
combines logirnl reasoninp; in time with an ability to perform ;rnd m011itor 
Lhe progress of external adio11s. Carne is used Lo model aspecb of Lhe 
agent's behavior which need not be expressed logically. Carne can run pro­
cedures for Alma, and acts as the I/0 channel to Alma. ACDM is aimed 
at achieving a higher degree of conversational odcquacy [Pcrlis ct al., 1998] 
than other c11rre11t dialog systems. 

5.1 Active logic 

.Actiw~ logi<"'.s [Elgot-Drapkin and Perlis, 1990, Gurney et aL 1997, Perlis et 

al., 1999] were developed as a means of combining the best of two worlds -
infcrcnc:e and reactivity - without giving up much of cit.her. This requires 
a special evolving-dming-i11ference model of tinw. The motivations for this 
were twofold: all physically realizable agents must deal with resource limita­
tion;; the world presents, including time limitations; and people in particular 
have limited memories [Baddeley, 1990] and processing spee(b, so llrnL in­
ference goes step by step rather than instantaneously as in many theoretical 
model;; of rationality. ,\ con;;eq11ence of su<"'.h a re;;omce-limited approach is 
LhaL agents are noL (even weakly) omniscienL: there is 110 one moment aL 
which an agent has acquired all logical corniequence;; of it;; beliefs. This is 
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not only a restriction for real agents ( and hence for humans) but it is also an 
advantage whe11 the agent has contradictory beliefs (as real agents will ofte11 
have, if only because their information sources are too complex to check for 
consistency). In this case, an omniscient and logically complete reasoner is 
by <leJinilion swamped wiLh all :,enLences of iL::; language as beliefo, wiLh 110 

way to distinguish safe subsets to work with. By contrast, active logics, like 
human reasoners, lrnve at. c1.ny time only a finite belief sd, ,rnd can rea.-;011 
abouL Lheir present. an<l pa:,l beliefs, forming new beliefo (aud po:,::;ibly gi v­
ing up old ones) as they do so; and this occurs even when their beliefs may 
be inconsistent. (See [Miller, 19[1:1] for details.) 

Active logics can be seen cit.her as formalisms per se, or as inference 
engines that implement formalisms. This dual-role aspect is not accidental: 
it is inherent to the conception of an active logic that it have a behavior, 
i.e., the not.ion of theoremhood depends directly on two things that arc not 
parr. of r.radit.ional logics: (i) what is in the c11rrent evolving belief set. , and 
(ii) what the current evolving time is. 011r view of active logic here is as an 
on-board age11t tool, 110t as an external specification for an agent. 

5.1.1 Formalism 

The formal changes t.o move from a first, order logic to a11 active logic are, 
in some respects, quit e modest. The principal change is that inference rules 
become time-sensitive. The most obvious case is that of reasoning about 
time itself, as in the rule: 

i: Now(i) 

i+1: Now(i+1) 

The above in<lical.es lhal from Lhe belief (at. Lime i) lhal Lhe currenL Lime 
is in fact i, one concludes that it now is the later time i + 1. That. is, time 
does not stand still c1.s one reasons. 

Kol.e LhaL l.emporal logics [Allen and Ferguson, 1994, :McDermoLL, 1982, 
Resch er a11d l ;rqu liart, 19il] also have a noti011 of past, present and future, 
but these do not change as theorems are derived. These are specification 
logics external to t.hc reasoner. This contrasts strongly with the agent-based 
on hoard character of active logic. 

Technically, an active logic consists of a first-order language, a set of 
time-sensitive inference rules , and an observation-function that. specifics an 
environment in which the logic "runs" . Thus an active logic is not pure 
formalism h11t. iR a hybrid of formal system and embedded inference engine, 
wlu;re I.lie rormal bt'hc1vior is Lied Lo U1e eriviror1mt'11t via the ohservatior1s 

and the internal monitoring of time-passage (sec [Elgot-Drapkin and Perlis, 
1990] for a detailed description). ~'11rtl1(;r formal details arc given lxlow. 

5.1.2 Properties of active logic 

Activ(; logics arc able to read t o incoming information while reasoning is 
ongoing, blending new inputs into its inferences wit.hour, having t.o st.art llp a 
new theorem-proving effort. Thus, any helpful communications of a partner 
(or user) - whether as new initiatives, or in response to system requests 

can be fully in legraLe<l wiLh t.he :,ysLem':, evolving reat:Joning. Similarly, 
external observations of actions or events can be made during the reasoning 
process and also factored into that process. 

Thu:, Lhe not.ion of Lheorem for active logics i::; a biL different. from Urnl 
of more traditional logics, in several respects: 
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1. Tin1e sensitivity. Theorems come and go; that is, a proposition once 
proved remains proved but only i11 r.he sense of it being a historical fact 
that it was once proved. That historical fact is recorded for potential 
use, but the proposition it.self need not continue to be available for use 
in future inferences; iL mighL not even be reprovable if Lhe "axiom::;" 
(belief) set has changed sufficiently. As a trivial example, suppose 
Now(norm) ➔ /,1mchtimf; is an axiom. /\t. time t=noon, \Jow(noon) 
will be inferred from Lhe rule given earlier, and Lunchtime will be in­
ferred a step later. But then Kow(noon+l) is inferred, and Lunchtime 
is no l011ger inferable sinc:e its premise \Jow(no011) i;; no longer in the 
belief set. Lunchtime will remain in the belief set until it is no longer 
"in herihed'' ; the ru Jes for i11 herit.anc:e are themselves inferenc:e ru Jes. 
One such involves contradiction; see next item. 

2. Contradictions. If a direct contradiction (P and ,P) occurs in the 
belief set. at time t, that. fact is noted at r.ime t+ 1 hy me;i,ns of the 
infere11ce rule 

t: p • -p 

t+1: Contra(t+1,P, -p) 

See [Miller, 199:1] for <letaib on handling conLra<licl.ion:; 

Truth maintenance systems [Doyle, 1979] also tolerate contradictions 
and resolve: t.hcm t.ypic:ally using just.ifk:at.ion information. Tl1is l1ap­
perrs i rr a separat.e process wh id1 I'll 11s wl1 ile I.he rPasorr i rig errgi ne is 

waiting. We do not think that this will work in general since the 
reasoning nccdcd to rcsolvc tl1c contradidi011 will dcpcnd on t.hc very 
irrforrnaLiorr LlraL ger1erat.ed I.Ira!. c:orrt.radicl.iorr. Resolut.iorr o f corrt.ra­

dictions is itself, in general, a reasoning process much like any ot her. 

::1. Mdarcasoning 

In active logic, there is a single stream oheasoning, which can monitor 
itself by looking backwards at one moment to see what. it. has been 
doing in t.hc past, including thc very rcccnt past.. 

All of this is carried out in the same inferential process, without the 
nccd for lcvcl upon lcvd of mcta-rca;;oncrs. This iR not to say that 
there is no metareasoning here, but rather that it is "in-line" metar­
casoning, all at. one level. The advantages of this arc (i) simplicity of 
design, (ii) no infinite regress , ;i,nd (iii) no reasoni11g time at l1igher 
levels unaccounted for at lower levels. A potential disadvant age is the 
possibility of vicious self-reference. This matter is a topic of current. 
investigation. However the conr.radidion handling c:;i,pabilir.y should 
he: il powcrfo I tool cvcn thcrc. 

5.2 Alma/Carne 

Alma is our implementation of active logic. It generally conforms to the 
description of active logic given above, with some variations for greater 
efficiency or ease of implement.at.ion. Alma. is wrir.ten in Prolog and has a 
Java user interface. Alt hough Alma cannot currently be run across the web, 
reasoriir1g Ppisodes (saved ir1 history Illes) nur he viPwed wit.11 the interface 

on our web-site (http://,v,vw.cs.umd.edu/projects/active/demos). 
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At each step, the inference rules arc applied to the formulas in the KB 
at that step and the rn,ulting set of formulas is the KR for the next step. 
Application of the inference rules can result in formulas being added or 
removed from the KB. By default though, all formulas arc inherited from 
one sLep Lo Lhe nexL (a.11 excepLion being now). Some fea.lures of Alma are: 

• The current step number, T, is represented in the KB as now(T) and 
changes as tl1e program execm,es. One can reason about the current 
time by using now(T) in the axioms. 

• Three variants of the conditional are available i11 /\ lma for bet t er con­
trol of the reasoning: 

if This acts like the familiar material conditional. 

fif If fif(6,conclusion(f)) and¢ are in the KD, then~' is asserted. 
This doe;; not allow c011traposition: if ,·1/: is in the KR, we do not 
obtain -.6. Another feature of fif is that the antecedent must be 
i11 the KR hcforc the fif is used. Tf, for cxamplc, ¢ is o: (\ ,(J and 
o: is in the KR, we cannot derive fif( /3,condusion(!I;)). Only if 
both a and ,8 arc in the KB at the same time will -i/; be derived. 
f-if formulas rnn only he uscd in fonvard chaining proofa. 

bif This is used to mark conditionals for use exclusively in backward 
chaining proofa. Tt can he 1rned rnther than if or fif to avoid 
generating large amounts of true but uninteresting facts, while 
st.ill allowing the ahilit.y Lo prove inl,eresl.ing information on de­
mand. 

• Tf there is a direct contradiction (c.g., <.!J, , d; ) in thc KB, thc formulas 
are made unavailable for use in further inference and distru.sted(~!,) 
is asserted, where 'lj_, stands for each of the contradicting formulas 
(e.g., ¢ and ,</.l) and thcir conscqucnccs. Thc fact that there is a 
conLradidion ii, asserLe<l: evnlrn(Nl, N2, T) where Nl a11<l N2 are 
the names of the contra.dicta.nds (e.g., dJ and ,t6) a.nd Tis the time at 
whid1 the contradidion was detected. 

Asserting rcin.sta.tc(N) for a. formula N tha.t has been in a contra.dic­
tion results in a new formula similar to N being added to the database. 
This c.an b(; used to resolve contradictions. 'l'hc d1oice of which for­
mula to reinstatf, is not ch,termined hy Alma inference rules , however 
Alma can use user-specified axioms to reason about how to make this 
choic.e. 

• Some computations may he more easily, convei1iently or efficiemly 
done throngh proccdurc;; rathC;r than as logical infcrcncC;. The reserved 
prnlic;i,t.e t1:aL/mmul is used Lo execul.e Prolog progra1T1s in Llie Alma 
process. This form allows one to specify that some variables need 
to hc hound heforc C;Xec11ting thc program. cval_hound(p(X, Y"), [X]) 
will execute program p(,Y, Y) rrnly if Xis bound . 

• Programs that arc more complex or rcqurc longer asynchronous run­
time arc cxccutcd in Carne (sec dctai Is below). Carne a lso al low;; A Ima 
to interface wiLh exLernal procei,se;; enabling Alma to be embedded in 
larger systems, such as the TRAIKS-96 system [Allen ct al., 1996]. 
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5.2.1 Carne 

Carne is a process that, communicate,, with Alma hut rims independei1tly. 
The main purpose of Came is to run complex non-logical computations 
a:'lynchronously from /\ lma steps. The8e cai1 include input-output, inte1·fac­
ing wit.h ot.her running syst.errn and long-running comput.aLions llrnt. lake 
too long to run within a. step. 

/\ lma requests 11.ctions from C:irne by asserting formulas of the form 
call(X, Y, Z) in Lhe KB. A formula of this Ly pe is Lhe premise of an inference 
rule wl1ich c/l11ses Cftrne to execute pro~ram X. Y i,, used to pas8 relev/lnt 
information to Carne and Z is an identifier that links the call to assertions 
about the status of the call. The status of the execution: doing(X, Z) , 
donr;(X, 7) or r;ri·or(X, Z ) is asserted in the Alma KB hased on informF1ti011 
provided by Carne. As the call is executed, doing (X, Z) is first asserted. 
"\Vhen the program has completed in Carne, doing (X, Z) is replaced with 
dvnt(X, Z) in Alma. If Lhe program faib , trrvr(X, Z) is asserle<l irnsLead. 
This enables Alma to reason about actions it has requested. 

Carne rnn add and delete formulas in the Alma l(H. This i,; 118ed to 
modify Lhe KB as a resuH of compuLaLions an<l for external input t.o be 
added to the KB. Came also has a KQML parser which facilitates connection 
of Alma/Carne to other systems. 

5.3 Maryland version of TRAINS-96 

,'\CDM is a dialogue manager huilt using A L'l:J A and Carne. Tt is intf:grated 
within the THAIKS-96 system from the University ofHochester [Allen et al. , 
1996], replacing their discourse manager. The TRAINS-96 system consists 
of a set of hetf:rogenf:ous modu Jes c:omrnunicating through a central hub 
using messages in KQ~\:IL [External Interfaces Working Group. 199:1] . This 
arcl1itect,me is well suited for ,;wapping in different component,; to do the 
same or similar job and assessing the results. As well as the architecture 
itsclf we have been using the parscr, domain problem solver, and display 
modules. replc1.cing the diiwourse manager component with our own dialogue 
manager and multi-modal generator. The functions of the modules in the 
\:laryland Vf:rsion of t,hf: system 11.rf: summarir,f:d in (18). 

(18) Speech Ilecognizer: produces a word stream from spoken utterance 
(using Microsoft's Whisper Engine). 

Parser: produces interpretation of 1wnte11c:c input, as show11 in Figure 
;3 ( sou rc:e for T-req). 

Prohle111 Solver: answers querie8 for problem ,;tate, also does plan­
ning requests (helps produce P-act from D-req) . 

Display Manager: shows objed:, on screen. 

Dialogue manager: usf:s Active Logic to mai11tain a logical rf:prf:­
sentation of dialog state and act appropriately. 

Output Manager: provides multimodal presentations of system out ­
put., including calls to diRplay mannger, printed text, and speech. 

Speech Output: converts text messages to output speech (using the 
Fe8t.ivfLl systf:m ). 

For purposes of illustration, we will consider a scenario of the same type 
as that show11 in (12). In this scenario thf:rf: are :1 trains in thf: domain : 
:\'Iet.roliner, Bullet. and KorLh:st.ar, and Met.roliner and Bullet. are al ToronLo. 
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(TELL :CONTENT 
(SA-REQUEST :FOCUS :V11916 :OBJECTS 

((:DESCRIPTION (:STATUS :NAME) (:VAR :V11868) (:CLASS :CITY) 
(:LEX :TORONTO) (:SORT :INDIVIDUAL)) 

(:DESCRIPTION (:STATUS :DEFINITE) (:VAR :V11879) 
(:CLASS :TRAIN) (:SORT :INDIVIDUAL) 
(:CONSTRAINT (:ASSOC-WITH :V11879 :V11868)) ) 

(:DESCRIPTION (:STATUS :NAME) (:VAR :V11916) (:CLASS :CITY) 
(:LEX :MONTREAL) (:SORT :INDIVIDUAL))) 

:PATHS ((:PATH (:VAR :V11908) 
(:CONSTRAINT (:TO :V11908 :V11916)))) 

:DEFS NIL :SEMANTICS 
(:PROP (:VAR :V11855) (:CLASS :MOVE) 
(: CONSTRAINT 

(:AND (:LSUBJ :V11855 :*YOU*) (:LOBJ :V11855 :V11879) 
(:LCOMP :V11855 :V11908)))) 

:NOISE NIL :SOCIAL-CONTEXT NIL :RELIABILITY 100 :MODE KEYBOARD 
:SYNTAX ((:SUBJECT. :*YOU*) (:OBJECT. :V11879)) :SETTING NIL 
:INPUT (SEND THE TORONTO TRAIN TD MONTREAL)) 

:RE 3) 

Figure J: Parser Output for "Send the Toronto train to Montreal" 

The initial user utternnce will be : ''.'iend the Toronto tram to Montreal". 
The output from the parser for this utterance (see Figure :l) includes the 
utterance type (sa-request), the objects mentioned in the utterance (1 train 
and 2 cities), and the properties of the objects (name, type etc.). The parser 
par:,i:;s Toronto train as th,:; trnin that is assodat~d with Toronto. 

5.4 KQML message processing 

ACDM receives the message from the parser in KQML format which, when 
translated by Carne, causes formulas that represent the information content 
of the rnessa,p,e to be a,sserted as a,xioms in the Alma da,taha,se. For the 
curri:;nt sc,:;nario, som,:; of th,:; as8ertions made to represent the inforrnati011 
cont1crd, are sl1ow11 below. Tl11c 1111111h1cr hefortc Lire c-01011 is an ide11Liri1cr for Llrtc 

formula that appears after the colon. The formulas represent information 
including the me88age nurnber(kqrnl:194), sender (parser), message type (sa­
r1cquPsL) 1cLc.. 

2732: kqml_expr(kqml296, [kqml297, kqml303, ... ])) 
2761: kqml_kv(kqml294, [content, kqml295]) 
2763: kqml_kv(kqml294, [sender, parser]) 
2765; kqml_head(kqml295, sa-request) 
2767: kqml_kv(kqml295, [objects, kqml296]) 
2780: kqml_kv(kqml297, [var, v11868]) 
2781: kqml_kv(kqml297, [class, city]) 
2782: kqml_kv(kqml297, [lex, toronto]) 
2806; new_message_kv(kqml294) 
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5.5 L-req level 

\Vhe11 it receives a message from the pa,rser, Alma determines tlrnt the mes­
sage content is a user utterance and hence asserts this fact in the database 
as shown helow ('.2808) . In addit.ion, it realizes that the syntax of the ut­
Lerance exisLs in iLs <lat.abase as kqml_h, an<l kqml_hwd assert.ions.2 Alma 
updates the list of utterances that it maintains to include the new message 
as an mternnr;e. /\s a result, kqml'.294 gets added to the list of 11tte1·ances 
as shown below(2814). 

2808: lreq(utterance(kqml294), kqml294) 
2814: utt_list([kqml294, kqml200, kqml98, ... ])) 

Once L-req level processing is cornpleled, Alma reasons that. the I-req 
level processing has to be carried out. The specific axiom that causes this 
reasoning is Rhown in (Hl). Thi;; uses the fif rnnstruction, whir;h means 
LhaL a new compulejreq formula will be triggered for each new uUerance. 
Having this formula in the database will also (under normal circumstances) 
trigger a call to came to produce t he ireq representation. 

(19) flf(lreq(11Ueranc:e(ID),ID), 
conclusion( compute_ireq( JD))). 

5.6 I-req level 

At the 1-rcq level, Alma requests from Carne an initial interpretation of the 
utterance. Carne uses the parser omput represented in logic as kqmLh: 
and kqml_hrnd assertions, to produce the initial interpretation. Some of the 
as:,,ertiorn-1 LliaL Cal'lle r11akes in Ll 1e Al ma database du ring Llie processi 11g al, 

this level arc list ed below. 

2823: ireq(type(kqml294, sa-request), kqml294) 
2825: ireq(obj(kqml294, v11868), kqml294) 
2830: ireq(lex(v11868, toronto) , kqml294) 
2832: ireq(class(v11868, city), kqml294) 
2834: ireq(obj(kqml294, v11879), kqml294) 
2837: ireq(at-loc (v11879, v1 1868), kqml294) 
2841: ireq(class(v11879, train), kqml294) 
2843: ireq(obj(kqrul294, v11916), kqrul294) 
2848: ireq(lex(v11916, montreal), kqml294) 
2850: ireq(class(v11916, city), kqml294) 
2852: ireq(path(kqml294 , v11908), kqml294) 
2853: ireq(to(v11908, v11916), kqml294) 
2855: ireq(sem(kqml294, v11855), kqrul294) 
2860: ireq(lf(v11855, [move, v11879, v11916]), kqml294) 
2861: ireq(lex(v11879, null), kqml294) 
2867: done(compute_ireq(kqml294)) 

Some examples oft.he kind of informati011 in this interpretati011 indude: 

• identifying the speech act type of the utterance (cg., 2823) 

• idcntifying thc difforcnt objC(;t,:c; (cg., 2843) and paths (cg., 28?i2) mcn­
tioned in the u t terance 

• associating the properties mentioned in the 11tternnce to their corre­
sponding objects/paths (eg. , 28:l0, 28:12, 28,"i;l) 

'
2 These are syntactic operators represent.i11g frame-type objects with a head and nrnl­

tiple keyword-value pairs. 
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• identifying the semant ics of the utterance (cg., 2855, 2860) 

l\ote in particul;i.r assertion (2837). Currently, t.he system automatically 
translates assoc-with (in the parser message) into at-loc (at location) 
when moving from the parser message to the I-Rcq level. This is a temporary 
shorkut in the implementation - once we have enha11ced A lm;i, to rea.-;011 
about other intcrprd,atiorn, of 'ns:,o,,iatcd with', Cnrn<c wi l I b<c modifkd to 
pass back asso,,-with at the T-Req level, to be disambiguated at. the D-Req 
level. 

Tn th<c pr<cs<cnt :K<cnario, th<c s<cmant,i,,s of the utterance rcpr<cti<cntcd us­
ing 2855 ;rnd 2860 is m.0111; ·vl 1879 to vl 1916 where vl 1916 is kiiown to he 
montrcal from 2818. However, vll879 has a lex value of null. All objects 
that have a nnll value for !f:.1:, are ,,011sidered 1mderspe,,ified, since the ref­
erents for such obj eds are nol direcLly available from the parser output. In 
the scenario under consideration, v11879 refers to the object designated by 
the user as Toronto train. In ordf!r to find the referent for su,,h ohje,,ts, ad­
ditiomd background information i8 required (e.g., from Che knowledge base 
in the domain problem solv<'!r) . 

Once the initial interpretat ion is done, 2867 gets asserted and hence 
Alma reasons that D-rcq level processing has to be clone to disambiguate 
all ambiguous objed.s. The axiom that. t1·iggers this reasoning is shown in 
(20). 

(20) tif(done(compute_ireq(ID)), 
conclusion( compute_dreq( lD))). 

5. 7 D-req level 

At this level, ambiguous ohjed.s get disambiguated and the rn,er intention 
is determined. In the present scenario. we would like object vll879 to be 
disambiguated as <cit.her mr.tro/inr:r OT bullr.t a:, appropriate since thos<c arc 
the two trains at Toronto. \Ve wou kl also wish the U8er intention to he 
determined as: "move the object vll879 to Montreal". 

The first. step in the disam higuation process req11ires binding all inten­
sio11al objects i11 IHEQ Lo internally k11own objed names. This i8 easy for 
names, since we assume a unique, fixed binding. F,H more complex refer­
ring expressions, this involves getting enough domain information to disam­
biguate the objeds. Iu Lhe current scenario, Alma reque:;l,s that Carne fi11d 
the current position of the trains in the system to determine the candidate 
set for the unbound object variable ( vll879). Carne responds by asserting 
this set in the Alma database as follows: 

2985: dreq(candidates(v11879, [metroliner, bullet]), kqml294) 

Tln; d1oic:e or candidal,e is dderirii11ed hy c:ohPrem:e with previous infor­

mation about user intentions. In the simple case, where no such information 
exists, ACDM ,iimply pid(s r,he first item, and asserts that as the identifirn.­
tion of the variable as shown below (2991). This now leads to an ascription 
of the disambiguated semantics of the request as the intention of the user, 
repre,ient.ed in 2997. vVe will ret11rn to the more general issue of referen,,e 
r<csolution and user inkntions in s<cd.ion 5.13 below, when ,,onsidcring th<c 
,,orred.ion 01se. 

2994: dreq(lex(v11879, [metroliner]), kqml294) 
2997: move([metroliner], montreal) 
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\Vhen the D-req has been fully specified, Alma proceeds to P-ad pro­
cessing using tl1e rnle i11 (21 ). 

(21) tif(done(compute_dreq(W)), 
conclusion(compute_pact(ID))). 

5.8 P-act level 

The response strategy is determined at this level. If the user intention in­
volves changing the state of the world, then ;\ lma rt"q11ests Carne to oh tai11 a 
plan Lo ca.use lhe required change of sLa.le. Carne consulLs wiLh Lhe problem 
solver and asserts the plan in the Alma. data.base as a. series of assertions as 
shown below. Carne also asserts the state in which the problem solwr will 
be, if Lhe pla.11 were Lo be implemenLed (;l20i'i). 

3176: pact(plan(plan679), kqml294) 
3200: pact(action(kqml294, plan679, go709), kqml294) 
3201: pact(type(go709, go), kqml294) 
3202: pact(from(go709, toronto), kqrnl294) 
3203: pact(to(go709, rnontreal), kqml294) 
3204: pact(track(go709. montreal-toronto), kqrnl294) 
3205: pact(psstate(kqrnl294, pss879), kqrnl294) 
3207: done(compute_pact(kqml294)) 

The completion of the P-act level processing would cause the assertion 
of 3207, which in turn would trigger tl1e axiom in (22). 

(22) fif(done(compute_pact(ID)), 
conclusion(compute_eact (ID))). 

5.9 E-act level 

Changing the problem solver (domain) state by executing the plan specified 
at the previom; IC;vel and providing a response to the user arc done at thi:s 
lewl. Alma instructs carne to send messageR to both tl1e domain problem 
solver, to execute the above plan, and also to send a message to the output 
ma.irnger, to communicate this change of :state to the user. The output 
manager currenLly has Lhree choices of modality in which Lo express Lhis 
information: 

• .'H.- Speech (via. a call to the speech 011tput module) 

• ~L Text (by displaying the text on the display window) 

• Graphical Display (via a call to the Display manager to move or h igh­
light trains, or dra,v or highlight paths) 

Currently, for 11.11 ex<;cution likt; moving a train, th<; output manager 
d1ooses t.o use all Lhree modalities, sirnult.aneow-,ly speaking and displaying 

the message indicating the path to be used, while drawing and highlighting 
the path on the map. 

Other kinds or o utput. include c.oordi11aLed 1ise or 111odalit.ies (such as 
highlighting a train or city to indicate reference), or use of only verbal 
mod;i.lities, such as for a clarification requeRt. 

Once Alma request s Carne to provide the natural language response 
and change the problem solver state if required, E-act level processing is 
complete. Hence, the following formula (3275) iR asserted. 

3275: done(compute_eact(kqml294)) 
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5.10 0-act level 

This level keeps track of domain changes; particularly ir, deah, with con­
firming that the actions that the system initiated to cause a change in the 
domain star,e have heen performed correctly. For instance, if a plan is suc­
cesDfully execuLed, Lheu Alma makes a. noLe of t.ha.t. fact.. 

In this scenario, the system is waiting for positive feedback from the user 
to deduce successful executi011. In our example, instead of receivinp; s11cl1 
co11firmat.io11, t.he UDer provides a. correcLion, "No, Send t.he Toronto Train 
to \'T ontreal." 

5.11 Handling rejection utterances 

The pa.r8er ouLpuL for Lhe ''no" ulLern.nce can Le seen in figure 4. 

(TELL :CONTENT 
(SA-REJECT :FOCUS NIL :OBJECTS NIL :PATHS NIL :DEFS NIL 

:SEMANTICS :NO :NOISE NIL :SOCIAL-CONTEXT NIL 
:RELIABILITY 100 : ~!ODE KEYBOARD 
:SYNTAX ((:SUBJECT) (:OBJECT)) :SETTING NIL :INPUT (NO)) 

:RE 4) 

Figure ,1: Parser Output for "No" 

This rejection p;oes throup;h the previously mentioned levels of process­
ing, and when it reaches the D-req level, the details of the previous utterance 
processing are examined to determi11e the intention behind the current utter­
ance. (Although we plan to implement a more intelligent version of context 
sensitivity in the future, in our current implementation, we assume that the 
rejection implied in the st atement "No. '' applies to the immediately pre­
ceding usu 11tt<:rm1cc or syskm r<:sponsc.) If the pr<:ceding utt<:rnnc<: wn.s a 
rP-quPsL Lype utl.era11ce U1P.11 we reprP-se111. Ll1e inle11Lio11 hehi11d !.he cu1-rP-11L 

utterance as the negation of the intention that has been ascribed to the 
previous utkranc<: . In th<: curr<:nt rn,.-;c, this caus<:s tlw followi ng a,,;s<:rti011 
Lo hP- rnadP- in t.l1P- Al ma daLahasP-, wliid1 i11 turn causes a c:011Lradidior1 i11 

the system's beliefs. 

3448: not(move([metroliner], montreal)) 

The r:ontradiction detection inferrnr:e rule will now be applied, causing 
both 2997 and 3H8 to be distrusted and 3150 t o be asserted. Herc 1191 
(knoks th<: tirn<: ilt which th<: c011tradicti011 WilS ddcctcd and t he: other 
numbers are all formula idenLifiers. 

3450: contra(3448, 2997, 1494) 
3451: distrusted(2997, 1494) 
3452: distrusted(3448, 1494) 

Assert.ion :1450 lriggers ihe rule shown in Figure ,> which ca.w,es ihe mosi 
recently added of the contradicting formulas to be reinstated resulting in 
the followinp; new assertion.cl 

3 This i.s j usl. one of n1a.ny conlra.dict.ion resolu lion st.ralegies we a.re considering. This 
one is appropriate in the case of new information that is assumed to take precedence over 
prior information. In other cases, however, one would prefer more entrenched information, 
or other, perhaps perc.e,ptually-gui<le<l resolution strategies. Adive logic. an<l th-, Alma 
in1plenlf:ntation give; the expreRRive po,'\'fff needed to rea::-;011 aho11t theRe posRihilitieR and 
c.onsi<ler whic.h is he,st for whic.h purposes). 
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fif(and(contra(X,Y,Z), 
and(eval_bound(name_to_time(X,Tl), [X]), 
and(eval_bound(name_to_time(Y,T2), [Y]), 

eval_bound(( T2 >Tl-> Reform= X; ReForm=Y ) , [Tl, T2,X,Y])))), 
conclusion(reinstate(ReForm))). 

Figure 5: Hecency-b,u,e<l ConLra<liclion lrnndling axiom 

3455; not(move([metroliner], montreal)) 

Thus the system, will now believe that "mctrolincr" should not be sent 
to MontrenJ and this information will be used in interpret.in!); the next ut­
lerances especially in cases of reference rei;o]ulion. 

5 .12 Interpreting the correction 

Kow the user repeats "Send the Toronto train to }fontreal". Initial pro­
cessing is the same ai'I for tl1e fir,,t utterance. When calculating D-1·eq, whe11 
disambiguating "the Toronto train" we again have two choices: Bullet and 
\:fotrolincr. But sincc Mctroli11cr has bccn proscribcd from moving to Mon­
ueal in the cancellation above, the disambiguation procedme pick:'l Bullet: 

3934: dreq(lex(v11992, [bullet]), kqml416) 

This then results in the disambiguated user intention: Send Bullet to 
vlontr1enl. The same steps ari, carri 1ed out for P-act 11nd ~:-act. Howevn, 
we ai;sume LhaL Lhis Lime Lhe user gives poi;iLive feedback, e.g ., by going on 
to another instruction, or acknowledging, and we get at the O-act level: 

3287: oact(plan_confirmed(kqml294, kqml390), kqml294) 

Hut what if the user rejects t hat too and again repeat:;; the original 
req1wsl,? Given Ll1e st.aLe of I.lie system, Lhere will be 110 u11rejeded possi­

bilities left. In this case, ACDM initiates a clarification subdialog with the 
user, by issuing the request: " Please specify the train by name" to find out 
exactly wliid1 Lrairi is Lo be senL. A specil'lc train 11ame will over- ride Lhe 
previous intention information. 

5 .13 Intention-based Reference Resolution 

Kow let us re-consider the more general case of reference resolution, espe­
cially with comideration of the intentional constraints in (23) and (24). 

(2:l) not(move([bu llet] ,Montreal)) 

(21) not(move([metroliner] ,Montreal)) 

There arc three relevant rnsc:a, for using thiR infornrntion in guiding ref­
en'11c.e resolution iri a case like forir1ula 2985, wit.l1 two plausible candidat.es. 

\Ve take these in turn: 

Without (23) and (24) in Alma database If neither of constraints 
(2::l) and (24) are present in the i\lmadatabasi,, both " Huller." and "l\fotrn­
liner" are equally likely ca.11<li<la.Leti Lo re::iolve the conlra.dicLion. T herefore, 
as in th i, orip;inal sentenc1e, ACDM d1oos1es the fin,t item in the li :;;t. 
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With (24) in Alma database Ifwe only know (24), as in the correction 
case, above, the only likely possibility to resolve the reference for ohjed 
vll879 is bullet and hence the system asserts the following intention in the 
Alma database. 

3937: move([bullet], montreal) 

With both (23) and (24) in Alma database If both (23) and (24) 
are present in the database, none of tl1e candidates can be 11sed to resolve 
the reference for object v11879. Hence, it would be advisable to get help 
from the 11ser, hy asking a clarifying q11eBtion r1ho11t the user's intention. h1 
order lo denoLe UrnL Lhe sysLem has nol been able Lo resolve Lhe reference, 
ACDM asserts 5082 in its database. This will lead to a clarification request, 
as mentioned above. 

5082: ref_confusion(kqml294, v11879, [bullet, metroliner])) 

5.14 Evaluation 

\Ve have yet to undergo detailed user evaluations with the Maryland Trains 
system. However informal t ests, such as the one described in this section, 
indicate important improvements over a purely object-level dialogue sys­
tem, sud as the original Rochester TR/\TKS-96 system. Given repetitions 
of "send the Toronto Train to Montreal", .... ''Ko, ... " , the Rochester sys­
tem will keep sending Metroliner (or whichever engine its separate reference 
resolution component selects) to Montreal. It never realizes that there is a 
miscommunication and thcrdmc f'.an 't f'.orrcd. it, sccing cad1 f'.anccllation 
and c1c.Lior1 di n,di ve flS Hf-'CtJH-, 11Lic1l cl1anges or tlw user's phu1 , regcirdle,;s or I.he 
lack of overall coherence. ACD:\:I, on the other hand. as described above, 
will rcx:og11i7,c thc mntradif'.tion and 11;;c this information to ad diifrrcntly 
011 ,;ubsequent. inLPpre!at.ior1: clarirying ir necessary, or simply perfor1r1i11g a 
revised resolution if possible. This difference is a result of the deliberation 
/\CDM does aho11t it s own rea.8oning and in partin1lar ah011t its previous 
conclusions regarding the user's intentions, which are understood to be rel­
evant to understanding the user's current requests. 

6 Related work and Discussion 

There have been a number of multi-level approaches to dialogue. Grosz 
and Sidner presented a three-level strnct11re mmposed of f,inguistic Struc­

lun:, i11 which utterances are conjoined i11to segme11ls, lnfonliurwl Struc­
fllre, in whfrh the dominance and satisfadion-pref'.edenf'.e relations of dis­
course segment purposes are related, and attentional state, in which fo­
cus spaces were stacked, for use in reference resolution [Grosz and Sid­
ner, 1986]. LitmFin and Allen looked at disf'.omse-level and domain-level 
plans, seeing the former as a class of meta-plans [Litman and Allen, 1987, 
Lit111a11 and Allf-'11, 1990] . Lamber( a11d Carberry genPralized this t,o also 
include a layer of problem solving plans [Lambert and Carberry, 1991]. Lu­
pcrfoy lookcd at thrcc typcs of strnd11rc rckvant for rcforcncc: linguistic 
,;Lruc.Lure (U1e words ment.ior1Pd), discotHHe peg,; (I.he e11Lit,if-'s or U1e c011-
versation, independent of the ,vords used to refer to them, or the "real" 
objcds thcy rcfor to), and bclicf (thc ad.ual cntitics) [LupcrFoy, 1991], with 
different rates of decay for the ability to refer to previous entities in t hese 
structures. 
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\Vhile these works were influential, they do not directly address the issues 
we have been concerned with here, of reasoning about the imernal ;:i,spects of 
sub-dialogues, and in particular, supporting reasoning about contradictions. 

Other systems have computed something like the six levels present.eel 
here, a:, parL of Lheir process of engaging in dialogue (e.g., the Cn<lerspeci­
ficd Logical form and CRT representations in the TRAIJ\"S-93 system cor­
rei;pond to ;,ome degree to 1-req and 1)-req [Poe;,io, 1H94, Traum et al., 
199o]). Where we are <liITerenL from mosL researcher:, is in claiming Lhe 
utility of keeping these levels as distinct representations for use as context 
in proce;,sing further utterance;,. Something like this is clearly neces;,a.ry 
to deal appropriately ,vith the examples we presented in Section 3. The 
Roche;;ter system would do the same thing in each case: undo tlw previous 
action and interpret the second request in the restored context before the 
original request was fulfilled, with whatever train it decided upon for "the 
Boston Train" in (12). The ability to use the incoherence as a. resomce for 
r<":c.omputing a rcforrntial anchor or r<":pairing is not avai labk, nor is t here 
an option of complaining ::i.bout the seeming incoherence itself. 

Keeping the I-level and D-level distinct is also important for sending 
appropriate m<":ssagcs bac.k to th<": user. Th <": T-1<":wl should h<": dos<": to th<": 
li11guistic strud.ure of tl1e user internet.ion, while the 0-level sl10u ld he c.lrn,e 
to what domain reasoners actually use. Conflating the two can lead to 
an inability to provide comprehensible feedback to the user. For example, 
Lhe MIT C alaxy sysLem [Senelf d al., HJ%] has several domain special­
ists, each used for a different. kind of task. These domain reasoners use 
different. ontologies, and thus, in t.heir discourse representation (essentially 
the D-level), "Boston" is ambiguous bet,,,;een a TOWN in the CityGuide do­
main and a CITY in the AirTravel domain. The system may not he able 
to resolve which ontology object is being referred to, but surely a user not 
intimatdy fa.mi liar with th <": system inkrnals would be v<":ry confused by a 
disambiguating query such as, "Do yo11 mea11 Bost.on the c.ity, or Bost011 
the town". Fleshing this out with descriptions of the ontology types, such 
as "Host011 the geographic.al area. or Hosr,on the point locati011" is not likely 
Lo help. Here, at. Lhe ontology of natural convenmt.ion (I-level), "I3o:,ton" i:s 
unambiguously the kind of entity that one could fly to or from, and which 
c.a.n e011tain restaurants, so any query would liave to atta.c.k a di fferent a.v­
enue for tlisambiguaLion, relating to Lhe adivit.ies such as resLaurant. finding 
or flight booking, rather than to the kind of entity. 

The approach that we are closest to, is perhaps [McRoy et al., 1997], 
who also exploit. the utility of maintaining multiple levels of representation 
a;, context. \Vhile there are some differenc.es in t.he part.ic.ular levels and 
type of structure assumed, a larger difference in approach is the uniformity 
of the representation language. :\'IcRoy, Haller, and Ali use a uniform ap­
proach, representing all aspects of processing in the same representation 
lang11agc, S\lcPS [Shapiro, 1979]. This doei; allow 1miforrn rcasoning and 
V<'ry powerful access Lo all parl.s of Lhe represe11La!.io11, but also places li111i!.s 

on the kinds of language and domain subsystems that can be easily added 
to the system. Our approach is rat.her to treat the int<":1·11als of the othcr 
subsystems more or less as black-boxes, interpreting only the final products 
within the logic. 
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