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1.0  SUMMARY 
 
Data-efficient machine learning (DEML) is critical to AF/DoD operations for the following 
reasons. First, training machine learning algorithms generally requires a large and completely 
labeled training dataset. Human labeling of raw data is an expensive and time-consuming process, 
especially with a limited pool of expert analysts. Therefore, machine learning algorithms must 
produce accurate predictive models from limited labeled training data. Moreover, mission 
environments and objectives can be varied and rapidly changing, and so machine learning models 
must be quickly adaptable to the situation at hand. The quality of the raw data available to a 
machine learning system (and to human analysts) is also often unpredictable. It may often happen 
that not all of the desired features for making predictions and decisions are available. Therefore, 
machine learning algorithms must be robust to missing or partially unobserved data. The objective 
of this effort is to develop new tools for DEML that address these challenges.  

2.0  INTRODUCTION  
 
The scope of this effort is to create new tools for DEML in the following key areas: 1) develop 
data-efficient active learning algorithms for classification and search problems involving rich and 
high-dimensional feature spaces; 2) develop new interactive tools that allow human analysts to 
quickly and accurately label large datasets; 3) develop a new framework for enriched human an- 
notation, where explanations and feature relevance feedback are provided in addition to labels; 4) 
prototype algorithms in software. These goals will require basic mathematical research and analy- 
sis of DEML problems, algorithmic development and prototyping, and testing and experimentation 
with real and synthetic datasets.  

3.0  METHODS, ASSUMPTIONS, AND PROCEDURES 
 
State-of-the-art ML methods can be extremely powerful, given a sufficiently large amount of la- 
beled training data. However, in many applications it is prohibitive, costly, or simply impossible 
(e.g., due to time constraints) to generate a large training dataset. For example, the best image 
classification algorithms are trained on the Imagenet dataset http://www.image-net.org, which 
consists of over 10 million hand-annotated images that required tens of thousands of hours of 
human work, if not more. Enormous datasets like this are key to the success state-of-the-art 
methods, but the very same methods can perform arbitrarily poorly if trained with a relatively 
small dataset. There is a great need for new mathematical approaches to the design of ML 
algorithms that can provide good performance from small training datasets. Addressing this 
challenge is the focus of our effort.  

End Results and Deliverables. Design DEML algorithms. Mathematical analyze and assess per- 
formance of DEML algorithms. Prototype DEML algorithm in software.  

Software Requirements. Engineer software prototypes in open-source software systems, Python 
and NEXT (nextml.org).  

Testing and Demonstrations. Test software and algorithms with real and synthetic datasets. Con- 
duct a demonstration of the NEXT in order to verify the results of this effort.  
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4.0 RESULTS AND DISCUSSION 
 
The project produces the following results; more detailed technical descriptions appear in the 
referenced papers.  The papers included in the Appendix to this report. 

 1. Developed data-efficient active learning algorithms for classification and search problems 
involving rich and high-dimensional feature spaces. Generating labeled training datasets has 
become a major bottleneck in Machine Learning (ML) pipelines. Active ML aims to address this 
issue by designing learning algorithms that automatically and adaptively select the most 
informative examples for labeling so that human time is not wasted labeling irrelevant, redundant, 
or trivial examples. This project developed a new approach to active ML with nonparametric or 
overparameterized models such as kernel methods and neural networks. In the context of binary 
classification, the new approach is shown to possess a variety of desirable properties that allow 
active learning algorithms to automatically and efficiently identify decision boundaries and data 
clusters.  This work was published in the papers 

Karzand, Mina, and Robert D. Nowak. "Maximin active learning in overparameterized model 
classes." IEEE Journal on Selected Areas in Information Theory 1, no. 1 (2020): 167-177. 
 
Karzand, Mina, and Robert D. Nowak. "Maximin Active Learning with Data-Dependent 
Norms." In 2019 57th Annual Allerton Conference on Communication, Control, and Computing 
(Allerton), pp. 871-878. IEEE, 2019. 
 
2. Developed new interactive tools that allow human analysts to quickly and accurately label large 
datasets. This work focused on best-arm identification in multi-armed bandits with bounded 
rewards. We developed an algorithm that is a fusion of lil-UCB and KL-LUCB, offering the best 
qualities of the two algorithms in one method. This is achieved by proving a novel anytime 
confidence bound for the mean of bounded distributions, which is the analogue of the LIL-type 
bounds recently developed for sub-Gaussian distributions. We corroborated our theoretical results 
with numerical experiments based on real data from human-machine interactions. This work was 
reported in the publication 

Tanczos, Ervin, Robert Nowak, and Bob Mankoff. "A KL-LUCB bandit algorithm for large-
scale crowdsourcing." In Proceedings of the 31st International Conference on Neural 
Information Processing Systems, pp. 5896-5905. 2017. 
 
3. Developed a new framework for enriched human annotation, where explanations and feature 
relevance feedback are provided in addition to labels. This work developed a new form of the 
linear bandit problem in which the algorithm receives the usual stochastic rewards as well as 
stochastic feedback about which features are relevant to the rewards, the latter feedback being the 
novel aspect. The focus was the development of new theory and algorithms for linear bandits with 
feature feedback. We show that linear bandits with feature feedback can achieve regret over time 
horizon T that scales like k sqrt(T), without prior knowledge of which features are relevant nor the 
number k of relevant features. In comparison, the regret of traditional linear bandits is d sqrt(T), 
where d is the total number of (relevant and irrelevant) features, so the improvement can be 
dramatic if k ≪ d. The computational complexity of the new algorithm is proportional to k rather 
than d, making it much more suitable for real-world applications compared to traditional linear 
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bandits. We demonstrate the performance of the new algorithm with synthetic and real human-
labeled data.  This work was reported in the paper 

Oswal, U., Bhargava, A., & Nowak, R. (2020, April). Linear bandits with feature feedback. 
In Proceedings of the AAAI Conference on Artificial Intelligence (Vol. 34, No. 04, pp. 5331-
5338). 
 
4. Extended the capabilities of the NEXT system for interactive learning (nextml.org) to 
incorporate the new tools and algorithms proposed above.  In addition, a new system called Salmon 
(https://docs.stsievert.com/salmon/) was developed that allows for streamlined, large-scale 
interactive learning applications. 

5. We investigated interactive learning in the realizable setting and developed a general 
framework to handle problems ranging from best arm identification to active classification. We 
begin our investigation with the observation that agnostic algorithms cannot be minimax-optimal 
in the realizable setting. Hence, we design novel computationally efficient algorithms for the 
realizable setting that match the minimax lower bound up to logarithmic factors and are general-
purpose, accommodating a wide variety of function classes including kernel methods, H{ö}lder 
smooth functions, and convex functions. The sample complexities of our algorithms can be 
quantified in terms of well-known quantities like the extended teaching dimension and haystack 
dimension. However, unlike algorithms based directly on those combinatorial quantities, our 
algorithms are computationally efficient. To achieve computational efficiency, our algorithms 
sample from the version space using Monte Carlo "hit-and-run" algorithms instead of 
maintaining the version space explicitly. Our approach has two key strengths. First, it is simple, 
consisting of two unifying, greedy algorithms. Second, our algorithms have the capability to 
seamlessly leverage prior knowledge that is often available and useful in practice. In addition to 
our new theoretical results, we demonstrate empirically that our algorithms are competitive with 
Gaussian process UCB methods.  This work was published in the paper 
 
Katz-Samuels, Julian, Blake Mason, Kevin G. Jamieson, and Rob Nowak. "Practical, Provably-
Correct Interactive Learning in the Realizable Setting: The Power of True Believers." Advances 
in Neural Information Processing Systems 34 (2021). 
 
6. We considered the problem of learning the nearest neighbor graph of a dataset of n items. The 
metric is unknown, but we can query an oracle to obtain a noisy estimate of the distance between 
any pair of items. This framework applies to problem domains where one wants to learn people's 
preferences from responses commonly modeled as noisy distance judgments. In this paper, we 
propose an active algorithm to find the graph with high probability and analyze its query 
complexity. In contrast to existing work that forces Euclidean structure, our method is valid for 
general metrics, assuming only symmetry and the triangle inequality. Furthermore, we 
demonstrate efficiency of our method empirically and theoretically, needing only O(n 
log(n)Delta^-2) queries in favorable settings, where Delta^-2 accounts for the effect of noise. 
Using crowd-sourced data collected for a subset of the UT Zappos50K dataset, we apply our 
algorithm to learn which shoes people believe are most similar and show that it beats both an 
active baseline and ordinal embedding. This work was published in the paper Mason, Blake, 
Lalit Jain, and Robert Nowak. "Learning Nearest Neighbor Graphs from Noisy Distance 
Samples." Advances in neural information processing systems 1, no. 1 (2019). 

https://docs.stsievert.com/salmon/
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7. We studied the problem of adaptively sampling from K distributions (arms) in order to 
identify the largest gap between any two adjacent means. We call this the MaxGap-bandit 
problem. This problem arises naturally in approximate ranking, noisy sorting, outlier detection, 
and top-arm identification in bandits. The key novelty of the MaxGap-bandit problem is that it 
aims to adaptively determine the natural partitioning of the distributions into a subset with larger 
means and a subset with smaller means, where the split is determined by the largest gap rather 
than a pre-specified rank or threshold. Estimating an arm's gap requires sampling its neighboring 
arms in addition to itself, and this dependence results in a novel hardness parameter that 
characterizes the sample complexity of the problem. We propose elimination and UCB-style 
algorithms and show that they are minimax optimal. Our experiments show that the UCB-style 
algorithms require 6-8x fewer samples than non-adaptive sampling to achieve the same error.  
These results were published in the paper 
 
Katariya, Sumeet, Ardhendu Tripathy, and Robert Nowak. "MaxGap Bandit: Adaptive 
Algorithms for Approximate Ranking." Advances in Neural Information Processing Systems 32 
(2019): 11047-11057. 
 

8. We developed new concentration inequalities for the Kullback-Leibler (KL) divergence 
between the empirical distribution and the true distribution. Applying a recursion technique, we 
improve over the method of types bound uniformly in all regimes of sample size n and alphabet 
size k, and the improvement becomes more significant when k is large. We discuss the 
applications of our results in obtaining tighter concentration inequalities for L1 deviations of the 
empirical distribution from the true distribution, and the difference between concentration around 
the expectation or zero. We also obtain asymptotically tight bounds on the variance of the KL 
divergence between the empirical and true distribution, and demonstrate their quantitatively 
different behaviors between small and large sample sizes compared to the alphabet size. This 
work was published in the paper 
 
Mardia, Jay, Jiantao Jiao, Ervin Tánczos, Robert D. Nowak, and Tsachy Weissman. 
"Concentration inequalities for the empirical distribution of discrete distributions: beyond the 
method of types." Information and Inference: A Journal of the IMA 9, no. 4 (2020): 813-850. 
 

9. Visual representations are prevalent in DoD applications and STEM instruction. To benefit 
from visuals, students need representational competencies that enable them to see meaningful 
information. Most research has focused on explicit conceptual representational competencies, but 
implicit perceptual competencies might also allow students to efficiently see meaningful 
information in visuals. Most common methods to assess students’ representational competencies 
rely on verbal explanations or assume explicit attention. However, because perceptual 
competencies are implicit and not necessarily verbally accessible, these methods are ill-equipped 
to assess them. We address these shortcomings with a method that draws on similarity learning, a 
machine learning technique that detects visual features that account for participants’ responses to 
triplet comparisons of visuals. In Experiment 1, 614 chemistry students judged the similarity of 
Lewis structures and in Experiment 2, 489 students judged the similarity of ball-and-stick 
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models. Our results showed that our method can detect visual features that drive students’ 
perception and suggested that students’ conceptual knowledge about molecules informed 
perceptual competencies through top-down processes. Furthermore, Experiment 2 tested whether 
we can improve the efficiency of the method with active sampling. Results showed that random 
sampling yielded higher accuracy than active sampling for small sample sizes. Together, the 
experiments provide the first method to assess students’ perceptual competencies implicitly, 
without requiring verbalization or assuming explicit visual attention. These findings have 
implications for the design of instructional interventions that help students acquire perceptual 
representational competencies. This work was published in the paper 
 
Mason, Blake, Martina A. Rau, and Robert Nowak. "Cognitive Task Analysis for Implicit 
Knowledge About Visual Representations With Similarity Learning Methods." Cognitive science 
43, no. 9 (2019): e12744. 
 

10. Trained a graduate student, one undergraduate students, and four postdoctoral researchers in 
advanced AF/DoD-relevant machine learning. 

 

5.0 CONCULSIONS  
 
The research results and findings in this project demonstrate the potential of large-scale interactive 
machine learning algorithms and systems for AF/DoD applications. The question of designing 
active learning algorithms in the regime of nonparametric and overparameterized models become 
more essential as we look at larger models which require bigger training sets. To reduce the human 
cost of labeling all samples, we can use a pool-based active learning algorithm to avoid labeling 
non-informative examples. An important direction for future work is generalization of the 
algorithms developed in this project to multi-class settings and regression problems. The 
computational complexity of some of the methods can also be a serious bottleneck in applications 
with bigger datasets and should be addressed in future.  
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LIST OF SYMBOLS, ABBERVIATIONS, AND ACRONYMS 
 
AF     Air Force 
DEML     Data-Efficient Machine Learning  
DoD     Department of Defense 
ML      Machine Learning 
SVM      Support Vector Machine 
UCB     Upper Confidence Bound 
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