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Abstract We present the first version of our Virtual Neighbor, who can talk with
users about people employed in the same institution. The Virtual Neighbor can dis-
cuss information about employees in a medium sized company or institute with
users. The system acquires information from three sources: a personnel directory
database, public web pages, and through dialogue interaction. Users can interact
through face to face spoken dialogue, using components from the ICT Virtual hu-
man toolkit, or via a chat interface.

1 Introduction

The Virtual Neighbor project strives to recreate the conversations workplace neigh-
bors often share. When we first start a new job, we often want to learn more about
those who work around us, and most people have a neighbor they can turn to for an
update on the latest information. In this paper, we present first results in the creation
of a Virtual Human that could do the same thing. A virtual neighbor shares much
with a personal assistant dialogue system, such as Siri or Cortana, in terms of being
able to answer a range of information questions, however the virtual human has a
more persistent presence (beyond just answering an isolated query), and is aimed at
finding out more about you, as well as just answering your questions.

Miki, the Virtual Human Neighbor, was designed to deal initially with topics re-
lated to co-worker information. She can answer questions that range from where
someone is located to the last project he or she worked on. Miki can answer ques-
tions, prompt interlocutors with suggestions, and learn information from interlocu-
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tors. Miki does this with the help of three sources of information. She has a main
relational database that contains the basic directory information about every em-
ployee. She connects to a web crawler that searches through a company or institute’s
website and gathers information such as who worked on which projects. Lastly, she
learns from the user.

2 Related Work

There are a number of dialogue systems that provide directory assistance informa-
tion, for example [8, 7, 2, 3]. These mostly focus on the challenges for ASR in
dealing with a large database of names, and handle only contact information for the
individuals. Our problem is focused a bit differently, in a medium-sized work en-
vironment (e.g. 100-200 people), where there is limited ambiguity between names,
but where people also want to talk about other kinds of information related to the
people at work, including who their supervisor is, and what they work on.

Our system is integrated within the ICT virtual human toolkit [4]. This provides
connections to various speech recognition and synthesis options, as well as a visual
environment and the virtual human body and non-verbal behavior.

For natural language understanding, generation, and dialogue management, we
built on top of the FLoRes system [6]. This system allowed us to define the infor-
mation state for employees and attributes, and a set of policies for prompting and
responding to the user. In addition, related NLU and NLG routines allowed us to
specify a set of speech acts, parameters and language templates for this domain.

3 System Overview

Figure 1 shows a screenshot of the Miki character. Users can talk to her face to face,
using any toolkit-compatible speech recognizer [5] (we tested with apple dictation
and pocketsphinx). Additionally, it is possible to text miki using a chat interface.

The system’s knowledge is kept in the form of a database, with several types of
information (people, locations, titles, projects), and several relations: for each indi-
vidual, their first and last names, job title, their office location, and which projects
they’ve worked on. Most of the information comes from an employee directory
database. This database is used to power an internal web directory, but can also
be saved as an excel spreadsheet. The virtual human neighbor uses the spreadsheet,
since it can also easily be added to by hand. There are two other Excel sheets used to
input training data to allow the Virtual Human Neighbor to understand and respond
realistically. The first is the System Utterances sheet. This sheet gives the system
different options for realizing speechacts with no parameters, such as greetings and
commonly asked questions about the system itself. The sheet gives the system sev-
eral different ways to say hello, goodbye, and several suggestions to help the user
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Fig. 1: Virtual Human Neighbor.

interact with the system. Our other Excel sheet lists potential user utterance tem-
plates, and serves as training data for our natural language understanding module.
The goal of the NLU module is to recognize the user’s speech act and parameters.
Training data can be given, including named entities (such as first name, or office
location), and the NLU abstracts from this data, to allow recognition of other enti-
ties of the same type. Figure 2 shows an example of the System Utterances in real
conversation.

System utterances with parameters that can be filled in from the information state
use a natural language generator rather than the system utterances spreadsheet. For
example, in Figure 3, utterance 3.1 is a query about a person with first name param-
eter filled in. The system has multiple people with that first name, and generates a
list output in Utterance 3.2. When the last name is added in utterance 3.3, a unique
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2.1 User: Hello?
2.2 Miki: Hi, I’m Miki, how may I help you?
2.3 User: What can I ask you?
2.4 Miki: You can ask me about your supervisor.

Fig. 2: A typical first interaction with the Virtual Neighbor

record is found, and the title is returned in utterance 3.4 (using the first and last
name parameters). Utterance 3.5 illustrates an ability to do anaphora resolution to
the person currently in focus. Utterance 3.6 uses only the first name parameter as
well as the requested information about this person.

3.1 User: Who is David?
3.2 Miki: We have many people who share that name: David Traum, David Pynadeth, David DeVault,...
3.3 User Who is David Traum?
3.4 Miki: David Traum works at ICT as a Director of the Natural Language Dialogue Group
3.5 User: Where can I find him?
3.6 Miki: You can visit David at Rm 350

Fig. 3: Dialogue with named entity recognition and generation

In a true conversation, humans don’t just ask questions and receive answers. We
alternate between being the inquirer and the informant, something we want the Vir-
tual Neighbor to do as well. The storing of information about the subject also allows
the system to be updated through user interaction. Let’s say the knowledge base does
not have the office location of an employee. A person can approach the system and
state where the person sits. The person in question can also introduce herself and
then state where she sits using this same process. This makes interacting with the
Virtual Neighbor a more well-rounded experience. Figure 4 illustrates this process,
updating a location, which can be retrieved later.

4.1 User1: Where does Carina sit?
4.2 Miki: You can visit Carina off site
4.3 User1 I am Carina
4.4 Miki: I know you, Carina. You are a Summer Intern-R E U
4.5 User1: I now sit at 357.0

. . .
4.6 User2: Where is Carina’s office?
4.7 Miki: You can visit Carina at 357

Fig. 4: Acquiring information from Users

To extend the topics of conversation, we also created a webcrawler that scrapes
the organization’s public webpages for more information about each employee. Our
first example is acquiring information about which prototypes were worked on, us-
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ing a page that lists institute prototypes
(http://ict.usc.edu/prototypes/all/). Each of the linked pages has a
“team” section, with a list of employees who worked on the prototype. This enables
dialogue like that in Figure 5.

5.1 User: What projects did Morbini work on?
5.2 Miki: Fabrizio worked on 2 prototypes including Combat Hunter Action and Observation

Simulation (CHAOS).

Fig. 5: Acquiring information from Websites

4 Experimental Design

To evaluate the system, our main goal is to analyze how comfortable people feel in-
teracting with the Virtual Neighbor: to what extent people actually could see them-
selves using the Virtual Neighbor as a common resource. We plan to test this, by
having participants fill out a Pre-Test to see if the user commonly uses the employee
directory, visits the company webpages and has an interest in working with the Vir-
tual Neighbor. Next, we will give each participant a set of tasks, such as looking
up information in the employee directory. Then we will ask participants to get the
same information from the Virtual Neighbor by asking the system given questions.
We will leave a few questions open ended, for example Participants will be invited
to ask the location or title of another employee in the office of their choice. After
the experiment, we will give each participant a Post-Test. This asks the participant
to rank their experience with both the employee directory and the Virtual Neighbor.
We will also query their favorite and least favorite parts about interacting with the
system.

5 Conclusion

In this paper, we present the first version of our Virtual Human Neighbor, who can
talk with users about people employed in the same institution. The Virtual Hu-
man neighbor can acquire information from three sources: a personnel directory
database, public web pages, and through dialogue interaction. Future work involves
completing the evaluation described in the previous section, as well as adding more
kinds of information. We would also like to include other kinds of speech acts and
dialogue games about this material, such as quizzes to get to know more about other
employees, or gossip [1].
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