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Preface

The contents of this report deal with automatic test case generation. An overview of the 

current field in automatic test case generation is g iven. A tool that combines fuzz testing, 

a popular test generation method, and game theory is presented. A thorough overview of 

combinatorial interaction testing through a structure called covering arrays is presented. 

Open problems with respect to covering arrays are given, as well as the impact and advan-

tages covering arrays have in the software testing field.
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1. Summary

Software is critical to everyday life, from entertainment to national security. Software is

a key element in all advanced systems and a driver of system capability, performance, se-

curity, complexity, and development risk. Therefore, it is vital that software performs as

intended and is free from faults. Software testing is an integral part of the software devel-

opment cycle. Software testing is the activity that attempts to verify that a program pro-

vides expected behaviors. In addition to the challenge due to size and complexity, software

testing is expensive and time-consuming. It is estimated that software testing consumes

30-50% of the software development life cycle [1]. However, the alternative of deploying

untested software is not a realistic approach to saving time and cost in the development

process. Techniques to automate the generation of software test cases have the potential

to increase the quality of tests while also reducing both cost and time to market. Increas-

ing the effectiveness of software testing and automating the process has been a significant

field of research for decades. Software testing is divided into different categories that focus

on addressing various stages of the development cycle. Automatic test case generation is

the process of generating input to a program to search for undesirable program behavior.

There are many different approaches to generating test cases: fuzzing techniques, genetic

algorithms, search-based, combinatorial, symbolic execution, and dynamic execution. A

test-data generator typically takes a program or a model of the program as input and gen-

erates test data.
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Many algorithms from different fields have been applied to automatic test-case genera-

tion, such as game theory, fuzz testing, or control flow graph based methods to maximize

code coverage. We introduce a game theoretic test case generation algorithm based on

game theory that aims to maximize path coverage by rewarding generation of test cases

which cover less likely paths in the control flow graph of the program. In this algorithm,

test case generation is modeled as a simultaneous partisan game with the program Control

Flow Graph edges weighted with uniform probability. The selection of uniform probability

distribution is based on the principle of indifference. Indifference guarantees that no prior

knowledge is given regarding the paths in a random testing scheme. It is shown that the

proposed fuzzer has superior performance in generating test cases that catch bugs in com-

parison to a random test case generator as well as other competing algorithms when applied

to a dataset of programs with vulnerabilities.

We give a thorough overview of combinatorial interaction testing, which use covering

arrays to generate small test suites. Covering arrays are useful to small unit tests, or min-

imizing test suites for software testing. Combinatorial interaction testing can also be used

for hardware testing. The application of covering arrays to reduce binary test suites is well

studied, but the complexity class of generating covering arrays for parameters with more

potential values is unknown. Likewise, testing software can include conditions for test

suites, such as required tests and constraints. Combinatorial interaction testing is capable

of including these conditions, but the resulting complexity is still unknown.

Approved for Public Release; Distribution Unlimited. 
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2. Introduction

Software testing is a major activity in the software development cycle. The complexity 

and the optimality of a test vary depending on the type of the test. The common goal of all 

tests is to create test cases that provide evidence that the software functions correctly.

Let Q be a program that accepts a set of inputs X = 〈x1,x2, . . . ,xi〉. A simplification is to 

model a program as having a mapping of a set of inputs to a set of outputs. In practice, there 

may be many such sub-programs contained within a single Q. The program Q may also 

be user-input driven and cyclic, but the input/output model still applies. User interaction 

can be modeled as input and program response as output. Q can be modeled as a control 

flow graph G.

Definition 2 .0.1. ( Control F low G raph) A  c ontrol fl ow graph is  a di rected graph G = 

(N,E,s,e) where,

1. N is the set containing all nodes in the control flow graph,

2. E = {(n,m) | n,m ∈ N} is the set of all edges that connect the nodes beginning at n

and pointing to m,

3. s is the entry node of the control flow graph, and

4. e is the exit node of the control flow graph.

Approved for Public Release; Distribution Unlimited. 
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The set of paths P = 〈n1,n2, . . . ,ni〉 on a control flow graph consists of all possible

paths through G where (nk,nk+1) ∈ E and n1 = s. A path is considered to be feasible if

there exists an input x ∈ X that traverses that path, otherwise it is infeasible.

To achieve correct functionality, two general approaches have been proposed [2]. The

first being the path-oriented approach, which identifies control flow paths through the pro-

gram and attempts to generate input test data to satisfy a certain path. The second being

the goal-oriented approach, which identifies and executes reachable statements.

Definition 2.0.2. (Path-Oriented Test Data Generation) [3] Given a program Q and an

execution path p ∈ P, the goal of the path-oriented test data generation problem is to find

an input x ∈ X of Q such that p will be traversed.

The problem of finding all infeasible paths in a program is undecidable [4]. A problem

of path-oriented test data generation is that there may be many infeasible paths that waste

testing resources. In such cases, the test case generation problem can be reformulated into

solving for a goal-oriented approach [2].

Definition 2.0.3. (Goal-Oriented Test Data Generation) [5] Given a program Q and a

point in that program a node n ∈ N for the control flow graph G, a solution to the goal-

oriented test data generation problem consists of finding an input x ∈ X of Q such that n is

executed.

Goal-oriented test data generation eliminates the need to select a path. Therefore, no

time is wasted trying to generate input for infeasible paths. However, faults can arise from

certain paths to a specific node in the control flow graph instead of the node itself. An

example would be race conditions present when a certain sequence of function calls is

made.

Another criterion for testing is called test coverage. Test coverage quantifies the amount

of the application that has been tested using some metric. Metrics include function cov-

Approved for Public Release; Distribution Unlimited. 
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erage, branch coverage, code coverage, etc. The focus of this survey is only on test data

generation to execute a specific path or statement in the system.

Fuzz testing (fuzzing), is an automatic test case generation method that involves in-

puting random test cases in an attempt to reveal faults. Fuzzing was first proposed in [6].

There are many different methods of guiding the test data that is generated by fuzzing,

such as symbolic execution, search-based techniques, machine learning, constraint solv-

ing, coverage-guided, adaptive random testing, etc. Despite the diversity and expansion of

fuzzing techniques being explored, the classic, basic method of generating random data has

been shown to still be effective in finding faults [7]. A formal definition for fuzzing is as

follows:

Definition 2.0.4. (Fuzz Testing) [8] Fuzz testing is the execution of a system using input(s)

sampled from an input space to test if the system violates a correctness policy.

The most natural way to classify different fuzzers is based on the fuzzer’s awareness

of the program structure. There are three categories: white-box, grey-box, and black-

box. A fuzzer is classified as a white-box fuzzer if it uses source-code analysis to assist in

generating test cases. A fuzzer is classified as a grey-box fuzzer if it uses instrumentation

to assist in generating test cases. A fuzzer is classified as a black-box fuzzer if it does not

use any information from the program being tested to generate test cases. Another way

of categorizing fuzzers is whether it mutates previous test cases or generates new ones.

Yet another way to categorize fuzzes is whether it is aware of the input structure of the

program. Input-aware fuzzers are aware of the input structure for which data is generated

whereas fuzzers that are not input-aware work by mutating a seed file to create inputs. A

more in-depth description of the mechanics of fuzzing can be found in [9].

Game theory has been applied to numerous topics in the field of automated testing.

Only those concerning generating test cases for goal or path oriented problems are consid-
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ered. In [10], game theory is used to model finite state machines (FSM) as a game between

the tester and the system under test. A strategy for the tester takes the input-output history

of an FSM and determines whether a new input is selected or the test terminates. The goal

of the game is to generate inputs and transitions to reach a certain state or derive conditions

on the FSM. Similarly, in [11], the authors apply game theory to directed graphs for test

case generation. The game explores a graph of states where vertices can be deterministic

(states or nondeterministic (choice points) and edges represent transitions and have costs

and probabilities. Most recently, [12] applied game theory to software testing as a game

between the tester and the system under test. The authors use suspension automata (SA)

modeled from software specification to create a game arena used for the optimization of

test case generation. They propose a fundamental connection between specification and

game arenas, test cases and game strategies, and test case derivation and strategy synthesis.

They correlate a strategy in the game arena directly to test cases. The goal of the game is

to reach a certain state of the SA. There have been no studies on applying game theoretic

techniques directly to control flow graphs (CFGs) for test case generation.

Definition 2.0.5. (Two-player simultaneous partisan game [13]) A two-player game G

is defined by a pair of matrices where each element of the matrices corresponds to the

payoff for each player. Each row represents the pure strategy selected by player one, and

each column the pure strategy selected by player two. The goal of each player is to find

a strategy that maximizes their payoff. A game is considered zero-sum if the payoff of one

player is the opposite, or negation, of the payoff of the other player. Simultaneous games

are defined as both players selecting their strategy at the same time. A partisan game

means that each player has a different set of moves they can take that is not available to

the other player.

In table 2.1, player two picks a number between 1 and 3 while player one chooses if

Approved for Public Release; Distribution Unlimited. 
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Player 2
1 2 3

Player 1 Odd 1 −1 1
Even −1 1 −1

Table 2.1: Example of a zero-sum two-player simultaneous partisan game

the number player two picks is going to be odd or even. Both players reveal their answers

simultaneously. The table is shown from player one’s perspective, but since the game is

zero-sum, player two’s payoff is the opposite (or negation) of the payoff matrix shown.

The game is clearly partisan, as the players’ choices of moves are different. For example,

if player one chooses odd and player two selects the number 3, then player one’s payoff is

1 and player two’s payoff is −1.

Most software failures are the result of one or two parameters. A study by NIST shows

that almost all software failures are the result of no more than six parameters. Combina-

torial testing is a fast and efficient way of creating small test suites for combinations of

parameters. Combinatorial interaction testing has also been shown to have practical appli-

cations for testing artificial intelligence and machine learning. Typically, machine learning

software has a high number of input parameters and values, which makes combinatorial

testing ideal. Combinatorial interaction testing can also supplement other testing methods

by being used to measure the coverage of their generated test suites.

Much of the research in covering arrays focuses mainly on finding greedy or meta-

heuristic algorithms for constructing near-optimal covering arrays [14, 15, 16]. Greedy

algorithms sacrifice optimality for speed of construction while meta-heuristic algorithms

sacrifice speed for near-optimality. Greedy algorithms have found more use for practical

testing, whereas meta-heuristic approaches are used in research to find new theoretical

upper-bounds.

Definition 2.0.6. (Covering Array) A covering array CA(N; t,k,v) of size N, strength t,

Approved for Public Release; Distribution Unlimited. 
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degree k, and order v is an N× k array of v symbols in which every sub-array of t distinct

columns contains every t-wise tuple of v symbols in at least one row.

0 0 0 0
0 1 1 1
1 1 0 1
1 1 1 0
1 0 1 1

Table 2.2: A Covering Array CA(5;2,4,2)

Below is an example of 3 Boolean variables tested exhaustively versus the equivalent

CA(N;2,3,2):

Test b0 b1 b2
1 0 0 0
2 0 0 1
3 0 1 0
4 0 1 1
5 1 0 0
6 1 0 1
7 1 1 0
8 1 1 1

Table 2.3: An Exhaustive Approach

Test b0 b1 b2
1 0 1 0
2 0 0 1
3 1 0 0
4 1 1 1

Table 2.4: A Covering Array Ap-
proach

The covering array above tests all possible pairwise combinations of the input parame-

ters, reducing the total inputs to half compared to the exhaustive approach.

Approved for Public Release; Distribution Unlimited. 
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3. Methods, Assumptions, and Procedures

Random test case generation does not provide any assurances in terms of the coverage of

all the paths in a program. Paths that are only executed by a small subset of the input

domain are unlikely to be covered by random test case generation. Paths that are unlikely

to be tested by randomly generated inputs could contain errors in the software. We design a

complementary algorithm that tests the paths that are unlikely to be tested via random test

case generation.

To model path probabilities in the CFG, the probability of an output i associated with

a node j is denoted as Pji. Pji is calculated based on the Principle of Indifference, which

assumes that if there are k identical outputs from a node in the CFG, each output has an

occurrence probability of 1
k [17].

CFG Slicing provides a transformation tool that allows the user to focus on smaller parts

of the program [18]. We use slicing to reduce the control flow graph to smaller subsets. We

focus on generating inputs that provide coverage for those slices. Our method, inspired by

Probabilistic Control Flow Graph Slicing (PCFG) [19], slices the CFG every time a branch

is reached with equal probability among all available paths. Our slicing algorithm generates

all unique slices of a program. The algorithm starts at a node with multiple output paths

and creates a new unique slice by selecting only one output path and removing all other

paths and nodes.

Figure 3.1 shows the CFG of Listing 3.1. The short example program is intended to

Approved for Public Release; Distribution Unlimited. 
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Result: Probabilistic Slicing of Control Flow Graph
Initialization
while CFG is reducible to unique slices do

Generate CFG slice by taking one of the output paths and removing other paths
and their dependent nodes
if Slice is non-reducible & unique then

Calculate probability of the CFG slice P by multiplying the edge
probabilities pi
Assign utility function − log2(P) to the slice
Add slice to the slice set in the order of adjacency

end
end

Algorithm 1: Probabilistic Slicing of CFG

simulate six user generated integer inputs between 1 to 10.

Listing 3.1: Motivating Example Program For Slicing

# i n c l u d e <i o s t r e a m >

# i n c l u d e <c s t d l i b >

# i n c l u d e <c t ime>

u s i n g namespace s t d ;

i n t Ph i ( i n t a , i n t b =0)

{

r e t u r n ( a−b ) ;

}

i n t main ( i n t a rgc , c h a r ∗∗ a rgv )

{

s r a n d ( t ime (NULL ) ) ;

i n t x [ 3 ] ;

i n t y [ 3 ] ;

Approved for Public Release; Distribution Unlimited. 
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x [ 0 ] = ra nd ()%10 + 1 ; / / x1 i n p u t

x [ 1 ] = ra nd ()%10 + 1 ; / / x2 i n p u t

x [ 2 ] = ra nd ()%10 + 1 ; / / x3 i n p u t

y [ 0 ] = ra nd ()%10 + 1 ; / / y1 i n p u t

y [ 1 ] = ra nd ()%10 + 1 ; / / y2 i n p u t

y [ 2 ] = ra nd ()%10 + 1 ; / / y3 i n p u t

w h i l e ( t r u e )

{

x [ 1 ] = Phi ( x [ 0 ] , x [ 2 ] ) ;

y [ 1 ] = Phi ( y [ 0 ] , y [ 2 ] ) ;

i f ( x [ 1 ] < 10)

b r e a k ;

y [ 2 ] = y [ 1 ] + x [ 1 ] ;

x [ 2 ] = x [ 1 ] + 1 ;

i f ( x [ 2 ] == 0)

b r e a k ;

}

cout<<y[1]<< e n d l ;

r e t u r n 0 ;

}

We model our path-oriented approach as a strategic game where the goal of the tester is

to maximize the payoff by generating inputs to execute the least likely paths in the program.

The game is designed by adopting a payoff for the tester which is inversely proportional to

the probability of covering a path. In this case, a payoff function of− log2(Pi) is given to the

tester for testing each of the slices of the program. Pi is the probability of execution of slice

Approved for Public Release; Distribution Unlimited. 
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x1,x2,x3← rand(1,10)
y1,y2,y3← rand(1,10)

x2← φ(x1,x3)
y2← φ(y1,y3)
(x2 < 10)?

y3← y2 + x2
x3← x2 +1
(x3 = 0)?

print(y2)

P2,4 = 1/2

P1,2 = 1

P2,3 = 1/2

P3,2 = 1/2,P3,4 = 1/2

Figure 3.1: Probabilistic CFG of listing 3.1

i of the program computed as described in Algorithm 1. The payoff function ensures that

the tester is motivated to generate test cases that are more likely to traverse less probable

paths in the program.

In this context, the two-player game is defined as a finite strategy set Ai → (ai ∈ Ai),

where ai is an action in a set of actions Ai corresponding to test cases that execute slice

i of the program. The action ai is associated with the payoff function − log2(Pi) for the

tester. The game is designed as a zero-sum game where every test case generated by the

tester corresponds to a slice of the program being executed. The program is assumed to

be actively playing against the tester by assigning the negation of the payoff function to

the program. Table 3.1 shows the payoff matrix for the CFG in Figure 3.1. The tester

has three sets of strategies Ai members of which execute the corresponding slice in the

program, shown as i, with the corresponding test case as Ti. The test cases corresponding
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to non-related slices are given 0 payoff to both the tester and the program.

Program
b c d

Tb − log2(0.25) 0 0
Tester Tc 0 − log2(0.5) 0

Td 0 0 − log2(0.25)

Table 3.1: Payoff table for the CFG slicing of motivating example program in figure 3.1

Using the best response method [20], it is evident that in Table 3.1 there are three Pure-

Strategy Nash Equilibrium (PSNE) which correspond to our desired test cases. In addition,

the lowest probability path that corresponds to the highest paying outcomes for the tester

is considered pareto-optimal. Pareto-optimality, applied to game theory, is the notion that

any other strategy would leave at least one player worse off than the current strategy.

A Mixed-Strategy Nash Equilibrium (MSNE) can also be found by balancing the utility

function for the program. A MSNE for the test cases is calculated by balancing expected

payoffs to the program after removing the weakly dominated rows as follows ∀ (i, j) ∈ S:

P(Ti)× log2(Pi) = P(Tj)× log2(Pj), (3.1)

where S is the set of all probabilistic slices in the program, P(Ti) is the probability of test

case number i, with ∑i P(Ti) = 1,0≤ P(Ti)≤ 1. Finally the expected payoff of the tester in

the game is given by E(U) =−∑k P(Tk)
2 log2(Pk).

The MSNE probability of generating a test case for a slice is higher the lower the

probability of the slice being executed. The generation strategy will effectively guarantee

that the fuzzer is more likely to attempt generating test cases for lower probability slices.

After each round of successful fuzzing, the slice corresponding to the test case that was

executed is eliminated from the game. The payoff table is updated for the remaining slices.

Inputs that execute the same slice will no longer be kept if they are generated.
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Result: Game-theoretic Fuzzing
Initialization
while Untested slices remain do

Fuzz the random seed to generate a successful fuzz with energy proportional to
the payoff for the target slice
if Successful fuzz then

Add successful fuzz to test cases
Remove the executed slice from the slice set
Update payoff table
Pick the adjacent slices
Update the random seed with the successful fuzz

end
end

Algorithm 2: Game-theoretic Fuzzing

Note that the MSNE probability of the program and the tester are equal in the proposed

scheme. While the proposed scheme has set preferences in a PSNE, the fuzzer will always

attempt to select the least probable slice due to the pareto-optimality of the slice with the

lowest probability.

Efficiency is a major drawback with white-box fuzzers due to the symbolic or concolic

execution involved in effectively generating test cases that traverse new paths. However,

white-box fuzzers are more effective than black-box fuzzers which have no inside infor-

mation of the program [21]. To achieve a balance between the efficiency and efficacy of

the two techniques, grey-box fuzzing approaches use lightweight instrumentation of the

program. The instrumentation determines unique identifiers for paths that are exercised by

inputs and help generate new inputs based on mutating the previous successful ones.

Instead of injecting purely random inputs at the fuzz target, coverage-guided fuzzers

instrument the fuzz target to collect code coverage. The fuzzer then uses this coverage

information as feedback to mutate existing inputs into new ones. The fuzzer attempts

to maximize code coverage by referencing all successful inputs. Two popular coverage-

guided fuzzers are libFuzzer [22] and AFL [23].
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Using the instrumentation, coverage-guided fuzzers monitor program execution and 

index paths that are taken on execution of an input. Inputs with higher coverage are priori-

tized. While instrumenting every basic block ensures full visibility, it reduces the efficiency 

of the fuzzer and thus the speed of testing.

We use the probabilistic slices created in Algorithm 1 as instrumentation guides for 

the fuzzer. We intend to guide the coverage to the fuzzer by indexing those inputs that 

execute certain slices of the program. The inputs corresponding to the successful execution 

of slices are then used to generate test cases for neighboring slices. Specifically, we extend 

AFL to implement the proposed algorithm by modifying its CFG-aware instrumentation 

and replacing it with slice tracking. We also base our proposed algorithm on the assumption 

that a fuzz that exercises a slice is more likely to generate successful fuzzes for adjacent 

slices. We also give AFL an energy proportional to the reward as proposed in algorithm 2.

The initial slicing will create overhead for the fuzzer. It is shown by authors in [19] that 

the algorithm for creating probabilistic slices has a complexity of O(n3) with respect to the 

number of nodes n in its CFG. However, the overhead is manageable and only run once 

prior to the start of the fuzzing. To further reduce the complexity of the slicing operation, 

we take a similar approach to the authors in [24]. A Call Graph (CG) of the program is 

generated, and the Intra-procedural Control Flow Graph (ICFG) of each block is taken as 

the target program for fuzzing.

A modified approach of the Backward Slicing used in [25] is used as our implemen-

tation of the probabilistic slicing. After slicing the ICFG of each block in the program 

CG, we continue by basing our fuzzer implementation on AFL [23]. AFL is one of the 

most successful grey-box coverage guided fuzzers used in numerous large scale software 

development [26, 27]. One of the major limitations of AFL, which has been addressed in 

previous research such as [24, 27, 28], is the allocation of constant high energy. High en-
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ergy is allocated to both high and low frequency paths in the fuzzing process, causing many

fuzzes to be wasted for more frequent paths. The proposed approach addresses this issue

by scaling the energy to the weight of the reward given to the tester for each successful test

case for a slice. The reward is taken to be inversely proportional to the probability of the

slice, and the energy applied is the power schedule function PS(i) for slice i given by:

PS(i) = α ∗2Reward(i), (3.2)

where α is the energy constant used in AFL, and the reward function is:

Reward(i) = max(2− log2(Pi),EM) (3.3)

with Pi being the probability associated with slice i as calculated in Algorithm 1 and EM

being the maximum energy available to the fuzzer for each slice as prescribed by the user.

The probabilistic slicing of the ICFGs combined with the game-theoretic rewarding in the

fuzzer effectively shapes the proposed solution as a directed fuzzer. The fuzzer directs test

cases toward lower probability slices, as the game-theoretic model gives higher rewards for

the generation of test cases for such slices.
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4. Results and Discussions
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Figure 4.1: Average Testing Time to Reach a Successful Test-Case

(c) Average Number of Fuzz Operations to Reach A Slice
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Figure 4.2: Average Number of Fuzz Operations to Reach the Lowest Probability Slice
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# of Discovered Bugs
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Figure 4.3: Number of Discovered Bugs

We implement our proposed improvement based on AFL 2.52b and compare our im-

plementation with AFL and AFLFast [28]. Because our implementation is focused on slice

coverage as opposed to path coverage, we can only compare the performance of the AFL

and AFLFast with our implementation by comparing the number of fuzzes required to ex-

ercise paths corresponding to bugs in the slices of our approach. We utilize LAVA (Large

Scale Automated Vulnerability Addition) [29] to evaluate and compare performance based

on

1. General errors identified in the method,

2. Overall speed,

3. Fuzzing speed or the number of mutations required to generate successful fuzzes for

exercising slices.

For practical testing, we ran our experiments on a 2.60GHz Intel Core i-7-6700HQ with

four cores and Ubuntu 20.04 as the host Operating System. A maximum energy budget

time of 30 minutes was allocated to each slice in the algorithm. The number of fuzzing

operations required to generate a successful fuzz was tracked for each algorithm. We ran
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the three fuzzers for 200 programs ranging in complexity, and the results are presented in

figures 4.1, 4.2, and 4.3.

In terms of finding general errors, all methods showed similar performance. In all

cases, the bugs were successfully found by all three algorithms. This is not surprising as

all three methods are based on AFL. However, in some cases, it was observed that AFL

ran out of time prior to fuzzing a successful test case. Running out of time is due to

the 30-minute maximum time (corresponding to the maximum fuzzing energy) was not

enough to generate a successful fuzz, as AFL gives equal energy to all paths alike. In terms

of the overall speed AFLFast performs the best, with up to 35% less time in generating

successful fuzzes that exercise the lowest probability slice compared to AFL. We did not

expect GameFuzz to excel in this category due to the overhead required in slicing. However,

when compared to the total number of mutations required to generate a successful fuzz

for the lowest probability slice, up to 20% improvement was observed with GameFuzz

compared to AFLFast.
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5. Future Work

Combinatorial testing optimizes test case generation by considering input combinations.

The most common type of combinatorial testing is pairwise testing, which uses discrete

combinations of pairs of inputs to drastically reduce the number of test cases compared to

an exhaustive test. Reduction of test cases is achieved by requiring all combinations of the

pair of input parameters being represented at least once. Additionally, constraints can be

applied to input pairs to further reduce the input space by introducing invalid combinations.

Pairwise is not the only type of combinatorial testing, any strength t, where t ≥ 2, simply

requires all combinations of each t-wise tuple of input parameters to be represented at least

once.

Authors in [30] classify algorithms for combinatorial testing as follows:

• Algebraic: Algebraic approaches construct the array of input parameters mathemat-

ically and solve algebraically. However, there is no general solution - the general

problem of minimizing test cases that satisfies t-wise coverage is NP-complete [31].

• Greedy: Greedy approaches use a search heuristic to accumulate inputs. A greedy

approach leads to sub-optimal and non-minimal results.

• Meta-heuristic: Meta-heuristic approaches are non-traditional algorithms that con-

verge on near-optimal solutions but generally take longer to converge than greedy
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approaches. An example of a meta-heuristic approach would be using a genetic-

algorithm.

Furthermore, in the research field there is currently a focus on constraint handling for com-

binatorial testing algorithms warranting a section of its own.

Recently, authors in [32] have conducted an empirical comparison of combinatorial

testing, random testing, and adaptive random testing. In their study, they find that combi-

natorial testing performs best overall. Adaptive random testing is comparable to combina-

torial testing is most scenarios, however it can cost up to 3.5 times more computationally

than combinatorial testing when generating highly constrained inputs. Notably, random

testing performs as effectively as combinatorial and adaptive random testing with lower

computational cost when a program is highly constrained but constraint information is un-

available.

5.1 Algebraic

Combinatorial testing utilizes covering arrays to reduce the test space of input parameters.

In a covering array, it is sufficient to represent each t-wise tuple at least once. When each

t-wise tuple is represented exactly once the object is defined to be an orthogonal array and

is the minimal covering array. Orthogonal arrays are of importance to combinatorial testing

because they represent the smallest reduced testing input space of a given set of parameters.

Construction of orthogonal arrays and covering arrays of strength three is accomplished

using a difference covering array in [33].

Formal logic can be applied to combinatorial testing to create test cases [30]. Com-

binatorial coverage is formalized by means of logical predicates and techniques used for

solving logical problems are applied to maximize combinatorial coverage.
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Definition 5.1.1. Given m input variables, each ranging in its own finite domain, a test is

an assignment of values to each of the m variable p1 = v1, p2 = v2, ..., pm = vm,

Definition 5.1.2. A pair is formally expressed as a corresponding logical expression, a test

predicate p1 = v1∧ p2 = v2.

The formal logic approach presented is capable of expressing constraints as logical

predicates and are effectively handled by a formal logic tool used to solve for combinatorial

coverage. In addition, the formal logic approach allows for inclusion or exclusion of select

tuples for further customization of the test suite.

Combinatorial algorithms are also used in conjunction with regular expressions to gen-

erate test cases [34]. Generic test scenarios are described by means of regular expressions

and whose symbols represent system operations. Values are assigned to each system op-

eration parameter, then the regular expression is expanded to generate test cases using a

combinatorial algorithm.

5.2 Greedy

A greedy approach to combinatorial test generation typically falls into one of two strategies.

The first strategy is one-test-at-a-time (OTAT) and the second is one-parameter-at-a-time

(OPAT). OTAT strategies attempt to cover the most t-wise tuples for all parameters for each

test generated. A test case must cover at least one t-wise tuple that was previously uncov-

ered by the test suite. The first OTAT algorithm, AETG (Automatic Efficient Test Genera-

tor), was detailed in [35]. OPAT strategies start with t (the strength of testing) parameters

and create an initial covering array, another parameter is then added, more combinations

are generated, and the covering array is expanded. OPAT was initially introduced by the

algorithm IPO (In-Parameter-Order) [36] and then generalized, expanded, and popularized
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 by the algorithm IPOG [37].

5.2.1 OTAT Algorithms

The basic AETG algorithm works as follows for mixed-level covering arrays and pairwise

testing [35]:

1. Choose a parameter f and a value v for f such that the parameter value appears in

the greatest number of uncovered pairs.

2. Let f1 = f . Then choose a random order for the remaining parameters. Then, all k

parameters are ordered f1, ..., fk.

3. Assume that values have been selected for parameters f1, ..., f j. For 1≤ i≤ j, let the

selected value for fi be called vi. Then, choose a value v j+1 for f j+1 as follows. For

each possible value v for f j, find the number of new pairs in the set of pairs f j+1 = v

and fi = vi for 1 ≤ i ≤ j. Then, let v j+1 be one of the values that appeared in the

greatest number of new pairs.

Using a random seed, a number of candidate test cases M are generated using the above

greedy algorithm and the candidate test case that covers the most new pairs is chosen. M

can be set to any number (e.g. 10, 50, 100) and the authors use 50. Increasing M past 50

does not dramatically reduce the number of test cases that need to be generated. AETG used

forbidden tuples to handle constraints. The AETG algorithm was then improved by [38]

in their algorithm mAETG. mAETG expanded AETG by using combinatorial techniques

to store t-sets as a rank which allowed the algorithm to handle arbitrary t-way coverage

and provided less ambiguity in some edge cases as well as integrating a SAT solver for

checking constraints.
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After AETG came TCG [39], which was designed to be more flexible and integrated

into development. TCG is capable of generating inputs for mixed-level covering arrays and

pairwise interaction like AETG. Rather than choosing a random order of parameters, TCG

aligns parameters in non-increasing order of number of values. Then, similarly to AETG,

each test case is generated one element at a time, but distinctly, TCG uses a parameter-value

data pool to store pairs, tracks how many times each pair has been selected, and selects M

deterministically to be equal to the number of values of the parameter with the largest set of

values. The TCG algorithm was then improved by [38] in their algorithm mTCG. mTCG

expands TCG by handling all ties randomly and using a series of repeated runs and keeping

only the smallest covering array generated.

5.2.2 OPAT Approaches

The basic IPO algorithm works as follows for mixed-level covering array and pairwise

testing [36]:

1. Choose two parameters p1 and p2 and create a table T of of the corresponding values

v1 and v2 of p1 and p2 consisting of rows (v1,v2).

2. For each remaining parameter pi, where 3≤ i≤ n and n is the number of parameters,

perform horizontal and if necessary vertical growth.

• Horizontal growth is done by appending vi to each test (v1,v2, ...,vi−1) in T to

create

(v1,v2, ...,vi−1,vi).

• Vertical growth is done if T does not cover all pairs between pi and p1, p2, ...pi−1

by extending T , adding a new test row (v1,v2, ...,vi) for each uncovered pair to

the table.
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IPO first constructs an initial table using two parameters, then slowly builds the table hor-

izontally one-parameter-at-a-time. Since building the table vertically means generating

more test cases, avoids vertical growth to provide a minimal covering array. In the same

paper, the authors propose two more algorithms for IPO test case generation, IPO H EC

and IPO V, that run in polynomial time and attempt to generate minimal covering arrays.

The IPO algorithm is deterministic, and thus always produces the same test set for the same

inputs.

IPOG (In-Parameter-Order-General) [37] generalized IPO to handle t-way interactions

for mixed-level covering arrays. IPOG initially builds a t-way covering array for the first t

parameters, then extends the covering array to t+1, and continues extending to the next pa-

rameter until all parameters are included in the t-way covering array. IPOG suffered from

long execution time and large space requirements. To rectify IPOG’s weaknesses, IPOG-D

[40] reduces both the space requirements and execution time by using a recursive con-

struction procedure. The cost of these reductions is generating on average 1.5 times larger

covering arrays in 1/10th of the execution time with the added restriction of parameters

requiring the same number of values, otherwise known as simply a covering array.

IPO’ [41] also expanded the IPO framework by generalizing to arbitrary t-way interac-

tions for mixed-level covering arrays. IPO’ broadens the search space of horizontal growth

to decrease the size of the generated covering arrays and decrease execution time. Where

IPO greedily selects the best value to extend one row at a time and cover the most uncov-

ered pairs as possible, IPO’ greedily searches the table and selects the best row-value pair to

cover the most uncovered t-tuples as possible. IPO’, as a consequence, has a larger search

space for the greedy choice. In order to prevent a negative performance cost, the algorithm

uses dynamic programming to store and update the coverage of each row-value pair. IPO’

is both faster and more optimal than IPOG. IPO’ was expanded as IPO” in [41] as well,
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adding a heuristic to horizontal growth rather than computing values and greedily selecting

the best one. IPO’ and IPO” were implemented under the name IPOG-F and IPOG-F2,

respectively.

MIPOG (Modified IPOG) [42] improved on the selection criteria of IPOG for horizon-

tal growth and vertical growth as well as removed dependency issues, i.e. the possibility

of the best value for a current test changing during vertical growth. MIPOG was designed

so that it could be parallelized to multi-core processors. MC-MIPOG [42] was built from

MIPOG by the authors to utilized multiple cores. The authors show that extending MIPOG

to multiple cores provides a substantial speed up when parameters and coverage strength

increases. MC-MIPOG also has the most optimal covering arrays when compared to pre-

vious iterations of IPO algorithms. MIPOG and MC-MIPOG are capable of producing

covering arrays of strength t > 6. However, The authors do not compare generated cover-

ing array sizes between MIPOG and IPOG, and both MIPOG and MC-MIPOG run slower

than all other iterations of IPO algorithms.

IPOG-C [43] expanded IPOG to robustly handle constraints. The authors propose and

include the following optimization strategies for IPO algorithms:

• Avoid unnecessary validity checks on t-way combinations. Once constraints need to

be considered, test cases must be checked to ensure there are no forbidden tuples. An

algorithm that minimizes the number of validity checks is more optimal.

• Check relevant constraints only. Optimize the validity check by not checking irrele-

vant constraints. The less constraints in each validity check is more optimal.

• Recording the solving history. Time can be reduced by storing previous results.

IPOG-C models constraints as a Constraint Satisfaction Problem (CSP) and uses a con-

straint solver to check whether a test case satisfies the given constraints. Constraints include
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both those specified by the user, as well as those that can be derived from the program. The

authors point out key optimizations made to the algorithm that follow the above strategies:

(1) horizontal growth will only select valid values for the parameters in the test case, so it

is redundant to check constraints of a test that has only undergone horizontal growth, thus

constraint checking is only done during vertical growth, (2) constraints can be modeled in

a constraint relation graph where constraints that have one or more common parameters are

grouped in an undirected graph and if a parameter is being checked only those constraints

in that group are used for the validity check, (3) the values of parameters with constraints

sent to the constraint solver and the return value is stored in a look up table so that a solving

call is avoided.

5.3 Meta-Heuristic

Meta-heuristic approaches apply non-traditional algorithms to converge on solutions for

combinatorial test generation. Most often, meta-heuristic techniques begin with a random

set of solutions, and the initial solutions are refined by an algorithmic process and test

cases are selected using a fitness function. Meta-heuristic approaches produce near-optimal

solutions but their limitation is often taking more time for test generation.

Particle swarm optimization (PSO) has been applied to pairwise testing in [44]. PSO

iteratively improves an initial solution by modeling the initial solution as particles moving

around a search-space for optimal positions. When a better position is found, the initial

solution is updated. In [44], two PSO based algorithms are proposed. One alogorithm uses

an OTAT-like strategy and the other uses an OPAT-like strategy. Another PSO based algo-

rithm was proposed by [45] in the form of a discrete particle swarm optimization (DPSO)

for covering array generation. DPSO adapts set-based PSO, which utilizes set and proba-

bility theories, by introducing two auxiliary strategies to enhance performance. From the
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pairwise testing PSO algorithm came a PSO algorithm for t-wise testing. [46] propose a

particle swarm test generator (PSTG) that supports testing up to a strength of 6. The authors

further optimize and improve the PSTG in [47] and propose a variable strength particle

swarm test generator (VS-PSTG). [15] combine PSO algorithms with local search algo-

rithms to produce a discrete particle swarm simulated annealing based memetic algorithm

(D-PSMA). Constraints are handled for Particle Swarm Optimization (PSO) of combina-

trial testing by [48]. The constraints are represented as features in an input configuration

for each input parameter. A test suite is generated by using multi-objective PSO to find an

optimal solution given the constraints. It is the first use of a multi-objective meta-heuristic

search approach to constrained combinatorial testing. In addition, the algorithm is able to

be run in parallel using multi-threading.

Colony type optimization algorithms are also well studied in respect to combinatorial

test generation. The first colony type optimization applied to combinatorial test generation

was the ant colony optimization algorithm [49]. Ant colony optimization algorithms lo-

cate optimal solutions by recording the quality of solutions and attempting to locate better

solutions in each iteration. [49] build a test using an ant colony system - a variant of ant

colony optimization - and build the test suite using a OTAT strategy. As new advances in

ant colony optimization are researched, they are applied to combinatorial test generation.

[50] uses fuzzy logic techniques to make a self-adapting ant colony optimization algorithm

and apply it to combinatorial test generation. A variant of ant colony optimization is bee

colony optimization, and [51] created an artificial bee colony for variable t-way test sets

(ABCVS). Bee colony optimization produces an initial solution then generates and selects

new solutions by random selection in the neighborhood of the initial solution. A new set of

solutions are then chosen probabilistically from all solutions found.
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5.4 Problem Definition

Definition 5.4.1. (Covering Array with Forbidden Tuples) Let CA(N; t,k,v) of size N be

a covering array of strength t, degree k, and order v that is an N× k array of v symbols

in which every sub-array of t distinct columns contains every t-wise tuple of v symbols in

at least one row. Let C be a set of forbidden tuples, certain parameter combinations that

cannot be present in the covering array. A forbidden tuple cannot be present in a row of a

covering or mixed covering array.

0 1 1 1
1 1 0 1
1 1 1 0
1 0 1 1

Table 5.1: A Covering Array CA(4;2,4,2) with (0,0) as a forbidden tuple

Definition 5.4.2. (Covering Array with Required Tuples) Let CA(N; t,k,v) of size N be a

covering array of strength t, degree k, and order v that is an N× k array of v symbols in

which every sub-array of t distinct columns contains every t-wise tuple of v symbols in at

least one row. Let R be a set of tuples which must be included in the covering array.

Not all complexities are known for determining the minimum size of covering arrays as

well as generating the minimum, or optimal, covering array. The complexity of generating

optimal CA2,2 is known to be P, but the complexity of generating optimal CA2,2 with

constraints is unknown.

The array coverage problem can be stated simply as generating minimal covering arrays

given a set of input parameters.
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Generating Covering Arrays with Required Tuples Problem

Instance: t, k, v = ∑
k
i=1 vi and a set R of required tuples.

Question: Generate a covering array CA(N; t,k,v) with the minimum

value of N such that all t-way interactions and required tu-

ples in R are covered.

Generating Covering Arrays with Contraints Problem

Instance: t, k, v = ∑
k
i=1 vi and a set C of constraints.

Question: Generate a covering array CA(N; t,k,v) with the minimum

value of N such that each tuple is C-satisfying and all C-

satisfying t-way interactions are covered.

We plan on determining if there is an efficient algorithm that produces the optimal size

binary covering array with required and forbidden tuples. The complexity of determining

the optimal size of a CAt,v is unknown [52]. We aim to show that the problem is NP-

hard with the additional constraints that come with required and forbidden tuples. From

there, we will apply approximation techniques to determine an upper-bound on the optimal

solution.

Covering arrays are an excellent tool for testing a large number of parameters that do

not have a lot of potential values. Any software can be reduced to a number of inputs and

the number of values that input can take. Additionally, in hardware testing, many binary

input combinations need to be tested. A large number of binary parameters is a prime

application for covering array testing. Test suites generated via covering arrays are used

in execution, so there are no false positives when a bug is detected. Additionally, covering

arrays can be applied to any resource which relies on repeated use of combinations of tasks.
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On a macro level, this means that software systems that need tested together can be tested

more efficiently.

Covering arrays can also be used to make efficient test suites of invalid combinations

of inputs. Invalid combinations should be tested to make sure there are no missed invalid

conditions or vectors for software security attacks. Covering arrays in are powerful tools

for generating unit tests for correct response to invalid input while also ensuring that the

test suites are as small as possible.
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6. Conclusions

Game theory was leveraged to create a game-theoretic coverage-guided fuzzing approach

for generating test cases to exercise less likely paths in the Control Flow Graph (CFG) of

a program. The proposed approach is based on a probabilistic slicing of the program CFG

and creates a probability based payoff table by modeling the test-case generation as a 2-

player simultaneous game between the fuzzer and the program. A successful fuzz is taken

as the seed for fuzzing an input which exercises adjacent slices. The rewards in the payoff

table are used for power scheduling in the fuzzer. Our preliminary tests show promising

results in reducing the number of fuzzing operations for executing low probability paths

up to 20% compared to AFL. The promise of game theory as applied to software testing is

proven by successful application and improvement of AFL, a standard fuzzing tool. The

work resulted in a tool called GameFuzz that implements the above and works as a fuzzing

tool just like AFL.

Covering arrays are a fairly recent addition to the landscape of software testing. They

are best used to generate small test suites for a large number of parameters that do not have

a lot of potential values. Some theoretical results are unknown for covering arrays, which

need to be determined. After complexity results are established, approximation techniques

and kernelization can be applied to find better upper-bounds for the size of covering arrays

on any given number of input parameters. Covering arrays are great at generating a reduced

test suite for unit testing to test invalid combinations of variables.
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