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FY20-FY21 CERT Focus Areas for GBSD

Measurement for Assurance

*Zero Trust

*Threat Modeling & Evaluation

*Applying Assurance Cases

Adoption of new research tools for DevSecOps
Acquisition Security Framework (ASF) Overview
Technical Debt for Cybersecurity
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Selected for Today's Agenda

Integration of Cybersecurity into the Architecture for Designed in Assurance:
« Zero Trust: Tying it to Design [Tim Morrow]
» Linking Threat Modeling to Architecture Analysis (ATAM, QAW) [Natasha Shevchenko]

* Model-based Software Engineering for Cybersecurity: USAF High Assurance
and DevSecOps [Carol Woody]

« STPA-SafeSec and Assurance Cases [John Goodenough]
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Zero Trust: Tying it to Design

Timothy Morrow
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Zero Trust Tenets

Assume attacker presence.
Remove implicit trust in design and implementation.
Move security from the network to users, applications, and workloads.
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Components (NIST SP 800-207)
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Common Challenges

Governance

« Assetinventory
Architecture

« Awareness and accuracy
Cost

« Adoption cost
Measurement

e Success
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Zero Trust Journey

SEl Cybersecurity Engineering Assessment

Prepare

Strategy

Assess Implement

Communicate
and Coordinate

Infrastructure

Roadmap

Subject Inventory
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Data Flow

Inventory Pilot

Workflow
Inventory Pilot

Executive
Endorsement

Change
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Zero Trust Journey

SEI approach combines

Mission/Business Threads

Systems Security Engineering (SSE)
Model-Based Systems Engineering (MBSE)
Continuous Authorization (CATO) concepts
Cybersecurity Engineering Assessments
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Mission/Business Threads

Artifacts that provide operational, lifecycle, and development
context

* Vignettes
 Mission/business threads
* Architecture documentation

Carnegie Mellon University
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Mission Thread Template

Developed

from SMEs

Architecture &

Engineering Steps

Challenges

Derived from

Thread

Augmentation
Quality
Attributes

Thread
Vignette 4/’

Nodes and
Actors —
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Systems Security Engineering

Process to achieve identified cybersecurity goals by building security in
which supports analysis efforts.

Based on the following artifacts

« ISO/IEC/IEEE 15288:2015

* NIST Special Publication 800-160, Volume 1
* NIST Special Publication 800-160, Volume 2
* NIST Special Publication 800-37
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Model Based Systems Engineering (MBSE)

System Definition
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Continuous Authorization to Operate (CATO)

Incorporates the NIST Risk Management Framework (RMF) and continuous
monitoring with software engineering activities that leverage cloud computing and
cyber-resilient systems engineering.

Key Conditions
1. Adoption and deliberate use of a secure software supply chain.

2. Complete understanding of activities inside system boundaries including robust
continuous monitoring.

3. Ability to conduct active cyber defense in order to respond to cyber threats in
real-time.

* CrossTalk August 2021, “Exploring the Ingredients of a Continuous Authorization to Operate’, Weiss, J. and Gesling, T.
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Cybersecurity Engineering Assessments

SEl is developing an integrated approach for assessing and managing security
across the system lifecycle and supply chain.

Health check.

Health Check

Mission Risk Diagnostic (MRD)

Deep-dive system assessments. | AR
Targeted technical analysis. e

Assessments // ~ <

Security Engineering Risk Analysis Cybersecurity Engineering
(SERA) Review (CSER)
Targeted Technical \\\ o
Analysis 3 o
v

Technical Analysis
Code Analyse, Vulrerahiiity Assemment,
Periration Testng, Zero Trust Aasédsimant, ete
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MRD Method

MRD Platform

Mission Risk Dagnostic (MRD| Method
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SERA Method: Example

Mission Thread
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Hybrid Adversary Cyber Threat Assessment (ACTA) Process
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Hybrid Adversary Cyber Threat Assessment (ACTA)
Process
ACTA/SERA process is used to unify efforts of the engineering, acquisition

intelligence, and intelligence production communities in delivering “decision
quality” threat to inform system design and risk management decisions.

*The process allows for traceability to NIST SP 800-30; designed to satisfy the
DoD mandate to implement RMF (DoDI 5000.02, 8510.01) & RA (DoDI 8500.01)*

1. ACTA begins with ingest of program artifacts to include design documents, requirements
documents, and accreditation packages.

2. SEI/IN conducts Mission Thread / System-of-Systems analysis to supplement program
artifact review.

3. IN/SEI works with customer to scope and prioritize system attack surfaces to be
assessed.

Carnegie Mellon University DISTRIBUTION STATEMENT A] J Approved for pubiic release and unlimited distributon
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Hybrid Adversary Cyber Threat Assessment (ACTA)

Process

4. IN/SEI conducts organic research to identify existing cyber threat intel and align
adversary tactics, techniques and procedures (TTPs) to system attack surfaces.

5. SEI/IN conducts code analysis and vulnerability assessment to identify exploitable
vulnerabilities that align with adversary TTPs.

6. IN will use findings from preliminary research to develop a production requirement for the
IC.

7. Results from the IC analysis are then used to assess adversary capability, targeting, and
intent, and to assess the likelihood of threat initiation.

8. IN/SEI translates the results into threat overlays on program office artifacts such as
DoDAF Operational Views, System Views, etc.

9. IN/SEI present tailored ACTA findings to Program Office, enabling future program

decisions and risk mitigations

Carnegie Mellon University 21
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CSE Lifecycle Roadmap

A collection of cybersecurity engineering practices and competencies that can be applied
across a system lifecycle.

Operational test and evaluation (OT&E).

1. Security risk assessment.
2. Requirements.
3. Architecture and design. Each area includes
4. Implementation © Proctices
' P ' * Evidence
5. Developmental test and evaluation (DT&E). * Competencies
6.
7.

Operations and sustainment (O&S).
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Threat Modeling & Evaluation

Natasha Shevchenko
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Agenda

Whatis Threat Modeling?
Types of Attacks

Threat Modeling Method
Threat Modeling for SoS
Threat Modeling in SDLC
Threat Modeling in Agile
Threat Modeling in DevOps
Q&A
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What is Threat Modeling? - 1

“Threat modeling is a process by which potential
threats, such as structural vulnerabilities can be
identified, enumerated, and prioritized—all from
a hypothetical attacker’s point of view. The
purpose of threat modeling is to provide
defenders with a systematic analysis of the
probable attacker’s profile, the most likely attack
vectors, and the assets most desired by an
attacker.””

*Wikipedia contributors. "Threat model." Wikipedia, The Free Encyclopedia.
Wikipedia, The Free Encyclopedia, 22 May. 2019. Web. 19 Aug. 2019.

Vulnerability

Carnegie Mellon University
Software Engineering Institute
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What is Threat Modeling? - 2

Asset - a resource of value, or
something that an attacker wants to
access, control, or destroy

Threat - a potential occurrence of an
event or events that might damage or
compromise an asset or objective
Vulnerability - a weakness in some
aspect or feature of a system that makes
an exploit possible

Attack - an action taken that utilizes one
or more vulnerabilities to realize a threat
to compromise or damage an asset

Vulnerability

Carnegie Mellon University
Software Engineering Institute
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Defender View vs. Attacker View

« Which assets to protect? @
« What vulnerabilities to fix? Things you

« How deep should cyber defense be? B

Source: Shostack, A. Threat Modeling: Designing for Security. Wiley, 2014.ISBN 978-1118809990.

&

Stepping
Stones

o B
Things attackers
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Types of Attacks

Spoofing (client, process, data flow)

Tampering (process, data flow, data store)

Repudiation (process, data store)

Information Disclosure (excavation, interception, elicitation)

Denial of Service (data flow, data store)

Elevation of Privilege (privilege abuse, authentication abuse and bypass)
Social Engineering Attack (spear-phishing, exploiting trust)

Supply Chain Attack (modification during manufacturing, manipulation during
distribution)

Hardware Integrity Attack (hacking, malicious update)
Injection Attack (resource, code, traffic, object)

Obstruction Attack (route disabling, orbital jamming, physical destruction of
component)

Source: CAPEC, MITER
Source: Shostack, A. Threat Modeling: Designing for Security. Wiley, 2014.ISBN
978-1118809990.

Carne, oje Mellon University [DISTRIBUTION STATEMENT A] Approved for public release and unlimited distribution
Software Engineering Institute

29



Threat Modeling Methods
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ACTA* Process as a Threat Modeling Framework?

Threat Modeling vs Threat Assessment: why we need both (1)

Similarities:
» Use the same sources of information:
» Design and requirement documents
» ldentify the system’s critical assets, trust boundaries and vulnerabilities

* Use the similar approaches for a system analysis:
« MBSE and Mission Threads

* Enumerate and prioritize threats to a system

*Adversary Cyber Threat Assessment (ACTA)
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ACTA Process as a Threat Modeling Framework?

Threat Modeling vs Threat Assessment: why we need both (2)

Differences:
» Threat modeling provides method(s) to identify threats

» Threat modeling methods help to identify how an attacker can accomplish his/her goal,
which influence mitigation strategies

« Threat modeling requires more detailed view of a system in order to model a threat

» Threat assessment performs impact analysis of threats and vulnerabilities on a system
and an organization

« Threat assessment identifies security and compliance requirements

Carne, oje Mellon University [DISTRIBUTION STATEMENT A] Approved for public release and unlimited distribution
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Extend ACTA with STRIDE

* Model the system:identify system entities, events, and boundaries of the system.

* Find threats: Answer the question “what can go wrong with the system we’re working on”

* Variantsare STRIDE per Element, STRIDE per Interaction

Threat Property
Spoofing Authenticity
Tampering |Integrity
Repudiation Non-Repudiation

|Information Disclosure

Confidentiality

|Denia| of Service

Availability

|EIevation of Privilege

Authorization

&

08 User (Wuman)

SQL Clients

Carnegie Mellon University
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Extend ACTA with Attack Tree

» Diagrams attacks on a system in tree form.

» The tree root - the goal for the attack.

* The leaves - ways to achieve the goal.

« Each goal is represented as a separate tree.
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Threat Modeling for the System of Systems

SYStem Business System =33
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Threat Modeling in Software Development Life Cycle

Disposal
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Carncgic Mellon University DISTRIBUTION STATEMENT A] Approved for public release and unlimited distributon.
Software Engineering Institute



Threat Modeling in Agile

Code hygiene
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Threat Modeling in DevSecOps
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Model-based Software Engineering

for Cybersecurity: USAF High
Assurance and DevSecOps

Dr. Carol Woody
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Several Major Air Force Program are Facing Similar Issues

« Hardware-based solution => Software-intensive system
« Waterfall methodology => Agile DevSecOps approach

* Program owned infrastructure => AF shared infrastructure (Platform One, Ski
Camp)

« ATO for 3 years => Continuous ATO with integrated monitoring

« Static certified and unchanged within the Nuclear boundary => Software-based
periodically refreshed Nuclear Surety environment

Carne, oje Mellon University [DISTRIBUTION STATEMENT A] Approved for public release and unlimited distribution
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Today: Program Offices Whac-A-Mole

Winning in Features and Warfighter Effectiveness, but
Losing in Defensibility and Stability

In June of 2020 a generally successful DoD program
completed an 8 week “Hardening the Software Factory’
effort in order to address accumulated technical debt and to
address insufficient security and operations practices due to
the narrow focus on speed of delivery.

These things occur, even in small relatively successful
programs, when technical debt and insufficient security and
operational practices are in place due to lack of knowledge,
experience, and reference material to fully design and
execute an integrated DSO strategy in which all stakeholder
needs, including cybersecurity, are addressed.

Without the ability to perform formal analysis of a system’s
numerous parameters, program offices are forced to play
Whac-A-Mole and hope for the best.

Carnegie Mellon University
Software Engineering Institute
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What is DevSecOps?

A cultural and engineering
practice that breaks down
barriers and opens collaboration
between development, security,
and operations organizations
using automation to focus on
rapid, frequent delivery of
secure infrastructure and
software to production. It
encompasses intake to release
of software and manages those
flows predictably, transparently,
and with minimal human
intervention/effort [1].

[1] DevSecOps Guide: Standard DevSecOps Platform Framework. U.S. General Services Administration. https://tech.gsa.gov/guides/dev_sec_ops_guide. Accessed 17 May2021.
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DevSecOps Maturity Levels

Term Documentation

Maturity Level 1

Maturity Level 2

Maturity Level 3

Maturity Level 4

Performed Basic Practices: This represents the minimum set of engineering, security, and operational
ﬁractices that is required to begin supporting a product under development, even if only performed inan ad-
oc manner with minimal automation, documentation, or process maturity. This level is focused on minimal

development, security, and operational hygiene.

Documented/Automated Intermediate Practices: Practices are completed in addition to meeting the level 1
practices. This level represents the transition from manual, ad-hoc practices to the automated and
consistent execution of defined processes. This set of practices represents the next evolution of the maturity
of the product under development’s pipeline by providing the capability needed to automate the practices
that are most often executed or produce the most unpredictable results. These practices include defining
processes that enable individuals to perform activities in a repeatable manner.

Managed Pipeline Execution: Practices are completed in addition to meeting the level 1 and 2 practices. This
level focuses on consistently meeting the information needs of all relevant stakeholders associated with the
product under development so that they can make informed decisions as work items progress through a
defined process.

Proactive Reviewing and Optimizing DevSecOps: Practices are completed in addition to meeting the level 1-3
practices. This level is focused on reviewing the effectiveness of the system so that corrective actions are
taken when necessary, as well as quantitively improving the system’s performance as it relates to the
consistent development and operation of the product under development.

Carnegie Mellon University
Software Engineering Institute
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DevSecOps Requirements Map to Maturity
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What is a DevSecOps Pipeline

The DevSecOps pipeline is a socio-technical
system composed of both software tools and
processes. As the capability matures, it

seamlessly integrates three traditional factions
that sometimes have opposing interests:

» development; which values features
» security, which values defensibility
» operations, which values stability

A DevSecOps pipeline emerges when
continuous integration of these three factions
IS used to meet organizational, project, and
team objectives and commitments.
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As a “D;Q vSecOps system matures, so will its ca

nabilities

Sl =] =

ol === =

Legend
" Trace

] System Requirements [

W BRN TN 1 Governance

EEJ Strategic Taxonomy

21 (€) DevSecOps Pipeline
@ (C) Configuration Management
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Cybersecurity Is an Acquisition Lifecycle Challenge
the Pipeline is only a Piece of the Puzzle

— C——

e - o
—— . =
a E—
= ——
—
—— -
—— -son ———— L aned

and

—— ——
p—— ;
- | —
——
—— —
od |
0y ! R
S —"
| o—
| ————
| | :
—
(Iurn('gi(‘ Mellon University [DISTRIBUTION STATEMENT A] Approved for public release and unlimited distribution

Software Engineering Institute

48



Challenge 1 for DSO: connecting process, practice, & tools

A “ Nisson i‘ —————— | Creation of the DevSecOps (DSO) pipeline
oversan Overson for building the product is not static.

\ 4

» Tools for process automation must work

siness Case and

|
|
|
Requirements :
|
|
|

together and connect to the planned
infrastructure
Capaotiy [ | rotucs « Everything is software and all pieces
must be maintained but responsibility will
be shared across multiple organizations
(Cloud for infrastructure, 3" parties for
R ) tools and services

(e )

T

C e )
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Challenge 2 for DSO: cybersecurity of pipeline and product

- Managing and monitoring all of the
I “ Misson i‘ —————— } various parts to ensure the productis
o | B built with sufficient cybersecurity and
| —— : the pipeline is maintained to operate
i ‘ ‘ i with sufficient cybersecurity is complex.
I |
I |

Cybersecurity demands effective
governance to address:

Provide >

“ e « What trust relations will be acceptable, and how
will they be managed?

Capability

« What flow control and monitoring are in place to
establish that the pipeline is working properly?

S —— Are these sufficientfor the level of cybersecurity
) required?

( tnwosiucre ) « What compliance mandates are required? How
( Shared Services ) are they addressed by the pipeline? Is this

sufficient?
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What Are We Trying to Do...?

A 4

siness Case and
Requirements

Provide

Utilize

‘ Create a Platform Independent Model (PIM) of a

Wefis@“‘ DevSecOps (DSO) Systemin orderto be able to:

l « Specifythe DSO requirements to the lead system

: integrators who need to develop a platform-specific

| weapon solution that includes the weapon system

l and CI/CD pipeline

» Assessand analyze alternative pipeline functionality
and feature changes as the weapon system evolves

Products

* Apply DSO methods to complexweapon systems that
do not follow well-established software architectural
patterns commonly used in industry

* Provide a basis for threat and attack surface analysis
to build a cyberassurance case

( Shared Services
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Reference Architecture/Platform Independent Model (PIM)

A Reference Architecture is an authoritative A PIMis a general and reusable model of a solution
source of information about a specificsubjectarea to a commonly occurring problem in software
that guides and constrains the instantiations of engineering within a given context, and is
multiple architectures and solutions [2]. independentof the specifictechnological platform
: usedto implementit.
Reference Architecture J etemodel
Guides and constrains PIM model Je——{ PIM’ model
the development of ~—g
Metamodel map Metamodel refactor
v f{ Psm(f f PSM-1' )
Input for , | model model
Stakeholder P ,  Solution
Requirements L Architectures o '
: ﬁf" Y Y B
NOTE: PSM = Platform Specific Model ~ \{ /"
| Platform-1
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Using the PIM

“Operstcns Process Flow (.mmmyuu

Carnegie Mellon University
Software Engineering Institute

[DISTRIBUTION STATEMENT A] Approved for public release and unlimited distribution.

53



PIM Content
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Building a Continuous Assurance Case

Continuous Planning
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Building a Continuous Assurance Case

Assurance Case

[ e e e Ty ey Y DM e—

.
o P A Procesess

Carnegie Mellon University [DISTRIBUTION STATEMENT A] Approved for public release and unlimited distributon.
Software Engineering Institute

56



Future: Program Office Topple

PIM will explicitly identify points (e.g. requirements,
constraints, and conditions) that should be
addressed or mitigated as well as mechanisms to
manage coverage of the points. PSMs will present
solutions forthat. Using provided mechanisms will
allow forthe comparison of PSMs, analyzing of
trade-offs and balancing the system dynamically.

Combining the DSO PSM with the system's
architecture to build the single architecture, enables
program offices to become organizations driven by
smart automation, where delivery of a secure and
resilient application quickly is the objective.

Through properbalance, programs will be able “to
maintain a constant pace (i.e., play Topple)
indefinitely.” [3]

[3] Principles behind the Agile Manifesto, https://agilemanifesto.org/principles.html
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STPA-SafeSec and Assurance
Cases

John Goodenough
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STPA-SafeSec and Assurance Cases

STPA: An analysis method foridentifying:
» Hazardous control actions leading to system losses
» Constraints needed to prevent hazardous control actions

Assurance Cases: A structured argument linking evidence to a claim about a system
» Explains why evidence is meaningful
* Helps in finding oversights and poor reasoning
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STPA-SafeSec Scenarios and Assurance Cases

STPA scenarios provide a structured argument organizing analysis results
* “[It can be difficult] for external personnel to understand and use [STPA] analysis
results” (p. 13, Friedberg, |. et al., STPA-SafeSec: Safety and security analysis for cyber-physical systems, J. of Info. Sec. and
Applications (2016))
Assurance cases (in STPA context)
» Conceptually similar to STPA scenarios

» Gaining assurance, through evidence, that STPA constraints, as implemented, will
prevent system losses

« Can complement STPA analyses
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Example: Claim and Defeaters
[ Reasons why the claim might not be satisfied (DOUBTS) ]

\ 4

) D3.1: There is an external DoS attack
Top-level claim Ve D)

D3.2: Internally allocable resources

D4.2: undue demand

have been exhausted because of ...

s —4\_ D4.3: resource leaks
D2.1: Unless the
system runs out of ~  D3.3: No acceptable behavior has
resources because .. been SpECiﬁEd (ROQMTS, DES) or

implemented (IMPL) for use when a

e Lol 0 sl resource limit is (about to be) reached

meets its operational
requirements in a timely manner \_ D3.4: [Other reasons]

a

\3—( D2.2: Unless Etc. Etc. )
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Example: Claim

C1: (Availability) The system
meets its operational
requirements in a timely manner

and Defeaters

Confidenceincreasesas doubts arereduced

\ 4

D3.1: There is an external DoS attack

D3.2: Internally allocable resources D4.2: undue demand

have been exhausted because of ...

s —4\_ D4.3: resource leaks
D2.1: Unless the
system runs out of ~  D3.3: No acceptable behavior has
resources because .. been SpECiﬁEd (ROQMTS, DES) or

implemented (IMPL) for use when a
resource limit is (about to be) reached

a

\_ D34 [Other reasons]

\3—( D2.2: Unless Etc. Etc. )
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Example: Claim and Defeaters

D3.1: There is an external DoS attack

D3.2: Internally allocable resources D4.2: undue demand

have been exhausted because of ...

s 2 D4.3: resource leaks
D2.1: Unless the
system runs out of = D3.3: No acceptable behavior has
resources because ... been specified (ROMTS, DES) or

implemented (IMPL) for use when a

e Lol 0 sl resource limit is (about to be) reached

meets its operational
requirements in a timely manner \_ D3.4: [Other reasons]

a

kc—( D2.2: Unless Etc. Etc. )

Carn(‘,gi(t Mellon Univ(‘,rsily DISTRIBUTION STATEMENT A] Approved for public release and unlimited distribuon.
Software Engineering Institute

64



Reducing Doubt (with Evidence)

D6.1: Unless there is an unidentified
allocatable resource

Ev7.2: A table of allocatable resources

showing that each resource type is

assighed an allocation request limit
D6.2: Unless there is an allocatable (RQMTS, DES)

resource type for which no per-user

C5.3: Allocation of request limits have been set

resources is limited or s
throttled to prevent
overload (CWE-770)

Ev7.3: Analysis of code showing that
each allocation request enforces the
specified limit (IMPL)]

TN

BYLEE e Al ) ( FV7.4Z Analysis .Of the resource limits
) (in Ev7.2) showing that they are not so

-

D6.3: Unless limits are too low to low as to prevent achievement of
permit acceptable system operation mission success under peak use
\_ under peak mission scenarios e

\_ D6.4: Unless [other reasons]: ...

-
4]
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Summary

We are exploring:
* How the AC can identify exit criteria for a stage in the DevSecOps pipeline
* How to determine what evidence needs to be refreshed to maintain confidence that
(relevant) exit criteria continue to be met after a change (the reassurance case)

Have had discussions with the System Software Security Engineering (S3E) Consortium
about using this approach for the most egregious common weaknesses found in actual
systems (top 25 CWES)
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CERT GBSD Projects Summary

Dr. Carol Woody
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Next Steps for CERT Tasks

Funded CERT FY22 Focus:
« Software assurance planning
* Security of the software supply chain
* DevSecOps software assurance

Opportunities for Cybersecurity Integration with Architecture

 Zero trustin design
* Threat modeling in architecture analysis

* Analyze GBSD program specific model against the Program Independent
Model (PIM)

» Assurance Cases with STPA analysis
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Contact Information

Carol Woody, Ph.D.

cwoody@cert.org

Web Resources
https://sei.cmu.edu/
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