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THE NUMBER OF JOINT ASSOCIATION EVENTS IN THE JPDAF
ACCOUNTING FOR GATING

1. INTRODUCTION

The Joint Probabilistic Data Association Filter (JPDAF), the multi-target version of the probabilistic data 
association filter (PDAF), has been used for t arget t racking in numerous radar systems around the world, 
some of which are named in [1]. One of the first and best-known examples i s Australia’s J indalee radar 
for over-the-horizon tracking [1, 2]. The idea behind the filter i s fairly s imple: Given a  set of predicted 
target state estimates, and a set of measurements, one wishes to determine a posterior set of target state 
estimates. However, one does not know which measurement goes with which target. Thus, one approximates 
the posterior PDF of each target state as a Gaussian distribution whose mean is the expected value of the 
posterior distribution and whose covariance matrix is the covariance of the posterior distribution. Track 
initiation and termination are handled separately, such as using cascaded logic [3, Ch. 3.3] or in an 
“integrated” variant of the algorithm [4–6].

The computation of the mean requires the computation of a set of target-measurement association 
probabilities. In practice, variants of the algorithm seldom use the mean value and it has been demonstrated 
that the use of the mean leads to an undesirable track coalescence [7, 8]. However, alternative algorithms 
often have to compute target-measurement association probabilities, as is the case in the global-nearest-
neighbor (GNN) JPDAF described in [9].

The computation of the target-measurement association probabilities can be performed through enu-
meration of all possible hypotheses of measurements assigned to targets and missed detections. However, 
computational efficiency can be improved by taking advantage of the structure of the problem. At the simplest 
level, gating can eliminate the possibility of assigning a measurement to a particular target. However, greater 
computational efficiencies can be  achieved by  taking advantage of  the structure of  the problem regardless 
of gating, such as through the use of a matrix permanent formulation in [10], with a factored hypothesis 
enumeration techniques that can make use of gating information, as in [11], or by combining the gates of 
targets into a network as in [12, 13],1 among other methods. Additionally, the computational complexity 
can be further reduced by clustering targets that gate with common measurements, as in [16]. However, the 
total number of possible joint association events remains a reasonable approximation to the overall difficulty 
of an association problem.

In [17], the total number of possible joint-measurement association events is derived assuming that all 
targets gate with all measurements. The same solution was derived again in [18]. The result is summarized 
in Section 2.

In [17], the relation between determining the number of joint association events and the problem of 
generating constrained combinatorial arrangements is noted. Methods for estimating the total number of

Manuscript approved August 30, 2021.
1The algorithm of [12] is patented in [14] (The patent should be expiring in a few years. Note that the patent cited in the paper

[12] itself was not granted [15].
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constrained arrangements are given in [19, Ch. 9] and are very complicated. Section 3 of this report provides
a simple expression for the total number of joint association events that does not involve generating every
single event. Rather the matrix permanent is used. Section 4 then provides two examples and concludes the
paper.

2. THE NUMBER OF HYPOTHESES WITHOUT GATING

Let 𝑁𝑇 be the number of targets and 𝑁𝑀 be the number of measurements. As given in [17, 18], under
the constraint that a valid joint association event is such that

1. Each of the 𝑁𝑇 targets is assigned either to a measurement or declared not detected.

2. Each of the 𝑁𝑀 measurements is assigned to at most one target.

3. No two measurements can be assigned to the same target.

4. No two targets are assigned to the same measurement.

the total number of joint association events, is

𝑁𝐻𝑦𝑝𝑠 =

min(𝑁𝑇 ,𝑁𝑀 )∑︁
𝑛=0︸       ︷︷       ︸

Sum over the number
of target observed

(
𝑁𝑇

𝑛

)
︸︷︷︸

Choose which targets
are observed

(
𝑁𝑀

𝑛

)
︸︷︷︸

Choose which measurements
are from targets

𝑛!︸︷︷︸
Assign measurements

to targets

(1)

=

min(𝑁𝑇 ,𝑁𝑀 )∑︁
𝑛=0

𝑁𝑇 !𝑁𝑀 !
𝑛!(𝑁𝑇 − 𝑛)!(𝑁𝑀 − 𝑛)! (2)

=

min(𝑁𝑇 ,𝑁𝑀 )∑︁
𝑛=0

𝑐𝑛 (3)

where the 𝑐0 = 1 and the 𝑐𝑛 term can be recursively computed as

𝑐𝑛 = 𝑐𝑛−1
(𝑁𝑀 − 𝑛 + 1) (𝑁𝑇 − 𝑛 + 1)

𝑛
(4)

Equation (3) is implemented as the num2DTarMeasHyps function in the Tracker Component Library [20, 21].

3. THE NUMBER OF HYPOTHESES WITH GATING

Gating is a technique used to eliminate the possibility that a particular measurement originated from a
particular target, thus reducing the complexity of computing the target-measurement association probability.
If measurements are too far away from a target according to a particular measure, then they are not considered.
Usually, the Mahalanobis distance is used, as in [3, Ch. 2.3].
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Fig. 1—An example showing potential measurements (m values) falling within gating ellipses of targets
(colored 𝑇 values). The corresponding gating matrix between targets and measurements is given in
Equation (5).

As an example, consider the illustration of (1), where there are four targets and six measurements. Here,
the gating regions of the targets are represented as fixed ellipses (whereas the use of Mahalanobis distances
would have created differing-sized regions based on the covariance matrices of the measurements). Letting
the rows of a binary matrix represent target and the columns measurements, the corresponding gating matrix
is:

X =


1 1 0 0 0 1
1 1 0 0 0 1
0 0 0 1 1 1
0 1 1 0 0 0


(5)

where a 1 indicates that a measurement gates with a target and a 0 indicates that it does not. For example,
no valid joint association events contain an assignment between target 4 and measurement, because they do
not gate together.

To solve the problem for a general gating matrix X, we augment the matrix as

Xaug =
[
X I

]
(6)

where I is a square identity matrix. This type of matrix augmentation is analogous to what was done when
augmenting the cost matrix in the rectangular 2D assignment algorithm implementation described in [22]:
it introduces the missed detection assignments into the problem.

Possible joint association events are those such that

1. Each of the 𝑁𝑇 rows is assigned to a column with a 1 in it.

2. Each of the 𝑁𝑀 columns is assigned to at most one row.

3. No two columns can be assigned to the same row.
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4. No two rows are assigned to the same column.

The assignment condition in 1 is such that the target rows are either assigned to a measurement column, or to
one of the columns of the appended identity matrix, which functions as a set of missed detection hypotheses.

A brute-force way to count the number of joint association events is thus

𝑁𝐻𝑦𝑝𝑠 =
∑︁

𝝈∈𝑃 (𝑁𝑇+𝑁𝑀 ,𝑁𝑇 )

𝑁𝑇∏
𝑖=1

𝑥
aug
𝑖,𝜎𝑖

(7)

where 𝑥
aug
𝑖, 𝑗

is the entry in row 𝑖 and column 𝑗 of Xaug, 𝑃(𝑎, 𝑏) is the set of permutations of length 𝑎 from
the set {1, . . . , 𝑏} (also known as arrangements of 𝑏 into 𝑎 parts), and 𝜎𝑖 is the 𝑖th entry of the arrangement
vector 𝝈. if any of the 𝑥aug terms in the product in (7) are zero, then the joint association event is invalid and
is not counted. However, this is just the definition of the matrix permanent:

𝑁𝐻𝑦𝑝𝑠 = perm
(
Xaug

)
(8)

The matrix permanent can be exactly computed in significantly less time than the brute-force expression
of (7) using various algorithms, including [23, Ch. 2, Theorem 4.1, pg. 26], [24] and [25, Ch. 23]. An
implementation is given in the perm function in the Tracker Component Library [20, 21].

However, those algorithms scale non-polynomialy with the number of elements in the array. It has been
shown that the computation of the matrix permanent of a general matrix filled with 0’s and 1’s is #P-Complete
[26, 27], which means that it is probably not possible to find an algorithm that can produce an exact solution
in polynomial time with respect to the size of the input matrix, though low-complexity approximations exist
[28]. Consequently, if it is possible to find a polynomial time algorithm to solve (8), either one must prove
that #P-Complete problems can be completed in polynomial time, or the solution would have to make use of
the fact that Xaug is not a general 0-1 matrix, but rather it has an identity matrix appended to the end.

4. EXAMPLES AND CONCLUSION

The number of hypotheses with and without gating can differ by a large amount. For example, with the
𝑁𝑇 = 4 and 𝑁𝑀 = 6 example gating matrix in (5), the worst-case number of solution without gating from
(3) is 1045. However, the total number of gates hypotheses is only 116. Also, though the complexity scales
exponentially, Ryser’s algorithm [23, Ch. 2, Theorem 4.1, pg. 26], which is implemented in the Tracker
Component Library can still solve some problems much faster than brute force.
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For example, consider the following 12 × 20 gating matrix:

X =



0 0 0 0 1 0 0 1 1 0 1 1 0 1 1 0 1 0 0 0
1 1 0 1 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 1 0 1 0 1 0 1 0 1 1 0 1 1 1 0 0 0
0 1 1 0 0 1 1 0 1 1 0 0 0 0 0 1 1 0 1 1
0 0 0 1 0 1 1 1 1 1 1 0 0 0 0 0 1 0 1 0
0 0 0 0 1 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1
0 1 1 0 0 1 1 0 1 0 1 0 0 1 1 1 0 0 1 0
1 1 1 1 1 1 1 1 1 0 0 0 1 1 0 1 0 1 1 1
0 0 1 0 1 0 0 1 1 0 1 0 1 0 1 1 1 1 0 1
1 1 0 0 0 0 0 0 0 0 0 1 1 1 0 1 1 0 1 0
0 1 1 0 0 1 1 1 1 1 1 1 0 1 0 0 1 0 1 1
1 1 1 0 1 0 0 0 1 1 0 0 0 0 1 0 1 0 0 1



(9)

The upper bound on the number of solutions is 201301915072081. The solution as obtained using the matrix
permanent is 200329623077. When run in Matlab using the compiled version of the perm function in the
Tracker Component Library on a computer with a 2.6 GHz processor, the solution took about 25 seconds to
obtain. On the other hand, if one were to visit every one of the valid combinations per clock cycle of the
processor, it would have taken over 21 hours.

Additionally, the speed of the matrix permanent algorithm of [23, Ch. 2, Theorem 4.1, pg. 26] does not
depend on the values in the matrix, only on the size of the matrix. Thus, if X were all ones, it would take
about the same amount of time, whereas a brute-force visit of all 201301915072081 joint association events
with one per clock cycle of a 2.6 GHz processor would take a bit less than two and a half years to complete.

That said, the matrix permanent is not fast. It is thus not practicable to utilize an exact matrix permanent
to analyze the complexity of a JPDAF assignment problem to determine whether or not one wishes to solve
it exactly or with an approximation. However, for such an application, bounds on the matrix permanent, such
as those in [28], might be useful. Alternatively, one could just set maximum limits based on the dimensions
of the gating matrix.
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