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Tm:YAG transparent ceramic sample synthesized at UCF and under laser testing.
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1. Executive Summary

This final report summarizes the findings and results of our research effort on Optical
Ceramics Science for High-Power Lasers. We report on our transparent YAG ceramic
fabrication protocols, the calibration of equipment and the pursuit of our stoichiometry
assessment and quantification of SiO» sintering aid by laser-induced breakdown spectroscopy
(LIBS). We have developed a simulation tool to help us improve the accuracy of the fabrication
process of transparent optical ceramics of YAG, as well as a model for simulating LIBS
experiments on YAG. These new capabilities have brought dramatic improvement to our sample
quality and fabrication consistency and to our understanding of the controlling parameters behind
the fabrication process. These improvements are best epitomized by our recent laser tests on
Tm:YAG and the production of Yb:YAG ceramics. Our results have been published in three
peer-reviewed journals and presented at three international conferences. Two patent applications
are pending with the USPTO. This program has supported one Ph.D. student and has received
the contribution of one Master’s student and one undergraduate student.

2. Introduction

The demand for low optical-loss transparent ceramics for high-power laser components
requires the ability to control the phase composition of multinary materials along with the
microstructure. In this respect, the problem of stoichiometry, or more accurately the problem of
deviation from stoichiometry, is one of the most critical issues pertaining to the fabrication of
high-grade transparent ceramics of Y3Als012 (YAG). Within the phase stability domain of a
given multinary compound, departure from the nominal composition leads to the formation of
point-defects until the solid-solubility limit is exceeded and secondary phases start segregating.
Point-defects and precipitates not only control the sintering kinetics and final densification state
of the ceramics but also affect their optical properties by introducing color centers, charge-carrier
trapping sites and scattering centers. The ‘inexplicable’ non-reproducibility of high-quality
transparent ceramic fabrication, that one comes to experience with certain materials, is closely
related to investigating the nature and effect of these intrinsic defects on the sintering behavior
and optical properties and measuring small excess of major elements with accuracies better than
0.1 mol%. While modern analytical techniques are commonly used to determine impurity
concentrations down to ppm or ppb levels, there is, at present, no simple and direct method in
scientific practice for determining deviation from stoichiometry in insulator materials except for
precision measurement of crystal lattice parameters by x-ray diffraction. On top of this issue, we
have published two studies in which we show that intentional impurities (such as silicon
sintering additive in YAQ), as well as unintentional impurities (such as iron, introduced in most
ceramic processing routes) can produce broadband absorption in the NIR and visible.

Hence, our objective was to develop robust fabrication protocols as well as adequate and
highly accurate analytical methods for the assessment of ceramic powder composition in order
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to guarantee the consistency of the fabrication process of YAG transparent ceramics. The clear
intent of this approach is to lay the fabrication of high optical quality ceramics on a firmer
scientific ground than current trial-and-error practices.

The following sections summarize our findings regarding: (7) the fabrication of composition-
controlled YAG ceramics, (ii) the development of a novel analytical technique that can provide
sensitive and precise real-time assessment of the stoichiometry, and (iii) the use of this technique
to monitor sintering additives (Si0z) during the fabrication process.

3. YAG ceramic fabrication

3.1 Background

Despite the remarkable laser power-scaling results obtained with high-quality YAG ceramic
slabs from Konoshima Chemical Corp., the production of high quality (i.e. low-loss) laser-grade
ceramics is still an art more than a science: production yields are low' and the process
consistency is poor. The issue arises from the fact that for most multinary compounds, such as
YAG or YIG, any departure from the phase stoichiometric composition strongly affects the
optical properties of the material either through the formation of scattering centers (secondary
phases and pores) or color centers (intrinsic point defects). In that sense, the optical quality of
YAG is particularly sensitive to this effect due to the very narrow composition range that defines
the garnet phase. Often described as a “line compound” in reference to the AlbO3-Y>03 phase
diagram, recent studies have estimated the width of the phase domain to be on the order of 0.1
mol % [1]. In addition, it is interesting to realize that, contrary to the growth of single-crystals,
which often involves the concomitant existence of a liquid-solid interface (at which impurities
and extraneous phases can segregate out of the growing crystal), the fabrication of optical
ceramics does not. This sets a more stringent requirement for composition control in transparent
ceramics than for single-crystal growth. In the case of YAG ceramics, it is still common practice
to use trial and error methods in order to hit the stoichiometric composition. This inevitably leads
to deviation from stoichiometry from batch to batch.

The problem of non-stoichiometry in crystalline solids has a long history, dating back from
the work of Berthollet in the 19" century, Kurnakow, Schottky and Wagner at the beginning of
the 20™ century [2]. As previously discussed, the dramatic implications of defects on the physical
properties of materials is particularly well exemplified in transparent ceramics. In the case of
YAG, for which Figure 1 shows a representation of a crystalline structure, three
thermodynamically distinct stable phases occupy the yttria-alumina phase diagram, the other two
being the yttrium aluminum monoclinic (YAM) phase and the yttrium aluminum perovskite
(YAP) phase. The extent of the garnet phase is very limited in composition and appears, for that
reason, as a line compound in the Al,O3-Y203 diagram (see Figure 2).

' Konoshima Chemical Corp. reported YAG powder yields of about 20 % in 2009.
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Figure 1: Crystalline structure of YAG.
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Figure 2: Alumina-yttria phase diagram. The YAG composition corresponds to 37.5 mole % of Y>Os.

The width of the YAG phase domain corresponds to a solid solution in which excess alumina
or yttria is dissolved in the garnet lattice. The mechanisms by which this incorporation occurs
have been discussed in several papers [1, 3, 4] and involve the formation of various intrinsic
point-defects. The following Kroger-Vink equations are just a few examples of such mechanisms

[3]:

4Y,03 + 5ALY] = 5Y3] 164 + Y3Al;0; (1.a)

4A1,0; + 3YF = 3AI% + Y;Al504, (1.b)
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3Y,03 + 5ALY, + 305 = 3YA 162 + 2VAT 162 + 3V5" + Y3Al50;, (1.c)

3A1,05 + 3Y¥ + 308 = AI¥ + 2V + 3V§" + Y3AL: 04, (1.d)

As discussed above, these reaction equilibria have practical consequences in the fabrication
of high quality YAG ceramics. The presence of these defects not only affects the sintering
behavior of the ceramic by modifying the pore and grain boundary mobilities and therefore the
ability to form a transparent body, but also introduces energy levels in the energy bandgap,
which may result in undesired optical transitions in the absorption and emission spectra. Various
factors may shift composition from stoichiometry or contribute to sample contamination:

e purity of the raw chemicals,

e precision in weighing. The balance has to have enough resolution to minimize
uncertainties in mixing ratios,

e atmospheric humidity content as nanopowders have large surface areas and easily adsorb
moisture,

e contamination from powder handling (ball-milling process, pressing equipment).

3.2 Accomplishments

Various improvements have been made to our YAG synthesis protocol to measure and
control uncertainties leading to non-stoichiometry.

3.2.1 Roots of non-stoichiometry in the ceramic fabrication process

The aluminum to yttrium molar ratio (i.e. stoichiometric ratio) is defined as:

N
r= M — Al 03 (2)

Ny Ny, 04

and the absolute error associated to this molar ratio is:

6NAl 0 6“Y o Nai,0
Sr — [ 2V3 2Y3 2 3) (3)
2
Nai 03 “Y203 “Y203

The three distinct parts of the reactive-sintering fabrication process that contribute to this error
are discussed below.
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Our approach was to identify and quantify each source of uncertainty and determine their
contributions to a deviation from stoichiometry. Applying this insight, methods can be developed
to minimize these errors sufficiently to repeatably produce laser grade YAG. We also define the
limit of precision for this process.

The goal was to provide a framework for precise control of stoichiometry that can also be
utilized in any material system, or application, that requires strict composition control. A
simulation for the propagation of errors is presented that establishes an experimental approach to
reducing these uncertainties (but does not eliminate them!). Achievement of this goal allows for
better quality control and promote a more repeatable fabrication process.

3.2.2 Model Development: Propagation of uncertainty throughout fabrication
process

There are three distinct parts in the reactive-sintering fabrication process that contribute to
stoichiometry uncertainty.

The first is attributed to volatiles absorbed on the surface of precursor powders prior to
weighing and mixing. The mass of these volatiles leaves the refractory powders upon firing and
this volatile fraction is referred to as “loss-on-ignition” (LOI). Once the initial mass and final
mass of the precursor oxide is measured the LOI can is determined by the equation:

mf —mi
LOI = — 4)

Through this equation, the LOI is measured as a percentage of the initial mass that is lost
during a thermal ramp. The uncertainty in the LOI measurement (§LOI) is taken as the standard
deviation between consecutive LOI acquisitions of a single thermal ramp on the same lot of
precursor powder.

The second contribution stems from weighting of the precursor powders on the balance to
achieve the required molar ratio. Once the balance has been characterized, the uncertainty of
each weighting measurement §mp,; is the same. The balance has a maximum capacity not only
in mass but in the area available to disperse the powder. For the batch size we work with, it is not
possible to weigh all the necessary mass of each constituent in a single placement. The
uncertainty will accumulate for each successive weighting on the balance (n;).

The last contribution stems from the grinding medium (Al>O3 balls) used for attrition and
intimate mixing of the precursor powders during the milling process. The abrasive nature of the
precursor powders wears the surface of the balls. This causes some amount of excess alumina to

be deposited into to the powder mixture. This uncertainty is denoted N ﬁi%‘;su

DISTRIBUTION A: Distribution approved for public release.



Propagating all errors throughout the process gives a total uncertainty in the number of moles
of each constituent as

powder

SN _ n (5m )2 " mpowder 1+LO01 41,04 n 5(L01A1203)*mA1203 n 6Ndeposit (5)

Aleg Al203 Bal AlZO3 MAl203 MAl203 Ale3
and

powder
der 1+LOIY203 6(LOIY203)*mY %

SN =[ Ny 0.(6Mpg)? * mb2Y ]( + 223 6

Y203 Y203( Bal) Y203 MY203 MY203 ( )

Upon determination of each uncertainty component, these two equations can be used to calculate
the uncertainty in the molar ratio using Egs. 5 and 6.

A polar plot representation of the phase diagram is shown below to visualize the spread of
possible molar ratios obtained when considering the overall uncertainty of two constituents. The
stoichiometric YAG composition is represented by a single orange line with a slope of 5/3.
However, due to uncertainties, the final composition lies somewhere within the grey box. If the
values of the LOI and Al,Os; deposit are known accurately, these considerations can be
accounted for prior to batching.

Nai,o,

N YAG
ON 41,04 00
11 /3

4

| | NYzos
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Figure 3: Polar representation of the phase diagram about the YAG composition, showing the range of
possible final molar ratios that could be obtained when considering uncertainties on both the number of
moles of Y>03 and Al,Os.

In what follows, we assume that all errors are random (i.e. not biased). Hence, by making
multiple observations (replicates) and sampling random samples, we can build adequate statistics
to help improve the repeatability of the fabrication process of TOCs. Randomness helps ensure
the independence of weighing errors. This can be achieved by shaking bottles of raw powder
reactants before sampling to minimize compositional non-uniformity due to moisture pickup, for
example. Besides nonrandom sampling, care must be taken when compiling data over long
periods of time as error independence may be compromised by the improving skills of the
experimentalist at taking data (leading to decreasing errors) or the wearing down of the
equipment (leading to increasing errors). It is under these conditions that all mass measurements
are truly representative and share the same mean and variance, and that the errors are
independent and identically distributed (IID). Below, we review some important notions of
statistics which are used in our approach.

Given a sample of n observations, the sample average is calculated as:
i=1%i (7

where x; represents the i individual observation. The sample average is a statistic that is an
estimate of p, the mean (central tendency) of the underlying random variable, X. The sample
variance is:

2= Y, (x; — X)? ®)

The sample variance is a statistic that is an estimate of the variance, ¢°, of X. Another useful
statistic is the sample standard deviation, s, which is the square root of the sample variance, o.
The quantity n-/ is the number of degrees of freedom associated with the sample standard
deviation. In our case, we are specifically interested in the estimate of the mean and therefore the
variance of the average value. This can be obtained by:

Sg = \/S_ﬁ (9)
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which also has n-1 degrees of freedom. Hence, when the number of observations is large, the
uncertainty in the estimate of the mean is small. This relationship demonstrates that there is more
uncertainty in an individual observation than in the estimated mean and that, even if the
underlying phenomenon is quite variable, it is still possible to reduce uncertainty in the estimate
of the mean by making many measurements.

In addition to those statistics, we want to infer the probability that a given random variable,
such as a weighted mass or the Al/Y stoichiometry ratio, is within certain bounds. This requires
an assumption about the shape of the probability distribution of the errors in experimental
measurements. Most statistical techniques require that the errors, but not necessarily the random
variable itself, have a normal probability distribution. As stated earlier, errors are both inherent
variations in the random variable as well as measurement errors. The latter arises due to
numerous small factors related to experimental protocols, sampling, detection, and analysis.
However, since the experimental error is an aggregate of many contributing errors, then the
overall error tends to have a normal distribution according to the central limit theorem, even if
individual errors are not normally distributed themselves. Additionally, it is often the case that
we don't have enough measurements to generate a normal probability plot and validate our
assumption for the underlying probability distribution. For instance, LOI measurements are only
based on a handful of replicates which makes it impossible to construct a meaningful probability
plot. The amount of alumina contamination from milling is challenging to estimate and all the
more is its error. In these cases, the central limit theorem provides a theoretical basis for
assuming that the overall error is normally distributed.

For any estimated statistic, such as a sample average x representing an average mass, LOI or
ALOs3 deposit for which we have an estimated value and standard error, we can report confidence
intervals. If the errors in the measurement variable, x, have a normal probability distribution and
if the observations are independent, then the probability distribution for the error in the sample
average, normalized by the standard error in the sample average, is a ¢-distribution.
The #-distribution is a symmetric probability distribution centered at zero with a variance that
depends on the degrees of freedom of the standard error in the statistic of interest. Since sz has
n-1 degrees of freedom, the variance of the #-distribution decreases with more measurements.
The t-distribution is then used to determine a confidence interval for the true value of the
mean, | For example. the 1-a confidence interval for p is obtained from the #-statistic which
bounds a chosen level of probability, 1-o.. For a symmetric two-sided interval with o/2
probability level, this confidence interval is given by:

X+ tn—l,a/ZSJ? (10)

The confidence probability level can be chosen to be 1-0=90% (somewhat confident), 95%
(fairly confident), or 99% (quite confident).
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When estimating the error of a derived quantity, Z, function of n independent variables
Xi,..., Xn, one can estimate the variance of Z from the sample variances of each of the measured
variables x; using:

03 = Sraien (2) o (11

This result assumes small errors and no covariance between the random variables X;. Hence,
each independent variable X; contributes to the variance of Z in two ways: (i) through its
uncertainty oxi, and (i7) through the sensitivity of z to Xi, 0z/0xi. This relation also shows that
some terms (measurements) may carry more weight than others in improving the precision of the
estimate of z.

For example, the variance of a weighted sum of n independent random variables:
Z = Yasisn G (12)
is:
07 = L1sisn 47 0%, (13)

Similarly, the relative variance of a weighted product:

Z = [lisisn aiX; (14)
is given by:

% 2 %

P Disizn 4 x_zl (15)

4

The ratio oz/X can be estimated by sz/X if replicate measurements have been acquired.

We hypothesize that the weighing and LOI measurements are normally distributed and so is
the mass of Al2Os released by milling.

DISTRIBUTION A: Distribution approved for public release.



A Monte Carlo simulation was written to determine the probability of the final molar ratio
falling at a given composition. The inputs of this model are based on mean and uncertainty
values determined experimentally. This simulation can help calculate the occurrence of the many
compositions (Al/Y ratios) one would get by combining these errors. The results of these
simulations are shown below in Figure 4. To a good approximation, the distribution of
compositions (histograms) also seem to follow a normal distribution and were fitted accordingly.
As expected, larger uncertainties on the relative amount of alumina-to-yttria translate to wider
composition uncertainties for the final ceramic and increase the risks of synthesizing 2-phase
(i.e. non-transparent) ceramics when the ensemble of possible compositions exits the solid-
solution domain of the garnet phase (Figure 4b).

- * Monte-Cario
a) 003 fitlod curve

i
K]

o
=

Probability
(=3

i
il
. J
163 1635 184 1845 165 1655 166 18665 167
Al'Y molar ratio

b) 0.03f
* Monte-Caro
frited curve

-~

0.02|

Prabability
=]

163 1635 1564 ‘A?.J‘meu‘.:'rsla“‘;‘léﬁé 166 1665 167

Figure 4: a) Histogram (inset) and normalized probability for obtaining varied yttrium-aluminum garnet
compositions after repeating 105 Monte-Carlo “syntheses” in-silico. The following assumptions are made
based on experimentally determined measurements (see sections above): weighting uncertainty
2.15x10* g, LOI(ALO3)= 0.658+0.032 %, LOI(Y20:)= 0.690+0.014 %, ALLOs deposit is 0.439+0.005 g
for 40 g of ALO; + Y03 mixture. Powders are weighted by 5 g increments. The nominal YAG
composition has an Al/Y ratio of 5/3=1.666 (vertical dashed line) and the range of compositions shown
corresponds to the estimated width of the solid-solution domain for the garnet phase around the sintering
temperature (1750°C). Here, all compositions are within the solid-solution window and should yield
single-phase garnet ceramics. b) Same simulation as in a) but with an Al,O; deposit uncertainty ten times
higher of 50 mg. In this case, some compositions fall outside the solid-solution window (on the Al-rich

side) and are expected to yield two-phase ceramic mixtures of YAG and alumina.
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The fraction of the histogram overlapping with the solid-solution window corresponds to the
probability that, with these experimental uncertainties, the batch of mixed oxides yields a
transparent ceramic. This probability can be used as a “metric of success” to quantify the
respective roles of weighting errors, LOIs and alumina deposit errors in the process.
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Figure 5: (a) Probability of obtaining a composition within the solid solution, the range shown, when
LOI uncertainty varied between 0.001-1%, with uncertainties for both precursors taken as equal. Assumes
a batch size of 30 g, the mean LOI values are both set to 2%, and the Al,O3 deposit error is set to zero.
(b) Probability of obtaining a composition within solid solution, the range shown, when Al,O; deposit
error varied between 0.001-1%. Percentages are taken relative to the stoichiometric mass of Al,O; for a
batch size of 30 g and the LOI errors are set to zero.

The models for both plots above assume a batch size of 30 g mixed to the stoichiometric
Y AG composition and a mean LOI value of 2%. Model (a) shows the effect on the probability of
obtaining a molar ratio inside of the solid solution when the LOI errors are varied between
0.001-1%. While model (b) shows the effect on this probability when the Al>O3 deposit error is
varied by the same percentage, relative to the stoichiometric mass of AlbO3; in YAG. The red
curve in both plots approaches a distribution from only the weighing of the powders. The
fraction of these distributions that overlap with the solid solution window corresponds to the
probability that the batch of mixed oxides yields a transparent ceramic. The LOI distribution is
broader than that of the AlbO3 deposit distribution at 1%. Additionally, the right side of the LOI
distribution still lies outside of the solid solution at 0.1%, this is not the case for the Al,Os
deposit. This demonstrates that while it is important to precisely determine the uncertainties for
both of these contributions, it is more important to do so for the LOI values in order to increase
the probability of fabricating transparent ceramic YAG. Maintaining this increased probability of
obtaining a target ratio is necessary to ensure repeatability of the process and will allowing
targeting compositions for studying the effect of non-stoichiometry on the transparency of parts
and the control of the defects generated within the solid solution.
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The authors recognize that this is a first order approach, with the stated assumptions, and that
with more sampling the distributions can be further refined.

Identification of the sources of error, and related uncertainties, in the fabrication process
is important in ensuring repeatable product quality. The development of this model allows for
assessing the relevance of each source of uncertainty. Once this relevance is determined,
approaches can be developed to reduce the uncertainties that bring the largest contributions,
thereby increasing the repeatability of product quality.

3.2.2.1 Measurement of uncertainty from balance

The error attributed to weighing powders on a balance arises from two sources: the error
inherent to the balance itself and the repeatability in depositing the powder to the same location
on the balance. The error inherent to the balance is defined by both its accuracy and precision.
The repeatability error, on the other hand, is user-based, and arises from our inability to control
how the particles distribute themselves in space about the pan. This spatial distribution changes
the location of the center-of-mass of the pile of powder relative to the center of the balance pan,
generating a moment. Uneven loading of the pan results in measurement inconsistencies
hereafter referred to as the ‘sand pile effect’. The unrepeatability of the sand pile effect should
bring increased uncertainty, as opposed to placing a standard mass at the same spot even time.

To confirm this hypothesis, two separate yet similar experiments were conducted to quantify
the uncertainty for each scenario. The benchtop balance was calibrated with calibrated masses
prior to conducting any experiment. During the experiments, the atmosphere in the lab space was
controlled so that no vibrations or changes in air pressure due to fume hood sash configuration
affected the results.

In the first experiment, we investigated the repeatability and accuracy of the balance. To do
s0, a 5 g calibrated mass applied to the surface of balance while keeping its location constant
from trial to trial. This was repeated for a total of 50 trials.

The sand pile effect was tested using coarse rock-salt that had been equilibrated with
atmosphere to ensure the sample mass was constant throughout the test. A chosen sample mass
of approximately 5 g is utilized. This is equivalent to the approximate maximum mass of powder
applied to the balance, for a single weighing during the YAG fabrication process, which we are
trying to calibrate. The rock-salt was placed on a piece of wax paper, the mass registered and
then the mass was removed. This process was conducted for a total of 50 trials. The distribution
of the mass measurements as registered by the balance for both experiments are shown in
Figure 6. Both plots are presented on the same scale ranges.

DISTRIBUTION A: Distribution approved for public release.



Experiment #1

18

% x50 % 127
104

n=4.9998 g
5=1.4241x10" g

i ;‘"_/ .
49980 49984 4.9988 4.9992 Nf;::ss(z) 50000 50004 50008 50012
Experiment #2
:j' \ 5=21718x10% g
x50 12 %\\
we : N
: & AN
[ 83.8888 | j: §§§ 3
. SN
0 . e

Mass (g}

Figure 6: Distribution of mass registered during experiments to characterize the balance accuracy,
precision and sand pile effect.

For the first experiment with the standard mass, there is a fair fit to a normal distribution.
Based on the fit, the accuracy of the balance differs by 0.2 mg from the expected value of 5.0 g.
The standard deviation at one sigma is 0.14 mg. This is just slightly larger than the resolution of
the readout on the balance.

The second experiment investigated the ‘sand pile effect’ and produced a distribution with a
range 33% larger than that of the distribution produced by a standard mass placed at constant
location on the balance. The standard deviation at one sigma is ospe=0.22 mg. This distribution
tends to a normal distribution (central limit theorem). However, like the first experiment,
increasing the sample size will produce a more robust distribution and provide a better fit.

We hypothesize that the ‘sand pile effect’ is the dominant contribution to the uncertainty on
these powder weighing measurements. For this reason, the only error to be considered for
propagation analysis is that of the ‘sand pile effect’.
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Figure 7: Contribution of the uncertainty from only the error attributed to sand pile effect the occurs
during weighing powders on a balance.

The range of molar ratio when balance error becomes the limit of the uncertainty reduction is
1.66637 — 1.66696, which is a range of only 5.9-10*. This represents the limit to which the
uncertainty can be collapsed as it will be much smaller than the other uncertainties contributions
introduced in subsequent sections. A total process uncertainty of this magnitude would be
adequate to always guarantee transparent parts and to precisely target distinct compositions
within the solid solution.

The uncertainty attributed to a pile of particles randomly dispersed across the balance
plate has a larger variance in the moment applied, compared to placing a mass repeatability in
the center of the plate. Of all uncertainties identified in the process, this is the smallest
contribution. If there were only this uncertainty, the probability of stoichiometry and
transparent parts would be virtually 100% so long as the rest of the process is optimized.

3.2.2.2 Contamination from grinding media

The reactive sintering fabrication route of transparent YAG ceramics requires the mixing of
precursor yttria and alumina powders followed by a ball milling process to ensure
deagglomeration and intimate mixing. High purity aluminum balls are used as a grinding
medium to prevent the addition of impurities outside of the AlbO3-Y203 system during this
operation. However, due to the abrasiveness of the powder, the grinding medium slowly wears
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and introduces extraneous alumina to the powder mixture which results in an increase of the N—Al
Y

ratio.

Ideally, the milling process is optimized to achieve satisfactory deagglomeration and mixing
while limiting the alumina deposit to a negligible amount. The optimization of this process is
time consuming and requires running many experiments to determine the best of combination of
the many interdependent variables involved. These variables include the mass of powders, the
solid loading fraction of the slurry, the surface area of milling medium, dimensions of the jar, the
duration of milling, the speed of rotation and the ball-to-powder loading fraction. Even if
satisfactory attrition and mixing is achieved, the amount of alumina deposit should be
quantitatively measured, or verified to be negligible, so any deposit can be considered prior to
mixing of another batch to ensure stoichiometry is achieved. Additionally, it was shown in the
prior section that the amount of uncertainty in the measurement has a significant effect on total
uncertainty of the process, and the probability of achieving transparent YAG.

To the best of our knowledge, no studies published to date provide all the parameters used
during the milling process when producing YAG. Lui et al [6] completed the most
comprehensive study on the subject and correlated the milling time to the resulting transmission
in Nd:YAG transparent ceramics. In their study, the diameter of milling media, rotation speed,
mass ratio of balls to powder, and solid loading was published, but not the dimensions of the jar.
In 2009, Lee et al. [7] completed a study on hot isostatic pressing of Nd:YAG ceramics and
published the milling time, diameter of milling media, and the volume ratio of
powder:media:solvent. Stevenson et al. [8] published the same information in a 2011
investigation on the effect of SiO; and densification of Nd:YAG ceramics. Yet, no rotation
speed, jar dimensions, or batch size were given in these publications. Most authors having
published on the fabrication of YAG transparent ceramics by reactive sintering, including
Boulesteix ef al. [9] or Bonnet et al. [10], give no milling information at all. Adding to this
complication is different groups use different types of milling equipment (i.e. rotary or planetary
ball mills.)

Additionally, to the best of our knowledge, no study has been published that has addressed
quantifying the amount of contamination from grinding media during the milling process. In the
past, we have attempted to quantify this deposit by qualitative visual inspection of sintered
samples from past batches. A batch of varying composition is made with known mean initial
molar ratios. After sintering, it is assumed that the most transparent samples are closest to
stoichiometric YAG. The difference between stoichiometric YAG (r = 5/3) and the previously
calculated ratios of these samples is then taken as a consequence of the alumina deposited during
milling. The amount of deposit to cause this shift in transparency is then calculated. In actuality,
this difference in transparency could also come from difference in porosity or thermal gradients
between parts during sintering [11]. Not only that, but this method becomes even less reliable
when considering the distribution about the mean of the final composition based on the
uncertainties, as discussed previously.

Another method that has been used to determine the amount of deposit is to run the mill with
only the alumina balls and a solvent present in the jar. After a set milling time the balls and jar

DISTRIBUTION A: Distribution approved for public release.



are rinsed into a catch and the solvent is evaporated. Weighting the remaining solid gives the
mass of alumina removed from the balls during that run time. The figure below shows the results
of these trials.
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Figure 8: Mass loss of alumina balls versus time for different ball mill rotation speeds when only milling
media and solvent present in jar during the run.

The problem with this method is that it does not mimic the interaction between the abrasive
powder and the balls during milling, but only the interaction between the balls themselves. This
fact makes the values obtained unreliable. Directly measuring the mass of a powder mixture after
milling is not a solution either as this Al,O3; deposit represents such a small mass increment to
the powder mass making it impractical to measure.

Studies have been done using tracers to measure particle motion and attrition during the
milling operation, generally for industrial applications [12-15]. The utilization of radioactive
tracers brings health and safety concerns that would not allow completion of this study in a
typical lab space. One could imagine working with radioactive tracers for quantification, but this
would bring the added difficulty of precisely monitoring decay time of the isotope, from the time
the balls are doped through when any measurement is taken.

We are currently developing a simpler approach inspired by these methods and hope to get,
for the first time, a unique and accurate determination of the total amount of alumina deposited
during milling.

DISTRIBUTION A: Distribution approved for public release.



3.2.2.3 Protocol for the measurement of loss-on-ignition of starting powders

Fine starting powders enhance the kinetics of ceramic sintering, but their large surface area
makes the powders susceptible to holding significant amounts of volatile species remaining from
synthesis or adsorption of moisture during stocking, handling, and storage when exposed to
humidity in the local atmosphere. Upon firing, the mass of the volatiles will be removed prior to
phase formation and is therefore referred to as loss-on-ignition (LOI). Hence, the excess mass
must be accounted for during batching to ensure the ability to repeatably fabricate parts within
the solid solubility domain. The LOI should be quantified upon receipt of new powders and
repeatably in time as the hydration of the powders surface can change with dynamic atmospheric
conditions.

The preferred method for quantifying LOI is through thermogravimetric analysis (TGA)
which monitors the mass loss of a sample during a programmed thermal ramp or cycle within a
controlled atmosphere as a function of both time and temperature. It is common for the TG
signal to be acquired simultaneously with differential scanning calorimetry (DSC) or differential
thermal analysis signals (DTA), TGA-DSC and TGA-DTA respectively. DSC will acquire a heat
flow signal during the thermal treatment while DTA records the temperature difference of the
sample relative to a reference. Through these combined analyses it is possible to identify
physical transitions and chemical reactions that that do not necessitate a mass loss. Some of the
properties or processes that can be characterized are thermal decompositions, melting points,
glass transitions in amorphous materials, crystallization behavior, solid-solid transitions, among
others [16, 17]. TGA can also be coupled with evolved gas analyzers (TGA-EGA) allowing for
residual gas analysis through the identification and quantification of the various gaseous species
that are volatilized during the thermal treatment. Fourier-transform infrared spectrometers
(FTIR), mass spectrometers (MS) , gas chromatographs (GC), or a combination of these can be
attached to the TGA instrument to quantify decomposition by-products down to concentrations
on the ppm level [18].

TGA is used in applications such as assessment of pyrolysis characteristics of fuels [19-21],
mineralogical analysis of geological samples [22-24], analysis of thermal degradation in
polymers [25-27], production of pharmaceuticals [28, 29], among many others. In the ceramics
industry it is typically utilized for determining the decomposition temperature of organics used
during wet chemical synthesis or of binders used in the forming process to optimize the burnout
cycle before phase formation and sintering [30-38]. In these applications the mass loss is more
dramatic, and they require much less precision than when being used for strict control of
composition in reactive sintering.

Many people have made transparent YAG ceramics via reactive sintering but there are very
few mentions of quantifying the LOI values of the precursors prior to mixing. We hypothesize
that the reasons for not reporting this could be: (i) the LOI is not measured or considered, other
processing errors are low, and transparent parts are obtained with mixed success, (i7) this value is
measured but not disseminated as it is a protected part of the recipe in producing transparent
ceramics, (iii) it is measured but there is little emphasis placed on it because it is thought of as a

DISTRIBUTION A: Distribution approved for public release.



‘common knowledge’ not worth reporting in a publication. The second or third possibilities seem
to be the most reasonable. In literature there is also no mention of the repeatability in the quality
of the samples produced.

The only mention of considering LOI values comes from a single group where they describe
a basic technique to measure weight loss in a powder compact of the precursor on a benchtop
balance. The compact is fired in a furnace, allowed to cool to 200°C, placed in a desiccator until
it reaches room temperature, and then the final mass is again weighed on a benchtop balance [39-
43]. While this does provide a measurement of the LOI, the accuracy and precision may be less
than that which is offered by a thermogravimetric instrument. This is attributed the immediate
re-adsorption of moisture when the powders are again exposed to an atmosphere with a higher
moisture content. The plot below shows the mass variation as a function of time for a powder
that was equilibrated in oven for two days then placed on a balance under ambient conditions.
The ambient temperature was 20°C with a relative humidity of 60%.
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Figure 9: Mass variation of Y,O; powder left on a balance for 3 hours at 20°C and in a relative humidity
of 60%. The powder was dried in an oven for two days at 70°C prior weighing,

The plot shows how fast powders can readsorb moisture from the atmosphere in ambient
conditions. Consequently, acquiring accurate or repeatable measurements via this technique
would be challenging. This approach also convolutes the contributions of the balance and LOI
errors.

The model introduced previously shows that obtaining accurate measure of the LOI values
plays a significant role in reducing the overall uncertainty to give an increased probability of
attaining stoichiometry, and the ability to target specific compositions within the solid solution.
Therefore, to bring more repeatability to the process, not only is it imperative that the LOI be
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considered prior to batching but the uncertainty of this measurement should also be minimized. It
is worth mentioning that this is not only true for the reactive sintering route but that this would
hold true for the other powder synthesis methods too.

We hypothesized that a TGA instrument, which is typically used for more coarse
quantification of mass loss, can be used to reduce the statistical composition variations and
accomplish the necessary precision to target compositions well within the limited solid solution
domain of YAG.

The approach is to first assess the suitability of this instrumentation to achieve a magnitude
of error necessary to repeatability achieve parts within the solid solution. Secondly, if the
instrument is deemed suitable then develop a protocol that enables targeting of distinct
compositions within the solid solution.

The instrument we have used for TGA is the SDT-Q600 (TA Instruments, USA), depicted
below. This simultaneous TGA/DSC/DTA instrument houses two balanced beams, which hold a
reference and a sample crucible in a furnace chamber. The temperature of the furnace is cycled
up and down, and the change in mass of the sample, relative to that of the reference, is recorded
as a function of the sample temperature and time.

Figure 10: (Ieft)TA Instruments SDT-Q600, (right) sample and reference beams.

Following the protocol as described in the manual, nitrogen is used as a purge gas with a
flow rate of 100 mL/min and a heating ramp rate of 3°C/min is used up to 1200°C. The final
mass is taken at the end of the heating ramp. This does not deviate significantly from protocols
published in literate. Based on the Ellingham diagram, these refractory oxides are stable, and
decomposition is not expected at these temperatures and oxygen partial pressures. Three
consecutive runs from the same lot are executed for both powders, alumina and yttria. The LOI
values for the AlO3 powder is determined to be 0.777 +£0.089 %, and the Y203 is
0.78910 + 0.046 %. The Monte Carlo simulation of the LOI and balance uncertainty
contributions are shown below. The balance uncertainty contribution is shown for reference.
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Figure 11: Probability of obtaining a composition within the solid solution, the range shown, when LOI
values determined using protocol described in instrument user manual and literature.
AlO3 LOI -=0.777 + 0.089 % and Y203 LOI = 0.789 + 0.046 %.

Balance contribution is shown for reference.

The plot shows that, so long as the LOI is considered, the combined uncertainty from just the
LOI values yields a distribution that practically guarantees a composition within the solid
solution. However, it is still a wide distribution, relative to the uncertainty of the balance
contribution.

To determine if the uncertainty could be reduced further the mechanics and operating
principle of the horizontal beam system is considered. The mechanics are based on the concept
of a cantilever beam. Shown below, is an image of the dual horizontal beam system employed
SDT-Q600.
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Figure 12: Image of dual horizontal beam TGA system on SDT-Q600, showing the moment arm and
effect of cup moving during thermal cycling.

The beam in the back is the reference beam where an empty crucible is placed during the
experiment. The mass signal produced is the difference between this reference beam and the
sample beam, in the front, where a crucible loaded with the sample is placed. On the platforms
there is room for the thermal expansion and contraction of the crucible during thermal cycling.
However, this also allows room for the crucible to “walk”. Small displacements of the crucibles
that can occur during the thermal cycle, or, is amplified in the signal by the long moment arm.
“Walking” crucibles introduces a mass gain/loss, in addition to the volatilized mass loss, that is
dependent on the direction of movement. Therefore, the crucibles were “pinned” to the back of
the platform with small pieces of platinum wire during the high temperature ramps, as shown in
the figure below.

Figure 13: TGA crucibles pinned to back of platform with platinum wires attached to exterior wall of
alumina crucible.
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Acquiring a signal with powder present in the crucible presents the largest complication to
reducing this error further. Some of our precursor powders sinter during the thermal ramp, Al2O;

in particular, which reduces the volume of the sample inside crucible at the elevated
temperatures required for this analysis.

Figure 14: (a) Al,O; powder in flat bottom crucible before thermal cycling, (b) Sintered Al,O3; powder
that has walked inside crucible after thermal cycling.

As the powder sinters during the thermal ramp, the sintered body can move concomitantly
within the crucible. Walking of crucibles on the platform can be minimized but controlling the
movement of the sintered sample inside the standard flat-bottom crucibles is more challenging.

Several experiments were run to assess the impact of sample movement during the acquisition on
the LOI measurement.
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Figure 15: (a) Mass loss versus time signals for consecutive runs of Al,O; powder of same lot showing
significant variance in trends between each run. (b) Position of sintered bodies of Al,Os after thermal
cycling, colored labels correlate to experiment number on plot. Number 0718 has moved forward towards
the fulcrum of the cantilever beam. Number 0126 has moved backwards away from the fulcrum of the
cantilever beam. (¢) Mass loss versus time curves for consecutive runs of Y>O; powder of the same lot
showing minimal variance in trends between each run. (d) Position of sintered bodies of Y.O; after
thermal cycling, colored labels correlate to experiment number on plot. All samples run in this experiment
exhibit minimal sintering or movement within the crucible.

During all runs shown in the plots on in Figure 15, the cups were pinned to the back of the
beam. Figure 15a shows the TG curves for aluminum oxide powder from the same lot and the
magnitude of LOI variations associated with walking of a sintered sample. Uncertainty on the
LOI values amount to as much as 0.27% in the worst case when the sintered body attaches to the
either the front or rear wall. This variation stems from the part walking towards or away from the
fulcrum of the cantilever beam during the cycle (Figure 15b) causing the center of mass to
change which affects the moment. As a direct consequence it makes it seem as though, in
addition to the LOI, mass is lost/gained during the run. To contrast, as shown in Figure 15¢ and
Figure 15d for consecutive runs of Y203 powder of the same lot, the samples do not experience
significant volumetric contraction and is not able to walk within the cup. The TG trends stack on
top of each other producing an uncertainty of only 0.002%. Therefore, the movement of a
sintered sample within the crucible produces an uncertainty that is more than an order of
magnitude larger than that achieved by a sample which does not move.
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Figure 16: (a) Rate of mass change for consecutive runs of Al,O; powder of same lot. Showing that for
large negative peak for number 0718 which attached to the wall of the crucible closest to the fulcrum of
the beam and exhibited significantly increased weight loss. Numbers 0121 and 0126 moved away from
the fulcrum of the beam and then would exhibit a decrease in apparent mass loss (b) Rate of mass change
for consecutive runs of Y203 powder of same lot showing that dm/dt curves stay about zero.

Figure 16a shows the mass rate of change plot for consecutive runs of Al>O3 powder from the
same lot. Number 0718, which moved toward the fulcrum of the beam, shows a large negative
peak. The sample experienced an increase in the apparent weight loss, additional to the loss due
to release of volatiles on the surface of the powder. Numbers 0121 and 0126, which moved in the
opposite direction, show peaks in the positive direction. These samples experienced a decrease in
the apparent mass during the thermal ramp. The plots also show that movement begins well
below the maximum temperature. To contrast, Figure 16b shows the same mass rate of change
plot for consecutive runs of Y03 powder from the same lot, that experienced minimal
volumetric contraction. These trends approach zero prior to reaching the maximum temperature
and maintain this position throughout the period at high temperature. The Y203 experiments
provided a much more precise measurement than those with Al>,Os.

An experiment was devised to attempt to control the movement of the Al,O3 powder where
a 1 mm diameter Pt-Rh pin was be positioned in the bottom of the flat bottom crucible to force
the powder to sinter around it and impede the movement of the sintered body.
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Figure 17: (a) Mass loss versus time signals using standard flat bottom refractory crucibles (same as
previous figure) compared to the light blue curve which has the same thermal cycle using the anti-
walk/self-centering device. Inset image is a Pt-Rh wire installed in the standard crucible oriented
perpendicular to the fulcrum of the beam (b) Rate of change of mass for several signals (same as above
figure) with the light blue curve added. Showing that when the anti-walk/self-centering device is
employed the light blue curve stays about zero with no major peaks above or below, indicating no
added/subtracted apparent mass loss due to sample moving within refractory crucible.

Figure 17b shows that when the Pt-Rh is employed (light blue curve) during the
measurement the dm/dt curve approaches zero even before reaching high temperature and stays
about this location throughout the time it is held at high temperature. This experiment indicates
the device is successful in maintaining the location of the center of mass while the powder sinters
throughout the thermal cycle. Figure 17a shows the difference between the LOI values that
would be obtained when the device is employed (light blue curve) versus when there is no device
to control the movement of the sample. Further experiments will be conducted to verify the
repeatability of this measurement.
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Figure 18: Probability of obtaining a composition within the solid solution, the range shown, when LOI
values determined using revised protocol with pinned crucibles and a Pt-Rh pin installed to prevent
walking of sintered sample. Al,O3; LOI -= 0.681 + 0.043 % and Y>03; LOI = 0.680 + 0.002 %.
Balance contribution is shown for reference.

The uncertainties obtained with the revised protocol provides an uncertainty of
0.681 £ 0.043 % for Al20O3 and 0.680 + 0.002 % for Y20s3. The uncertainty on the Y203 is an
order of magnitude lower compared to the initial protocol, without pinning the crucibles. The
figure above shows that this has significantly reduced the combined uncertainty contribution of
the LOI values.

It is promising results that the Pt-Rh wire prevents walking of the sintered body within the
crucible, but it was noted that the powder did not sinter uniformly about the Pt-Rh wire which
can alter the obtained final mass. There are also concerns of the difference of CTE between the
Pt-Rh wire and the alumina cup stressing the crucible, and the uneven heating of the powder due
to the presence of the metal wire. To address this, we have designed an anti-walk and self-
centering refractory crucibles that would force the powder to sinter in the center of the cup,
thereby maintaining the location of the center of mass. An invention disclosure for this device
has been filed and accepted by the UCF Technology Transfer Office. Due to the ongoing legal
processing of this filing, we cannot release the designs for this device.

This device will further increase the accuracy and precision on the loss-of-ignition values
obtained when measurements are performed on powders that sinter nonuniformly or walk during
thermal ramping in a standard flat bottom crucible. We believe that, once manufactured, this
invention will provide the necessary control to reduce the Al>O; LOI uncertainty to the same
order of magnitude as that of Y>203. The combined LOI uncertainties from both constituents will
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collapse to be just larger than the minimum uncertainty brought from weighing the powders on
the balance.
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Figure 19: Probability of obtaining a composition within the solid solution, the range shown, when LOI
values determined using with pinned crucibles and novel anti-walk crucibles. Assuming
Al,O3 LOI -= 0.681 + 0.004 and Y,O3 LOI = 0.680 + 0.002.

Balance contribution is shown for reference.

The accuracy and precision of this loss-of-ignition measurement is critical to increase the
statistical probably of achieving stoichiometry and to repeatably obtain the desired optical
properties in the product ceramic. To extend this further, there is a finite minimum uncertainty
required to ensure the composition remains in the solid-solubility domain of the YAG phase but
further minimization of the LOI uncertainty is required to control defects such as quenching
centers that may occur within this domain.

The TGA analysis of nano-particles, on a dual beam thermal analyzer and for the purpose
of quantifying LOIs is more sensitive than with coarse particles not only because (1) they have
more surface area and experience more desorption, but (2) they also have a tendency to sinter
and walk during the thermal cycle. While we can minimize the walk of the crucibles on the
platform by pinning them, it is more difficult to control the movement of the sintered sample
inside this crucible. A possible approach to limit this effect would be to utilize crucibles
designed to self-center the powder during the thermal cycle.
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3.2.2.4 Summary: Propagation of error throughout the fabrication process

In the preceding sections we have presented the development of a novel approach that
facilitates the assessment of uncertainty propagated throughout the ceramic fabrication process
and its correlation to the probability of repeatably achieving a composition within the solid
solution. This approach established an experimental approach to reducing these uncertainties.
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Figure 20: Probability of obtaining a composition within the solid solution, the x-axis range shown. The
blue area depicts the original protocol, green area the current protocol, and the red area the target protocol
for the given application of targeting distinct compositions well within the solid solution.

The figure above depicts the total process uncertainty and it’s the effect on the probability of
achieving a composition within the solid solution of YAG. The blue area is the probability
distribution attained by following the original protocol. The uncertainty values are attained by
following the LOI protocol given in literature and the instrument user manual. Thus, producing
LOI uncertainties of = 0.090 % for Al,O3 and + 0.046 % for Y203, With a limited sampling based
on the transparency shift in a series of parts of varied composition the ball mill Al deposit was
assessed with an uncertainty of 35%. This distribution is much broader than the solid solubility
domain and does not guarantee a transparent part. The green area represents the probability
distribution achieved with a revised protocol. The LOI values are achieved by pinning the cups
and the application of the Pt-Rh pin during the AlO; acquisition. These changes produce
uncertainties of = 0.043 % for A12O3 and + 0.002 % for Y20s. The ball mill deposit is determined
to be + 5.34% of the deposit value based on a broader sampling of parts and referencing the
model. If a part is visually determined to be stoichiometric then the right wing cannot extend past
the right side bound of the solid solution. Based on the total uncertainty assessed, this provides a
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distribution that guarantees a composition within the solid solution, and a transparent part. The
red distribution emanates from a target protocol in which the Al,03 LOI uncertainty is reduced to
the order of magnitude of the current Y203 using the novel anti-walk crucible and the ball mill
deposit is quantified within 5% via an analytical assessment. This protocol would allow for
targeting of numerous distinct compositions within the solid solution for defect engineering.
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Figure 21: Contributions to the probability distribution from each of the uncertainty sources at (a) current
protocol (b) target protocol. Note the right bound is the limit of the transparent regime but the total range
is much smaller than the solid solubility domain.

The figure above depicts the contribution to the total uncertainty from each source and final
composition probability distribution. Figure 21a shows that with the current protocol, as
described above, the uncertainty related to the Al dep from the ball mill is the main contributor to
the increased uncertainty. Additionally, the combined uncertainty of the LOI values is still much
larger than that from weighing the powders on the balance. Figure 21b shows the contributions to
the probability distribution if the target protocol is achieved. The ball mill deposit is still the
main driver but is significantly reduced and the LOI contribution is virtually collapsed to the
width of the balance contribution.

This novel statistical analysis approach demonstrates that if the uncertainty sources within the
fabrication process are identified and quantified then parts within the limited solid solubility
domain can be repeatably achieved. This achievement lays the framework to provide more
repeatable quality of transparent ceramics, and other multinary compounds. Additionally, it
provides a methodology to assess and further reduce uncertainty contributions. Thereby,
making targeting of distinct composition within the solid solution possible. Finer scale defect
engineering would be facilitated in this material system as well as other systems with limited
solubility domains such as YIG, GAGG, ect. The amount of necessary precision depends on
the specific application, and some may only care to guarantee to be within solid solution.
However, this lays the groundwork for better quality control and promotes a more repeatable
fabrication process.
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3.2.3 Contamination free powder mixing process

We were given the opportunity to demo a piece of equipment (ARE-310) from Thinky USA
that is able to mix powders without the use of grinding medium?. The operating principle of this
mixer relies on high rotating speeds (up to 2000 rpm) and large inertial forces to stir particles.
However, because there is no grinding medium, little or no attrition is available to reduce the size
of hard agglomerates (comminution). For reference, the current planetary ball mill used in our
process has a maximum speed of 590 rpm. We thought of using this opportunity to test the
possibility of achieving adequate intimate mixing of the constituent powders and possibly
substituting ball-milling by this contamination-free powder mixing process.

Our time-limited experiments sought to investigate the optimal rotation speed and milling
time to achieve phase pure and high-density ceramics. The solid loading fraction of the slurry
was held constant and the same as our normal process. We chose to investigate the upper regime
of rotation speeds (1200 — 2000 rpm) as we felt it would be necessary to have the higher energy
that would be needed to break up agglomerates present in the raw powder. Fifteen separate 20 g
batches were made up, with the composition set at stoichiometry (rayy = 5/3) because there
would not need for any consideration of alumina deposit during milling. After milling, each
batch of powder was processed through the same fabrication protocol used when we utilize the
planetary ball mill. The parts were formed by cold uniaxial pressing in a 20 mm die to a
thickness of approximately 3 mm, then sintered under vacuum at 1750°C for 12 hours. Table 1
identifies each sample, lists mixing parameters and the relative density after sintering as
determined by Archimedes’ principle. The measured density was taken relative to that of pure
YAG (4.56 g/cm?.)

Table 1: Summary of milling parameters for parts mixed without grinding medium, including relative
density achieved.

Part # Mixing time (h) Mixing speed (rpm) Relative density Comment
after Sintering (%)
2 1 2000 93.70
3 4 2000 97.99
4 1 1600 93.92
5 1 1200 93.29
6 2 1600 92.27
7 2 1200 93.02
8 4 1600 94.27

2 https://www.thinkymixer.com/en-us/product/are-310/
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9 4 1200 93.29
10 0 0 85.16 Control — No Mixing
12 0.25 1200 91.21
13 2 2000 93.46
16 0.25 1600 93.21
17 0.25 2000 94.56

After sintering none of the samples were visually transparent, but some showed highly dense
regions (Figure 22).

Post Sinter

TM1 3 2
Post Sinter

Ll --
TM15-2 ql TM16- 2]! ThMx 17-2

Post Sinter Post Sinter
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Figure 22: Sintered YAG ceramics made by powder mixing without milling medium.

The relative density of each part is plotted as a function of milling time in Figure 23. The
rotation speeds are also listed to the right of each data point. This plot shows a positive
correlation between the mixing time (and rotation speed) with higher ceramic densities, with
98% dense ceramics obtained at 2000 rpm after 4 hours of mixing. Unfortunately, due to the
limited duration of this demo, we were not able to probe longer mixing times at high rotation
speeds and have a chance to approach even higher densities.

DISTRIBUTION A: Distribution approved for public release.



100 T T T T T

98 - T 2000

96 -

& 2000
94 1600 % 1600 |

2000 2000
£ 1600 T 500 3500 ¥ 1200 |

92 ¥ 1600
% 1200

90 -

Relative Density (%)

86 .

0 ]
84 i

0 1 2 3 4
Mixing Time (h)

Figure 23: Relative densities of sintered YAG ceramics made by reactive sintering as a function of
mixing time for powders processed without grinding medium. A control sample made by shaking
powders by hand (mixing time: 0 h) achieves 85 % relative density.

X-ray diffraction (XRD) was performed on six parts with the highest densities, to check for
phase purity. Examples of the diffractograms obtained are shown in Figure 24. The
diffractograms all show secondary phases of YAIO; (YAP) and Y4Al,09 (YAM) suggesting that
intimate mixing was not achieved in the conditions we have tested. Out of all samples,
sample #3, which was mixed for 4 hours at 2000 rpm, has the least YAP phase.
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Figure 24: XRD patterns for: a) part #3, mixed for 4 h at 2000 rpm and b) part #8, mixed for 4 h at 1600
rpm. Reference patterns for YAG, YAIO; (YAP) and Y4ALOy (YAM) are given to qualitatively assess
the phase purity of these sintered parts.

The particle size is expected to be a little larger than our normal process because no milling
medium was used. Therefore, we hypothesized that maybe not enough time was allowed for the
YAG phase to form at the intermediate hold temperature (1450°C, 1h) before ramping to the
sintering temperature of 1750°C. New samples were made from the remaining powder from
batches #3 and #8, which were the samples with the highest densities. The hold time at the
intermediate temperature was doubled to 2 hours. After sintering, the samples were again
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analyzed by XRD for phase purity. Figure 25 shows the acquired XRD diffractograms for both
parts.
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Figure 25: XRD patterns for ceramics sintered with an extended hold time at 1450°C. a) Part #3, mixed
for 4 h at 2000 rpm, b) part #8, mixed for 4 h at 1600 rpm.

As seen in the above diffraction patterns, both parts still have YAP and YAM secondary
phases present. Whereas the extended hold time reduced the amount of YAP present in part #8, it
did not affect the phase purity of sample #3. This leads us to believe that these secondary phases
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are brought about by regions of local non-homogeneities because the mixing was not intimate
enough or because some agglomerates were left after milling.

Since most vacuum-sintered parts achieved closed-porosity (~92%), the samples were
subsequently hot isostatically pressed at 1700°C, 200 MPa for 4 hours to see if further
densification could be obtained. Images presented in Figure 26 are some of the parts after this
post-processing.
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Figure 26: YAG ceramics made by contamination-free powder mixing after sintering and HIP’ing. All
samples are 2 mm thick.

Part #3 had the best response after the post processing. This part is highly translucent with
some haziness. Some of the other parts also showed local transparent regions but contained white
“blotches” throughout. This is another indication of localized inhomogeneities and that
agglomerates are likely still present after the mixing process.

Despite its potential benefits in other applications, our investigations suggest that this
mixing technology, in its present development state, is not sufficient to provide both intimate
mixing and de-agglomeration for the fabrication of TOCs by reactive sintering.
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3.2.4 Particle size and morphology characterization of as-received precursor and
processed powders

In the fabrication of transparent ceramics, the particle size and morphology of the precursor
powders is very important for achieving fully dense, highly transparent parts. Powders with a
narrow size distribution, small particle size (<1pm), roughly spherical shape, and soft or no
agglomeration of particles are generally preferred for advanced ceramic fabrication. Small
particles have a high surface area to volume ratio, which implies a high amount of surface energy
per volume. The large amount of surface energy is a driving force for sintering, during which the
surface energy is reduced. The use of small particles allows for high density to be achieved in a
relatively short amount of time. A narrow size distribution allows for good control of the
microstructure, so that coarsening, and grain growth is homogeneous throughout the ceramic. In
the case of reactive sintering of YAG ceramics, alumina and yttria particles must be well mixed
so that the local environment on the nano-scale fulfills the stoichiometric ratio of 5:3 for ALY,
otherwise various Al- and Y-rich phases will form where the local environment is off
stoichiometry for YAG. This is a problem that can be caused by agglomeration of alumina or
yttria particles forming large agglomerates that cannot be well-mixed. This problem is mitigated
in our YAG processing by ball-milling the precursor powders together, which is meant to break
up agglomerates and provide intimate mixing and possibly reduce the particle size. Through
electroacoustic measurements and scanning electron microscopy (SEM), our goal was to
characterize our precursor powders and determine the effect of ball-milling on the particles. This
could help with optimizing the ball-milling parameters and verifying the consistency in precursor
powders. It is desirable to use the least aggressive ball-milling parameters possible to achieve the
desired effect on the particles to minimize contamination of the powder with material from the
grinding media, which can throw off the stoichiometry of the batch.

3.2.4.1 Experimental

The precursor powders Y203 (Alfa Aesar, 99.99%), AlbO3 (Taimei Chemicals Co., LTD.,
99.99%), and Tm203 (American Elements, 99.99%) were observed with an FE-SEM (SIGMA,
Zeiss, Germany). The particle sizes of the yttria and alumina powders was analyzed using
electroacoustic and ultrasonic attenuation measurement equipment (AcoustoSizer II, Colloidal
Dynamics, USA) and the accompanying software. The powders were measured at 2 wt% loading
fraction in ethanol separately and 1 wt% loading fraction each (2 wt% loading fraction of total
particles) mixed in ethanol. The powders were agitated by submersing the dispersions contained
in flasks in an ultrasonic bath and sonicating them for more than 5 minutes. This was done in an
attempt to break up any soft agglomerates and get more consistent particle size measurements
(this method may not be aggressive enough and the use of an ultrasonic probe would be
preferred, but access to such equipment is not currently available at our lab). Because the
powders were dispersed in ethanol (non-protic liquid), the ultrasonic attenuation modality was
the only working method to access the particles size. The BET specific surface area and porosity
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of the AlbO; powder was analyzed utilizing an ASAP 2020 Plus (Micromeritics, USA).
Additionally, a batch of precursor powders were mixed and ball milled using our standard
parameters. SEM and EDS were utilized to assess the quality of attrition and mixing achieved, as
well as the degree of agglomeration after calcination.

3.2.4.2 Results

Scanning electron microscope (SEM) images of the selected precursor powders are shown in
Figure 27. Figure 27(a) and (b) show the yttria powder. The particles are angular and have many
cracks. The particles that appear to be one solid particle may actually be agglomerates of smaller
particles. The particles/agglomerates are between 2 and 10 um.

Figure 27: SEM images of precursor powders. Yttria at 1000x (a) and 2500x (b) magnifications, alumina
at 2500x (c) and 10,000x (d) magnifications, and thulium oxide at 2500x (e) and 10,000x (f)
magnifications, respectively.

Figure 27 (c) and (d) show the alumina powders. This powder is composed mostly of large,
roughly spherical agglomerates of up to 10 um. These agglomerates are composed of spherical
nanoparticles that can clearly be seen in Figure 27 (d). The primary nanoparticles appear to be
roughly 200 nm in size. This is in good agreement with the range of 100-300 nm provided by the
manufacturer. There are a few unagglomerated alumina particles, which can be seen around the
agglomerates in Figure 27(c). Figure 27(e) and (f) show the thulium oxide particles. These
particles are rod-shaped and roughly 1 to 4 pm wide and 2 to 10 um long. Figure 28 shows the
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average particle size distribution of the yttria particles as determined using the ultrasonic
attenuation method. The average particle size was calculated to be 3.72 um, while the dis (15%
of particles smaller than or equal to this number) was 0.83 um and the dss (85% of particles
smaller than or equal to this number) was 16.62 um. A lognormal distribution is assumed to
obtain this calculated distribution from the ultrasonic attenuation data. This distribution seems
reasonable when compared with the SEM images of the yttria particles; however, the average
particle size reported by the manufacturer is slightly larger at 5.47 um. This discrepancy could be
caused by various factors, particularly the degree of agglomeration of the particles, which is
heavily influenced by the dispersing medium, pH, ionic strength, polarity of the solvent, and
agitation to break up the particles in the solution.
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Figure 28: Average size distribution of yttria particles. Average particle size = 3.72 um.

Figure 29 shows the average particle size distribution of the alumina particles as determined
using the ultrasonic attenuation method. The average particle size was calculated to be 0.20 um,
while the dis was 0.130 pm and the dss was 0.310 pm. Again, a lognormal distribution is
assumed.
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Figure 29: Average size distribution of alumina particles. Average particle size = 0.20 um.

These results are in relative agreement with the reported particle size of 100 to 300 nm with
an average of 140 nm. The average particle size calculated here from the ultrasonic attenuation
data is much smaller than the agglomerate size of roughly 10 um seen in the SEM image in
Figure 27 (c). This indicates that those large agglomerates are soft agglomerates that are mostly
broken up upon dispersion in ethanol. There may still be some small agglomerates less than 1pum
in size. Figure 30 shows the average particle size distribution of a 50-50 wt% mixture of alumina
and yttria particles as determined using the ultrasonic attenuation method. The average particle
size was of alumina was calculated to be 0.179 um and the average particle size of yttria was
calculated to be 2.47 um. Both reported values are smaller than for the solutions with only one
type of particle, but the difference is larger for yttria. The calculated particle size distribution is
also much narrower for yttria in the mixture with alumina than it is for the pure yttria solution.
These discrepancies can be attributed to differences in how the software calculates the particle
sizes for a one-particle solution versus a two-particle solution, where the signal contribution from
two different particles has to be elicited. The results from the single particle solution are likely
more accurate according to the product developers, but the two-particle feature could be used
qualitatively to see if there is a significant particle size change after ball-milling, along with
SEM.
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Figure 30: Average size distribution of 50-50 wt% mixture of alumina and yttria particles. Average
particle size alumina = 0.180 pm. Average particle size yttria = 2.47 um.

The precursor powders for the synthesis of YAG have been characterized by SEM and
ultrasonic attenuation method for particle size analysis. The alumina, yttria, and thulium oxide
powders were found to have very different morphologies and particle sizes.

Towards the end of this project, we acquired a Micromeretics ASAP 2020 Plus instrument
for further characterize of our powders and powder compacts. This instrument provides the
capability to quantify the BET specific surface area and porosity of precursor powders, adding to
the current characterization capabilities of our ceramics processing lab. A protocol for the
cleaning of glassware and prepping of samples was developed. This protocol and measurement
of a sample powder was repeated multiple times to test the accuracy and repeatability of the
instrument. The calibration tests were conducted on an alumina-silica calibrated standard
provided by the manufacturer. All measurements conducted were within 1.5% of the mean
values provided for the standard and well within the acceptable range. This provides confidence
that the developed protocol will provide valid results.

Below are the results from the first measurements on Al,O3; powders(Taimei Chemicals Co.)
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Table 2: Results of BET analysis of Al,O; powder on the Micromeretics ASAP 2020 Plus.

. Total Pore Single Point
Multi Point .
. Volume at Po | Average Pore Specific
Test Specific Surface .
Area (mYg) 0.990 to 0.980 | Diameter (A) Surface Area
(cm®/g) (m*/g)
Measurement 1 12.3779 0.1081 341.54 12.1549
Measurement 2 12.4096 0.1193 374.48 12.1864
Measurement 3 12.3965 0.1232 386.88 12.1738
Average 12.3947 0.1169 367.63 12,1717

The average specific surface area validates the value provided by the vendor for this lot of
powder providing further confidence in the developed protocol. Due to the project ending, we

were unable carry out this characterization on the rest of our precursor powders.

The following section shows how effective the milling process is at attritting and mixing a
mixture of Al2O3, Y203, and Yb2Os3 used in the preparation of Yb-doped YAG. The aluminum
and yttria powders are the same as discussed previously in this section. The ytterbium oxide
particles (Figure 31: S) are angular, with a similar morphology to the yttrium, with the size

ranging from 2 to 10 microns.

Figure 31: SEM micrographs of raw unmixed precursor powder Yb,Os at 1000x.

a shows these precursor powders after balling milling in ethanol for 20 hours at 250 rpm
after sieving. Followed by b and c, showing the powder mixture after further processing and

calcination at 800°C for 2 hours.
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Figure 32: a)SEM micrographs of mixed Al>Os, Y203, and Yb,O; precursor oxides after ball-milling and
sieving at 1000x, (b)and after calcination at 800°C prior to forming at 1000x,
(c) after calcination at 800°C prior to forming at 2000x.

Micrograph in Figure 32a shows that the precursor powders have been pulverized and
deagglomerated, which is necessary to achieve intimate mixing. We used Energy-Dispersive
X-ray Spectroscopy (EDS) at a scale commensurate with the soft agglomerates seen in the
micrographs above to measure the degree of mixing of these oxides. The sampling in Figure 33
is between 150-1200 pm? and shows the magnitude of the alumina to rare earth peak height ratio
is between 1.8-2.0 which is expected for this composition confirming that the milling process
conditions are sufficient to also obtain intimate mixing.
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Figure 33: Energy dispersive X-ray Spectroscopy (EDX) spectra of several soft agglomerates of a
mixture of precursor oxides after ball milling showing that the magnitude of the alumina to rare earth
peak height ratio is 1.8-2.0, which is expected for this composition of Yb:YAG. Therefore, confirming
that the precursors are intimately mixed.

Coupling this analysis with the quality of our samples, this shows the present ball milling
conditions provide sufficient attrition, de-agglomeration, and mixing to produce high quality
transparent ceramics via the reactive sintering route.

Further investigation could entail removing a small amount of material from the batch during
ball-milling at various times to determine when sufficient mixing, de-agglomeration, and
particle-size reduction has occurred. This would allow the reduction of the ball-milling time to
the minimum necessary time, while reducing the potential for contamination from the grinding
media. The effect of other ball-milling parameters on the particles could also be investigated to
highlight possible effects that the particle size, morphology of precursors, and ball-milled
powders have on the final ceramic quality. Additionally, the particle size distribution could be
analyzed after ball-milling as a function of time using the ultrasonic attenuation method to help
quantify the appreciable reduction in the particle size or de-agglomeration to determine the
optimum ball-milling time to get sufficient mixing, de-agglomeration, and particle size reduction
while minimizing the contamination from milling media.

3.2.5 Optical and preliminary laser characterization of sintered samples

Optical characterization, by way of an of in-line transmittance measurement, is typically
conducted on sintered, polished ceramics on a UV-Vis-NIR spectrophotometer (Varian,
Cary-500). Before collection of the in-line transmittance spectrum of the sample (T sgmpie), tWo
spectra are collected for correction of the sample spectrum due to instrumental artifacts. The first
correction spectrum is that of 100% transmittance (7o) and is collected with a blank plate in
the collection chamber. The second correction spectrum is that of zero transmission (T) and is
acquired by blocking the pinhole of the sample holder. The equation used to make the above-
mentioned correction is:

Tsam e_T
Tcorrect = (LO) x 100 (16)

T100—To

As an example, Figure 34 shows the transmission spectrum of a 4.1 at% Tm*":YAG
transparent ceramic sample 4 mm-thick.
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Figure 34: In-line transmittance of a 4.1 at% Tm:YAG ceramic sample.

The various insights we have gained on the control of our transparent ceramic fabrication
process resulted in a drastic improvement in sample quality. This quality improvement is best
judged by the ability to reach laser threshold and achieve a decent laser efficiency. Despite not
being the focus of this research program, we nonetheless proceeded to evaluate the lasing
performance of some of our 6 at.% Tm:YAG TOC samples (Figure 35), with the grateful help of
Prof. Ivan Divlianski and Lam Mach at the Photoinduced Processing Laboratory, CREOL.
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Figure 35: Polished 6 at% Tm:YAG ceramic samples extracted from a 1” TOC disc. Samples are 6x3x3
and 3x3x3 mm in size, respectively.
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Due to lack of time to prepare the sample before insertion into the cavity, the 6 at.%
Tm:YAG TOC sample, 3x3x3 mm in size, with two opposite faces mirror-polished was not
antireflection-coated for these laser tests. The sample was end-pumped by a laser diode (LD)
with an emission wavelength of 794 nm at room temperature and blue-shifted to the *H¢—>Ha
absorption band of Tm:YAG at 786 nm by a thermoelectric cooling stage. The 12-cm long
folded laser cavity consisted of a dichroic mirror (DM, AR-coated at 792 nm and HR-coated at
2015 nm), a fully reflective curved mirror (CM) and an output coupler (OC) with 15%
transmission at 2015 nm (Figure 36). Two aspherical lenses were used to collimate the diode
output and re-focus it into the crystal down to a 200 um spot size (Figure 37). Figure 38: shows
the laser performance obtained in this configuration. A maximum laser output power of 0.5 W at
2 um was obtained for 7 W of absorbed pump power, with a laser threshold of 2.27 W and an
optical-to-optical slope efficiency of 11%. The low value of the slope efficiency mostly
originates from the fact that the output coupler is 85% transmissive and that the ceramic was not
AR-coated, nor placed at Brewster angle in the cavity. However, these results speak to the
improving quality of our transparent ceramic process.

L (8585} 1800 2100 nm

L R 1800 2100 nm

,/ : o~ ——]ART700-900 nm
,/ ; — " - JROC - 150 mm

s © HR 1800-2100 nm
4 i ART00 900 nm 6% T3 YAG ceramic

Intensity {arb.)

Spalial X Dimension umy

Figure 37. Collimating telescope focusing the laser diode onto the Tm:YAG sample. The Rayleigh width
is 200 pm in diameter.
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Figure 38: Laser performance test on a 6 at.% Tm:YAG transparent ceramic made at UCF (see text for
details). The output is in the TEMO00 mode (inset).

3.2.5.1 Fabrication of Yb:YAG for novel laser architectures

We started the fabrication of Yb:YAG ceramics for this program and to investigate novel laser
architectures with the help of Prof. Divliansky at CREOL, UCF. Some of these architectures take
advantage of large aperture gain media and, for this reason, require laser ceramic materials.
Producing this part will allow us to prove the consistency in which we can achieve transparent
laser grader ceramics, characterize the reproducibility of our process and the quality of the
resulting samples. Additionally, some of these parts can be included in a set of parts used to
investigate the use of LIBS on rear-earth doped YAG ceramics to determine deviation from
stoichiometry.

Yb:YAG is susceptible to concentration quenching at high doping concentrations,
predominately due to the other impurities that remain after purification of Yb,Os (Er**, Ho*")
[44, 45]. The presence of these impurities in the ceramic causes a decrease in the lasing
efficiency and higher thermal loading. Dong, et al., observed this effect in Yb:YAG ceramics
when the Yb doping concentration is above 12% [46]. With this consideration, we chose a
doping concentration of 10 at% Yb which will allow us to achieve an absorption of ~96.5% at
970 nm in a part with a thickness of 1.5 mm, after the double pass required by the cavity design.
The thin disk, with its large surface area, in contact with the active cooling block will also work
to mitigate thermal quenching and lensing effects.
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To start with the highest purity RE dopant possible ytterbium oxide (4N8) was purchased
from a vendor. Following the fabrication process that we have worked to optimize throughout
this program, the precursor powders Y203 (Alfa Aesar, 99.99%), Al,O3 (Taimei Chemicals Co.,
LTD., 99.99%), and Yb2Os3 (Alfa Aesar, 99.998%) were mixed, ball milled, calcined, sieved and
pressed. The aim is to achieve a part where the whole diameter will be pore free and laser grade,
but a 10-12.5 mm usable diameter will be sufficient for this application.

After sintering, the part was treated in the hot isostatic pressed (HIP) at 1700°C and 200 MPa
for 5 hours in argon atmosphere to reduce any residual porosity.

Figure 39: 10at% Yb:YAG after sintering and polishing, 25.4 mm.

The dark green color of the ceramic is indicative of the reduction of Yb** — Yb?" during
reactive sintering under vacuum, leaving behind Re-F color centers and oxygen vacancies
[47-50]. These defects reduce the transparency of the sample by causing absorption peaks at 380
nm and 640 nm [51], while also decreasing the fluorescence intensity and lifetime [49, 52].
Annealing of the part will eliminate these defects that are deleterious to lasing performance. A
literature survey was conducted in an attempt to determine the nominal annealing parameters.
Discounting those refences that were working with single crystals, Wu and Luo annealed in air at
temperatures between 1400-1450€ for between 20 and 35 hours [51, 53]. While Tang annealed in
oxygen at 1450¢ for 10 hours for all experiments [49, 52, 54]. However, the thickness and
geometry of the sample is important as this is a diffusion-controlled process and therefore
diffusion length is important. The authors do not state what the thickness of the part is during
annealing. Therefore, with a lack of concrete annealing conditions and our intent to employ a
conservative annealing temperature, we chose to anneal at 1250C but extend the soak time to 100
hours in air.

These parts are awaiting post processing, characterization and testing.
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The control over our process is attested by the consistent quality of the parts produced and
the ability to employ them in the intended application. We have now been approached about
collaborations to make transparent ceramics for novel laser applications and intend to pursue
these opportunities.

3.2.6  Other accomplishments

3.2.6.1 Cold isostatic press

In the first funding year, and as budgeted in our proposal, we ordered a custom-made
hardened steel vessel from Fluitron Inc. to fix our cold-isostatic press (CIP). The new vessel is
rated for 66 kpsi (455 MPa) and has a 4-inch internal diameter that will allow for the processing
of larger sample sizes. We designed a support structure to fix this vessel to our current pump and
control cabinet. A rendering of the CIP system and the vessel support structure, separately, are
shown in Figure 40.

Figure 40: (left) CIP vessel with support structure attached to pump cabinet; (right) CIP vessel support
structure.

The vessel will weigh approximately 800 lbs and thus requires a robust support structure.
The support structure must be fixed to the cabinet as rigid high-pressure lines will connect the
vessel to the pump within the cabinet. The chamber of the vessel will be sealed by a large
threaded cap and a significant amount of torque will be imparted to the structure during closure.
Hence, diagonal cross members were added to the structure to allow this moment to be more
easily transferred to the base. Mild sheet steel was chosen for building the support structure as it
allowed for cutting of the necessary geometries by waterjet. Stress simulations were run to
determine the required thickness of steel needed to achieve a sufficient factor of safety. An
image of the stress simulation for construction from 2" steel plate is depicted in Figure 41 (left).
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Figure 41: Stress (left) and buckling (right) simulations of CIP support structure, with '4” steel plate

The support structure has a 4-fold symmetry about the center of the top plate, where the
vessel will be mounted. This allows a simplification of the simulation, where 250 lbs was applied
to a single quadrant. As expected, there is a stress concentration near the sharp corners at the
circular knockout in the top plate. The stress magnitude at this location is 62 MPa, which is still
well below the yield strength of the material (221 MPa). The highest stress outside of this
location is approximately 36 MPa. Through these simulations it was determined that using 3/8”
sheet steel would only provide a factor of safety of 2, while using 2’ sheet would provide a
factor of safety of 7. Therefore, we felt more comfortable constructing the structure from 2"
sheet. Additionally, a buckling simulation was conducted as slender L-shaped beams, with fixed
end conditions, are used to transfer the load to the base. The result of this simulation is shown in
Figure 41(right). Here it should be noted that the deformation scale is exaggerated as the
maximum deformation is on the order of a thousandth of an inch. Additionally, with a load factor
of 117, this structure will not fail in buckling unless a load of 29 kips is applied.

These simulations provide confidence in the design of the supporting structure, and it was
assembled per these designs. The functionality of the current pump and high-pressure system
was confirmed prior to receiving the vessel.

Upon receipt, the stainless-steel vessel was coated with a high-quality clear coat to prevent
damage from oxidation. Custom bent high-pressure pipes and new valves were ordered that
allowed the existing control cabinet to be retrofit to the new vessel. The support structure was
fixed to the right side of the control cabinet, then the vessel was then sat down on the platform
and bolted in place. The pipes and valves were installed along with a transparent “sight” that
allows the user to see when all air has been vented from the vessel prior to loading with pressure.
The system is rated up to 455 MPa and was tested up to 350 MPa, at which time no leaks were
found, and the pump was preforming well with plenty of power to increase the pressure further.
Pictured below is the cold isostatic press (CIP) system under operation.
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Figure 42: CIP cabinet with newly manufactured and nstalled vessel under operation at 200 MPa.

Through the fall of 2020, this equipment had performed well until the pump the hydraulic
failed. Upon disassembly, it was discovered that one of the seals in the hydraulic cylinder had
deteriorated. The pump was completely torn down, all new seals installed, rebuilt and is now in
working order. An inline air lubrication system was also installed at this time.

3.3 Conclusion

The accurate and precise weighing of oxide powders is critical to ensure the proper garnet
phase stoichiometry and repeatable product quality. Any deviation from this ratio impart defects
to the ceramic that affect the rate of densification, the microstructure, and the optical
performance.

We have developed a simulation tool to model the statistical contribution of the various
experimental uncertainties on the fabrication process. This tool has helped us prioritize our
efforts to reduce those uncertainties that bear the largest impact on the repeatability of the
product quality.

We have developed protocols for the quantification of the loss-on-ignition of our starting
powders and for the weighing errors that provides useful and quantitative results. The uncertainty
attributed to the LOI of precursor powders and the alumina deposit far outweigh the contribution
from weighting of precursor powders, which serves as the limit to which the uncertainty can be
reduced. Regarding the issue of the alumina deposit coming from the ball-milling process, we
have found that the current means to quantify this is not only complex and time consuming, but
very imprecise. We have proposed an approach to a solution that would provide a quantitative
assessment of this contribution. The protocol we refined for the measurement of
loss-on-ignition of precursor powders has successfully reduced the uncertainty related to this
measurement compared to that as stated in literature. The novel anti-walk device we have
designed, and filed a patent for, will further reduce these uncertainties. Coupling these advances
together will not only allow a guarantee of achieving parts within the solid solution but also the
targeting of specific compositions within this regime, and a more repeatable fabrication process.
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Our attempt at using a contamination-free mixing process achieved relative densities higher
than 90% after sintering, with the highest being 98%. We were unable to achieve phase purity in
the samples, even after an attempt to optimize the sintering schedule to account for the
possibility of larger particle sizes. However, when plotting relative density vs milling time there
is a positive correlation indicating that increased rotation speed and milling time induce
improved densification. The part with the highest density after sintering actually became
transparent after post processing. With further analysis and experimentation, it might be possible
to extrapolate a milling time that would produce a high density and phase pure transparent
ceramic.

Over the past three years, the various insights we have gained on the control of our
transparent ceramic fabrication process have seen a drastic improvement in sample quality.
The consistency of sample quality originating from different batches and the recent laser test on
a 6 at.% Tm:YAG TOC sample confirm our better understanding of the synthesis of oxide
garnets, and our stronger hold on their fabrication process.

4. Laser-Induced Breakdown Spectroscopy (LIBS): A novel method for
the assessment of stoichiometry in optical ceramics.

4.1 Objectives

To solve the stoichiometry problem in YAG, we have proposed the use of Laser-Induced
Breakdown Spectroscopy (LIBS) as an inexpensive technique capable of multi-element analysis,
requiring minimal sample preparation and that could be performed on powders, green-bodies or
sintered ceramics. Today, techniques for the analysis of non-stoichiometry in insulating
materials, such as x-ray fluorescence, x-ray diffraction, ICP-AES, PIXE, are limited in their
accuracy (around 2%) and can be cumbersome to use. It is worth emphasizing that, contrary to
most techniques developed for the quantification of dopant or trace elements down to ppb levels,
our aim is to determine the ratio of major elements, such as aluminum and yttrium, in the most
accurate and sensitive manner.

The principle of the LIBS technique consists of ablating a sample with a high-energy laser
pulse and deducing its chemical composition from the emission of the plasma that results from
the interaction (Figure 43).

3 The intensities of the plasma emission lines are directly related to the concentration of species according to the
Saha-Eggert equation.
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Figure 43: Schematic of a LIBS setup.

Prior to this funding, we had been able to confirm that this technique is sensitive enough to
detect small departure from stoichiometry (0.1 mole% in the case of YAG) in the case of fully
sintered ceramics (Figure 44). However, the current developments of LIBS present two major
limitations:

e A limited precision: LIBS’s precision for quantitative measurements is about a few
percent typically. The technique is sensitive to fluctuations in experimental conditions
(i.e. laser fluence) and therefore the repeatability of experiments cannot be achieved
unless great care is put in the reduction of any parameter fluctuations.

e Matrix effects: the physical and chemical properties of the target greatly affect the
characteristics of the laser ablation and, as a consequence, the plasma emission spectrum.

Our goal is to improve on the current capabilities of LIBS to enable its use at every step of a
ceramic fabrication process, whether on free-flowing powders, powder compacts or sintered
parts, and ultimately enable the fabrication of composition-controlled optical ceramics.

Generally, quantitative elemental analysis by LIBS is calibration-based. For measuring trace
and minor amount of impurity in a sample (for instance SiO2 in YAG, as will be discussed in
Section 5 of this report), standard samples with a fixed matrix are spiked with different
concentrations of the analyte. LIBS experiments are performed with the same experimental
conditions on all samples and the detector response is plotted against the concentration of the
analyte. However, if the composition of matrix itself needs to be determined, such as in the form
of the Al/Y molar ratio in YAG ceramics, samples with slightly varying AI/Y molar ratio are
prepared and the Al/Y intensity ratio is plotted against the molar ratio.
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Figure 44: Variation of the aluminum to yttrium intensity ratio measured by LIBS with sample
composition in fully sintered ceramics. The arrow points to the sample with the stoichiometric garnet
phase composition (YAG). The three domains (labeled Group I, II and III) correspond to the visible
appearance of the sintered samples: transparent for group II and translucent for groups I and III. The
changes in slope seen in the calibration curves between these groups reflect differences in laser-sample
interaction. After [55].

If the calibration curve is linear, the slope of the curve is called the sensitivity. However, if
the curve is not linear, yet still a monotonically increasing function, the sensitivity is defined as
the slope of the tangent at the middle of the working range. The unknown molar ratio or the
concentration of the analyte is determined by putting the value of the detector response in the
calibration curve equation. In the case of trace analysis, the detection limit of the instrument is
defined as:

LoD =32 (17)

g
m

where o is the standard deviation of the detector response for a blank sample, and m the
sensitivity. The limit of quantification, i.e. the minimum concentration of the analyte that can be
quantified, is:

LOQ = 1"7" (18)
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As stated above, a calibration curve is needed to find the stoichiometry shift in YAG
samples. To this end, the intensity ratio of aluminum and yttrium lines are plotted against their
molar ratio as shown in Figure 45.
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Figure 45: Hypothetical calibration curve to find the Al/Y molar ratio in YAG samples.

If the slope and intercept of the calibration curve are m and c, respectively, the molar ratio of
a test sample is calculated according to:

My = B=¢ (19)

Here Mg and Ir are the molar and intensity ratios, respectively. If the standard deviation for the
intensity ratio is oy, the error in the corresponding molar ratio is:

oy =1 2] 4 [z 0)

m Irp—c m

Assuming that the relative errors in m and ¢ are small compared to the relative error in Iz, Eq. 20
can be written as:

OM, = —R (21)
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To differentiate the molar ratios between two adjacent compositions (x-axis of ) with 99%
1 ) . . .
confidence, we must have 30y, < EAM r » Where AMp is the smallest difference in molar ratios

between two adjacent samples. This implies that:

60’1R

Ay (22)

This expression shows that a large sensitivity for the calibration curve is essential to discern
distinct molar ratios of non-stoichiometric YAG samples accurately. For instance, the difference
in molar ratio of the samples at the extremities of the solid solubility limit is 0.03. The maximum
standard deviation in intensity ratios that can be tolerated to differentiate such two samples must
be:

o, =mx5x107 (23)

Since the ratio of the emission line intensities depends on the plasma temperature, it is crucial
to optimize the experimental protocol to achieve the best sensitivity in the measurement.

4.2 Accomplishments

We have focused on: (i) modeling the plasma conditions to ensure optimal sampling, and
(ii) developing a working protocol to determine the Y/Al ratio in green-ceramics of A,03-Y20;
near the stoichiometric YAG composition.

4.2.1 Simulation of YAG plasmas formed in air

Since the intensities of the emission lines at a given temperature depend on number densities
of the emitters, the concentration of different atomic and molecular species as a function of
temperature needs first to be computed. The plasma consists of ablated material vapor blended
with the background gas. Let nvap and ngas be the atomic number densities of the ablated element
(A), and the background gas (B) respectively. These elements exists as atoms and ions (A°, A",
A™, AT B B",B™,B"""), homonuclear molecules (A2, B2, A2",Bo") and heteronuclear
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molecules (AB, AB"). At temperatures above 3000 K, formation of polyatomic molecules can be
neglected [56, 57] so that:

— 1 z
Nyap =Ny + X7=0 Mg

ngas =ng+ Z;=0 nlqu (24)

where n4 and np are the number densities of elements 4 and B (excluding molecules 48) and
equal to:

ny =Yo_onk +X;-0n%,,. X = AB (25)

Ionization states up to +3 are considered for atoms and +1 for molecules.

Assuming a plasma in local thermodynamic equilibrium (LTE), the number densities of ionic
species can be obtained by Saha’s equation (Eq. 27) combined with the conservation of mass. It
should be noted, however, that the ionization energies are lowered in plasma due to the presence
of a micro-field, which can be well approximated using Unsold’s formula [58]:

. 1
AE“" = 3e2(z + 1)/ (¥ne) /3 (26)

The number density of neutral molecules is calculated using the law of mass action for the
chemical equilibrium A+B—AB [59]:

Ep

e kBT (27)

3
n9nd (anBTmAmB) /2 QU

g h* map Uls

Here, UY is the partition function of a neutral molecule, Ep the molecular dissociation energy
and ma the mass of element A. The partition function of atomic species is given by:

—E;
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with, g; the degeneracy of energy level E;. The atomic energy levels and their degeneracies can
be found in the NIST atomic level database [60]. The molecular partition function is determined
according to:

Se0y (2 — 62)(2 + 1)e PP x e~PEd x g e PEI" (29)

where e, 4, and J are the electronic level, the vibrational and rotational quantum numbers,
respectively with corresponding energies E. §, is the A-type doubling factor and gw is the
nuclear statistical weight. The vibrational and rotational energies are obtained by:

E§ = heG*(9), G*(®)=w, (9 +3) — wex, (9 + %)2+ weye (9 + %)3 (30)

Ef = heF} (9), FP (9)=BsJ(J + 1) — DgJ*(J + 1)? (31)
. 1 1\2 1
Wltthg:Be—ae(19+5)+]/e(19+z) andD,9=De—f§e(19+z)

The second and third order terms in (Eq. 30) and (Eq. 31) arise because of anharmonic
oscillations and deformable bonds. Values of the constants w,, w.X,, WeY,, Be, @, v, De and 3,

can be found in NIST chemistry web book [61].

The composition of LIBS plasma at a particular temperature can then be calculated using the
algorithm given in [62] and outlined in

Figure 47: V.
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Figure 46: Algorithm flowchart for calculating number densities of different species in a plasma under
local thermodynamic equilibrium. Iteration loop to calculate ionization equilibrium (a) and the chemical
equilibrium (b).

The simulation is carried out using two iteration loops. The first loop is initialized with a
certain electron number density 7., Reduction in ionization potential is calculated based on Eq.
26 and then the partition functions are computed. Using these values, the number densities of
neutral and charged atoms and homonuclear molecules are calculated. In the first part of the
simulation, the material vapor and the background gas are not allowed to react so that n,q, = ny
and ng,s = ng. The electron density is given by:

ng=Ys_,znj + ¥;_1 zng + nf, +ng, (32)

If nz and n. differ by more tha