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Abstract

One component of the space environment that has yet to be fully understood is the plasma that forms

when a hypervelocity particle, such as a meteoroid or piece of space debris, impacts a spacecraft.

Plasma is generated both from thermal ionization and from pressure ionization and can range from

weakly to fully ionized, depending on the particle’s velocity. Because the plasma density within the

impact crater is on the same order of magnitude as the number density of the solid target, this type of

matter is called warm dense matter (WDM) or non-ideal plasma. This plasma can also contain a dust

component, which is particularly relevant for the lower-velocity range of hypervelocity impacts. We

probed the complex behavior of dusty impact plasma to understand the interaction of radiation with

matter and the effect of the space environment on systems and sensors. We developed models to

characterize the dusty plasma, and executed an impact experiment at a light-gas gun facility. The

primary motivation for this research is to provide significant advances in our knowledge of dusty

hypervelocity impact plasmas, which are a key component of the space environment.
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1 Introduction

Within the space environment lie complex plasmas with a wide range of densities and temperatures

that can have profound impacts on satellite survivability and operations. Well known deleteri-

ous effects of space environment interactions include geomagnetic activity that can interfere with

satellite-to-ground communications, high-energy particles that can cause single event upsets in on-

board logic systems or deep dielectric discharges, and the ambient plasma that can cause potential

differences between external surfaces resulting in discharges. Notably, one component of the space

environment that has yet to be fully understood is the plasma that forms when a hypervelocity par-

ticle, such as a meteoroid or piece of space debris, impacts a spacecraft. Plasma is generated both

from thermal ionization and from pressure ionization and can range from weakly to fully ionized,

depending on the particle’s velocity. Because the plasma density within the impact crater is on the

same order of magnitude as the number density of the solid target, this type of matter is called warm

dense matter (WDM) or non-ideal plasma. This plasma can also contain a dust component, which

is particularly relevant for the lower-velocity range of hypervelocity impacts. Therefore, the threat

from these plasmas cannot be fully characterized without considering dusty plasma effects, which

are ubiquitous but poorly understood.

1.1 Project goals

Unlike previous work where the plume was fully vaporized, this project studies hypervelocity im-

pacts that produce a large amount of initially neutral macro-ejecta, referred to as dust, that then gains

a charge from collisions with the plasma. We theorize that this dust component can significantly

affect the properties of the plasma, and therefore RF emission, through the creation of a so-called

”dusty plasma”. In order to produce impacts that contain a significant dust component in the plume,

more massive impactors, on the order of 1 mg in mass, were used. To produce hypervelocity im-

pacts using these larger impactors, a two-stage light gas gun was utilized. The vacuum facilities for

this gun had a non-negligible background gas at pressures of ≥ 0.5 Torr. Impacts using light gas

guns with similar background pressures have been studied [16, 34, 45, 47], but none focused on the

interaction between impact-produced dust and plasma. The background pressure of the chamber in

the experiments is orders of magnitude higher than the vacuum of space. As such, to understand

how produced dust influences hypervelocity impact plume dynamics and associated RF emission in

space, the gas dynamics, and any influence they have on RF emission, need to be resolved.

There are a number of unknowns when it comes to hypervelocity impacts and the effects they

can have. The goal of this research is to push forward the state of the art of the understanding of

hypervelocity impacts. Primarily this research is focused on experimentally producing a hyperve-

locity impact with dust content and characterizing the effect of the dust. This includes designing

sensors to make measurements, analyzing data, and performing simulations to better understand the

system. As will be shown, this also requires an understanding of how the experimental conditions

influenced the results. Secondly, this research aims to continue to work towards understanding the

threat hypervelocity impacts pose to spacecraft. Mainly this is about the EMP that is produced,

understanding how it is produced, and what threat is poses. The EMP is not the only means by

5
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CHAPTER 1. INTRODUCTION 6

which this impacts pose a threat though and it is worth characterizing other dangers to spacecraft

such as dangers from dust.

1.2 Major results

The major results include design and development of new RF, plasma and witness plate sensors,

including an RF sensor designed to characterize the polarization of the emitted radiation, a Fara-

day cup to capture the distribution of charge the expanding plasma plume, and witness plates to

characterize the dust distribution. These sensors were deployed in a light gas gun experiment at

NASA Ames, which was funded through this research. We also developed new models, including

an orbital motion limited (OML) model, as well as fluid and plasma models. Our major findings

include the following:

1. The background gas slowed the expanding plasma plume from approximately 16 km/s to 10

km/s, which resulted in generation of a Rayleigh-Taylor instability. Using high-speed im-

agery, we found that the expanding, charged dust ring pulled the plasma, causing the plasma

duration to increase by a factor of 10. The dusty plasma was highly negative with current

densities up to 0.1 A/m2, which is 1000 times denser than previously predicted. This has

profound implications for spacecraft safety due to RF emission from dusty plasmas.

2. The dust distribution for regolith simulant followed power law with a D-value of 1.69, which

is in agreement with results from disruption studies on solid basalt. We observed a transition

with increasing ejecta size from circular to more irregular shapes, which provides information

about the phase of the material.

3. Through extension of the OML theory, we were able to characterize the evolution of ejecta

interactions with the background, accounting for physical terms important in high energy

density environments, such as thermionic emission and radiation. The model outputs the

charge, momentum, energy and mass flux across a range of physical regimes spanned by the

expanding plasma.

The publications and presentations resulting from this research are the following:

• Lee, N. (2019) Meteoroid impact plasma and atmospheric density, CEDAR Workshop, Santa

Fe, NM, 21 Jun.

• Lee, N. (2019), Meteoroids, impact plasma, and atmospheric density, special seminar, Jica-

marca Radio Observatory, Lima, Peru, 10 Oct.

• Young, S. A. Q., Close, S., and Lee N. (2019), The Space Environmental Electrical Power

Subsystem (SEEPS): Energy Harvesting Supporting Microsatellite Exploration of the Outer

Solar System, presented at 70th International Astronautical Congress, Washington, DC, 21—

25 Oct.

• Estacio, B., Lee, N., Shohet, G., Young, S. A. Q., Matthews, I., Bassette, R., Banerjee, S.,

and Close, S. (2019), Characterization of the Plasma Plume Produced by Dust and Meteoroid

Impact of Different Materials, Abstract P21B-07, presented at 2019 Fall Meeting, AGU, San

Francisco, CA, 9–13 Dec.
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CHAPTER 1. INTRODUCTION 7

• Matthews, I., Lee, N., Shohet, G., Young, S. A. Q., Bassette, R., Banerjee, S., Szybunka,

H., and Close, S. (2019), Characterization of Optical Emission from Ground-Based Hyperve-

locity Impact Experiments, Abstract P23C-3518, presented at 2019 Fall Meeting, AGU, San

Francisco, CA, 9–13 Dec.

• Shohet, G., Lee, N., Estacio, B., Matthews, I., Young, S. A. Q., Bassette, R., Banerjee, S., and

Close, S. (2019), Dusty plasma effects in hypervelocity impacts on the ground and in space,

Abstract P23C-3519, presented at 2019 Fall Meeting, AGU, San Francisco, CA, 9–13 Dec.

• Young, S. A. Q., Lee, N., Estacio, B., Matthews, I., Shohet, G., Bassette, R., Banerjee, S., and

Close, S. (2019), Electric Field Polarization of Electromagnetic Radiation from Micromete-

oroid and Dust Impacts on Spacecraft, Abstract P23C-3520, presented at 2019 Fall Meeting,

AGU, San Francisco, CA, 9–13 Dec.

• Estacio, B. and S. Close (2020), Dust and atmospheric effects on light gas gun hypervelocity

impact experiments, XXXIII URSI General Assembly and Scientific Symposium, Rome, Italy,

29 Aug–05 Sep.

• Shohet, G., N. Lee, and S. Close (2020), Dust charge modeling and ejecta measurements for

hypervelocity impacts on aluminum and powdered regolith simulant targets, XXXIII URSI

General Assembly and Scientific Symposium, Rome, Italy, 29 Aug–05 Sep.

• Young, S., N. Lee, and S. Close (2020), Harvesting electromagnetic energy from hyperve-

locity impacts for solar system exploration, XXXIII URSI General Assembly and Scientific

Symposium, Rome, Italy, 29 Aug–05 Sep.

• Shohet, G., Estacio, B., Young, S. A. Q., Matthews, I., Lee, N., Close, S. (2020), Ejecta

charging and dynamics in meteoroid impacts on asteroids and comets, Abstract P015-0008,

presented at 2020 Fall Meeting, AGU, virtual, 1–17 Dec.

• Estacio, B. et al. (2020), Dust and atmospheric influence on plasma properties observed in

light gas gun hypervelocity impact experiments, International Journal of Impact Engineering,

151, 103833.

• Shohet, G., Estacio, B., Matthews, I., Young, S. A. Q., Lee, N., and Close, S. (2021), Micro-

scopic ejecta measurements from hypervelocity impacts on aluminum and powdered regolith

targets, International Journal of Impact Engineering, 152, 103840.

Finally, this award supported 2 masters research projects, 3 PhD theses, including Ben Estacio,

who was directly supported by this award, as well as Sean Young and Gil Shohet, who used the

data from the experiment that was funded by this award. Ben Estacio also received 3rd place in the

International URSI Student Paper Competition. The PhD theses include the following:

• Ben Estacio, “Characterizing Dusty Hypervelocity Impact Plasma Plume Dynamics and Ef-

fects”, 2021.

• Gil Shohet, “Dusty Plasma Effects in Hypervelocity Impacts”, 2021.

• Sean Young, “Harnessing Energy in the Space Environment for Spacecraft Operations”, 2021.
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2 Experimental campaign

We executed an experimental campaign in early 2019 to study the production of dust on various im-

pact materials and to characterize its effect on the expanding plasma plume. This chapter describes

the facility used to conduct these experiments, the impact targets and environmental conditions at

the facility, and the sensors deployed to observe the impact events.

2.1 Facility

The Ames Vertical Gun Range (AVGR) in Moffett Field, California, uses a light-gas gun to launch

projectiles at speeds ranging from 0.5 to 7 km/s. Single projectiles can range from 1.5 to 6.4 mm

diameter, or clusters of smaller projectiles can be launched simultaneously, corresponding to typical

space debris speeds and sizes. Projectiles are typically metallic or glass, and are launched into a

vacuum chamber approximately 2.5 m in diameter. The chamber can be evacuated to 0.1 Torr,

corresponding to a mean free path on the order of 1 mm. These parameters allow for a dusty,

collisional plasma.

2.1.1 Targets and Conditions

During the experimental campaign the chamber pressure, projectile size, and projectile velocity

were kept as constant as possible, in order to examine plasma properties as a function of target

material and bias. The projectiles were approximately 1.6 mm diameter aluminum spheres. All

targets were impacted with shots normal to their surface, or 90◦ from the horizontal. The shots used

for data in this paper are summarized in Table 2.1 where mass refers to the projectile mass. Shot

0 was a preliminary test without the full suite. As such, only camera data will be discussed from

this shot. Aluminum was chosen as the baseline target due to its high temperature and pressure

behavior, such as its Hugoniot curve and conductivity, being well characterized. This is especially

the case in comparison to higher Z materials or materials consisting of multiple elements. Tungsten

was chosen due to its high potential for charge production on impact. The other materials were

selected to represent spacecraft materials or an asteroid surface in the case of the regolith simulant

target of dolomite (CaMg(CO3)2) and azomite (NaK2Ca5Al3Si21O70 ·6H2O).

Table 2.1: Shot summary for the experimental campaign at AVGR.

Shot Material Bias (V) Mass (mg) Pressure (Torr) Speed (km/s)

0 Cu Float 6 .49 3.96

1 Al 0V 5.8 .67 4.38

2 Al 0V 5.9 .69 5.38

3 Al +50 5.6 .5 5.88

4 Al +300 6 .54 5.19

5 Al -50 5.9 .54 4.97

6 Al -100 5.8 .58 5.38

7 Al -300 6 .55 5.41

8 Cu 0V 5.9 .56 5.09

9 W 0V 5.9 .55 5.46

10 Al -300 5.9 .52 5.44

11 FR4 0V 5.9 .54 5.66

12 Dolomite and Azomite 0V 5.9 .49 5.56

13 Glass 0V 5.9 .52 5.59

8
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CHAPTER 2. EXPERIMENTAL CAMPAIGN 9

All targets were mounted with countersunk bolts so as to not impede the expansion of the plasma

with mounting hardware. Metallic targets, other than shot 0 which was 1 mm thick, were 5 × 5 cm

with thicknesses between 0.635 and 1 cm. FR4 — the glass epoxy found on printed circuit boards

— also had a target area of 5 × 5 cm but was 1.27 cm thick. The Dolomite and Azomite shot used a

container that had a diameter of 10 cm and a depth of 5 cm. Finally, the glass was 6 × 11.5 cm with

a depth of 2 cm. Except for shot 0, these dimensions were all chosen such that the targets could be

approximated as semi-infinite.

Target charging between ±50 V and ±300 V was applied using aluminum targets to simulate

various levels of spacecraft charging. This was accomplished by applying a voltage relative to

the chamber walls on a 0.46 m diameter circular plate surrounding the target by means of a high

voltage supply through an RC circuit, creating an approximately uniform electric field around the

target. The data and observations from these shots will be presented in the next chapter.

2.2 Sensors

We have designed a sensor suite to take simultaneous measurements of the impact event over a

wide spectrum to fully characterize the event. High-speed cameras are used to characterize the dust

component through spatial and temporal measurements. Plasma sensors are used to make a direct

measurement of the charge population produced, including density and individual dust detections.

RF sensors detect emission from the impact and expanding plasma. Optical sensors measure the

temperature of the impact flash. Finally, witness plates provide a characterization of the dust size

distribution. Figure 2.1 shows the layout of the chamber including all the sensor locations.

Figure 2.1: Overview of the test chamber layout at AVGR including the locations of all of the

sensors. In the middle of the chamber floor is the target. The shelf that the upper sensors were

mounted on is visible at the top of the figure. The plasma sensors are located at 4 elevation angles.

The 4 cameras are separated into two different views.

2.2.1 Optical sensors

A set of high-speed cameras was used, including two Shimadzu cameras that took CCD images at 1

million frames per second with an exposure time of 0.5 µs and two Phantom cameras that recorded

DISTRIBUTION A: Distribution approved for public release.



CHAPTER 2. EXPERIMENTAL CAMPAIGN 10

at 51k frames per second in color with an exposure time of 19 µs. Both camera types were used to

view the impact event at angles roughly perpendicular and parallel to the impact plane.

The optical diagnostic suite also included a fast-response photodiode mounted to a transimpedance

amplifier and three Hamamatsu HC124-series photo-multiplier tubes (PMTs) with mounted RGB

(600nm, 550nm, 450nm) monochromatic filter lenses.

2.2.2 Plasma sensors

Direct measurements of the plasma inherently modify the plasma itself. This complicates measuring

the plasma at the point in time and space that RF is generated. Therefore, we performed far-field

and remote measurements with the goal of inferring the earlier properties of the plasma. To do

this, a set of Faraday cup plasma sensors and accompanying single-stage transimpedance amplifier

circuits were designed and manufactured for these experiments.

Multiple plasma sensors were implemented to measure the spatial density and charge distri-

bution of the plasma plume, as well as the time of flight of the plasma at different elevations. The

sensors were positioned in the AVGR chamber at 4 different elevation angles: 10◦, 30◦, 60◦, and 90◦

measured from the floor of the chamber. This corresponded to distances from the target of 0.914,

1.067, 1.168, and 0.94 meters respectively. Two sensors were used at the 60◦ angle, separated by

45◦, to characterize the azimuthal variation in the plume.

2.2.3 RF sensors

Several RF sensors used in previous impact campaigns were reused for the 2019 AVGR experiment.

In particular, patch antennas tuned to 169 MHz, 315 MHz, and 916 MHz were used alongside new

sensors. Patch antennas, also known as planar antennas, provide narrowband measurements of the

power spectral density around their central frequencies.

New for the 2019 experimental campaign at AVGR, several sensors were developed to probe

different aspects of the EMP: a log-periodic monopole antenna (LPMA) to capture a wide band of

the signal power spectral density, a polarization sensor (PolH/PolV) to determine the electric field

direction, and a prototype energy harvesting sensor (EHar) designed to rectify the EMP into a DC

signal.

The LPMA bandwidth ranged from 0.9–1.8 GHz, covering a range of frequencies unexplored

by the patch antennas. The sensor was printed onto a PCB using microstrip antenna guidelines

published in [94]. A printed monopole antenna designed for the GHz range provided a small factor,

relatively simple design, and cheap manufacture. Log-periodic antennas are nominally frequency-

independent, in the sense that they appear identical in impedance to a broad range of frequencies

due to their geometry [10]. This feature grants them a flat frequency response in their design band-

width, making spectrogram interpretation simple and providing a good sample of the power spec-

tral density over that range. A monopole design prevailed over a similar dipole design since the

asymmetry between the antenna elements and the ground plane simplify the interface with a trans-

mission coaxial cable. Namely, this means that, unlike a dipole antenna, the inclusion of a balun

— a balanced-to-unbalanced signal converter — was unnecessary. Both the LMPA and the patch

antennas were mounted on an acrylic structure. The structure separated them from the chamber

floor and protected the circuit boards from impingement by the incident plasma. The structure was

manufactured using laser-cut, thin acrylic sheets, secured together suing nylon fasteners. The use

of plastics in the structure ensured minimal interference with the electromagnetic signals.

DISTRIBUTION A: Distribution approved for public release.



CHAPTER 2. EXPERIMENTAL CAMPAIGN 11

Figure 2.2: View of the LPMA and Patch Antennas mounted in their acrylic stand. From the bottom

left to top right: 169 MHz patch, 315 MHz patch, 916 MHz patch, and LPMA.

EHar is an identical LPMA mounted to a rectifier circuit to turn the rapidly varying EMP signal

to a DC output, forming a broadband rectenna. Rectenna technology and RF energy harvesting

on Earth has significant heritage and numerous applications. Harvesting energy from HVI-EMPs

is a challenging problem. Terrestrial signals tend to be continuous rather than impulsive, so most

energy harvesting research focuses on either tapping into extant continuous signals such as WiFi,

Bluetooth, or radio communications, or from purpose-built RF sources [82]. Further, the raw EMP

signals are anticipated to be on the order of or small relative to the typical diode threshold voltage,

so boosting the voltage level must be boosted through a charge pump or similar mechanism.

Harvesting from transient sources remains a challenge. For efficient operation, the coupling

capacitors used in the rectifier need time to charge. Recent work into minimizing the start-up tran-

sients of continuous RF harvesters [63, 62] inspires a solution to the problem, but the short timescale

of the EMP means that, as is, these solutions are ineffective. Several rectification topologies were

considered, most variants on the Dickson charge pump [22] or the Cockroft-Walton [13]. The rec-

tifier chosen was an enhanced Dickson rectifier [2] designed to operate in the middle of the LPMA

bandwidth.

PolH and PolV, shown in fig. 2.3 are two 250 MHz, orthogonally oriented dipole antennas, de-

signed to measure the horizontal and vertical electric field component respectively. The antenna

elements were made of copper rods, connected to bazooka baluns [9], and terminated in SMA con-

nectors. Coaxial cables conduct the signal from the antenna assembly, through a 20 dB LNA, to the

chamber pass-through, and to the exterior oscilloscopes. The choice of the central frequency was

motivated by a few factors. Results from previous experimental campaigns and theoretical work

suggest an inverse square frequency dependence of the EMP signal power spectral density [12].

Lower frequency antennas therefore detect stronger signals than higher frequency ones and have
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(a) CAD visualization of the PolH and PolV

antennas from behind. (b) Photograph of completed antenna from the front.

Figure 2.3: Polarization antenna, showing the antenna elements and acrylic mounting structure.

better signal-to-noise ratio (SNR). Larger antennas would not fit in the test chamber and would also

see enhanced near-field effects. The bazooka balun was constructed from EMI copper shielding,

sleeved over the exterior of the coaxial cable. The sleeve end closest to the antenna elements termi-

nates in air, while the opposite end is soldered to the coax shielding conductor just before the SMA

connector. An acrylic mounting structure was laser cut and used to mount the elements horizontally

and vertically.

2.2.4 Dust witness plates

The witness plate design is based on Nakamura et al. [70], where ejecta were characterized by

counting holes due to secondary impacts on thin membranes of various thicknesses and materials.

We chose PET film (Mylar) for the witness plates for two reasons. First, it is inexpensive and readily

available in many micron-scale thicknesses. Second, the low yield strength compared with metal

foils makes plastic film ideal for characterizing microscopic ejecta because the minimum ejecta size

for penetration is reduced and, for ultra-thin films, the hole size closely approximates the impacting

particle [70, 36].

Each witness plate consists of a sheet of film sandwiched between a laser-cut acrylic aperture,

approximately 2.5 cm square, and a layer of polyethylene mesh to provide structural integrity. An

assembly unit, shown in Figure 2.4, consists of four witness plates of different thickness PET film

from 1 to 15 µm, a foam backing to prevent ricochet impacts, and a mounting structure designed for

easy swapping of witness plates between shots. We used multiple thicknesses of film with the goal

of estimating ejecta velocity based on differential penetration of different thickness films. Due to

the distance of the witness plates from the impact site, however, there were insufficient secondary
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impacts to enable velocity estimates. We present ejecta size and shape measurements from the 1 µm

thick films to minimize the error incurred by assuming the hole profile approximately matches the

ejecta profile.

(a)

(b)

Foam
Layer

Mounting
Structure

PET
Film

Acrylic
Aperture

Polyethylene
Mesh

37 mm

25 mm

Figure 2.4: (a) Top view of the witness plate assembly. Each aperture contains a different thickness

of PET film. (b) Side view of the witness plate annotated with the assembly components.
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3 Measurements and analysis

In this chapter we present a summary of the measurements made using the sensors described in the

previous section, as well as post-impact photography of the impact targets.

3.1 Cratering

The differences in cratering for impacts in different materials can explain some of the observed

differences in the plumes. Cratering in the target is a dynamic event that influences the angles at

which the plume propagates. As the projectile size and velocities were held approximately constant

the differences in cratering between the materials is also indicative of their relative properties. For

example, softer materials will generally have deeper craters.

Images of the various craters can be seen in Figure 3.1. Aluminum had the deepest cratering out

of all of the metals; followed by copper and then tungsten. The crater radius found from equation

4.22 exactly matched with the measured values of 0.25 cm for aluminum. FR4 had the deepest

crater of all of the materials. Additionally, FR4 had a cavity that formed below the surface and

delamination of the first few layers of material. The regolith analog had a wide but shallow crater,

which could have been the result of settling of the material due to its looseness. Finally, glass had

a shallow crater similar in depth to tungsten. Cracking and spalling of the target is observed in

tungsten and glass well outside of the crater radius which is expected to have produced significant

macro-ejecta.

(a) (b) (c)

(d) (e) (f)

Figure 3.1: Cratering in all tested materials.

14
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3.2 Plasma plume expansion

Measuring the plasma plume evolution is done with the goal of understanding the plume properties

and eventually ascertaining the source of RF emission. RF was observed during the -300 V biased

aluminum shots [100]. Plasma plume evolution is determined from plasma sensor data, which gives

far-field measurements and camera data, which is used to infer the distribution of the plume during

the first few µs.

Data were successfully recorded by the plasma sensors and cameras for all shots during this

experimental campaign. Due to higher noise of the sensors in the AVGR test chamber compared to

the lab environment in which they were developed, all plasma measurements were low-pass filtered.

A 4th order Chebyshev Type 2 filter with a 2.0 MHz cutoff frequency and a 60 dB attenuation was

implemented in Matlab. The Chebyshev filter was chosen due to its steep roll-off with respect to

alternatives. An example of the filter is given in Figure 3.2.

Figure 3.2: Bode plot of the low pass circuit applied to the plasma sensor measurements.

Resulting filtered plasma sensor traces are converted back to current from the voltage signals

produced by the transimpedance amplifiers, then divided by the sensor collecting area to produce

plots in A/m2 with respect to time. This choice of units normalizes the data between the two

different sensor sizes. Positive currents are positive particle detections, while negative currents

are negative particle detections. Finally, it should be noted again that the inner cup of the sensors

was unbiased. Therefore, both positive and negative particles impinge on the sensor with equal

opportunity or even concurrently. This feature is demonstrated in Figure 3.3, which shows a sensor

trace from a shot on unbiased aluminum that has both electron and positive ion detections.

3.2.1 Impacts on Regolith Simulant

Comparing our results from the regolith shot and the dolomite results of Crawford and Shultz [16]

serves as a source of validation for the plasma sensor measurements. The elevations where charge

is observed and the sign of the charge match their observations. To illustrate this the 90◦ sensor

trace is given in Figure 3.5a which shows mostly postive charge detection and the 10◦ sensor trace
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Figure 3.3: 60◦ sensor trace from an unbiased shot on aluminum (shot 2) that shows detection of

both ions and electrons as well as charged dust. Ions are the positive currents while the electrons

are negative. Dust detections are the sharp peaks before 0.5 ms and are mostly negative. The impact

occurred at 0 ms and the signal lasts until roughly 1 ms.

is given in Figure 3.4 a slight negative detection followed by positive. These signs of charge are as

expected and give confidence that species charge can be concluded from the plasma sensor data.

Figure 3.4: 10◦ sensor trace from the shot on the regolith simulant. A small negative detection then

a positive detection is observed.

The regolith simulant shot also gives the clearest evidence of charged dust detection. The 90◦

sensor trace for this shot can be seen in Figure 3.5a. In this signal multiple narrow, sub µs, signal

peaks can be observed. These peaks have rise times equivalent to those measured for the circuit and

last 0.1 µs, meaning these peaks are a detection of an impulse of charged particles. Additionally,

the spectrogram of this signal is given in Figure 3.5b and the scalogram from a wavelet analysis in

Figure 3.5c. Both show narrow detections in the MHz range that are separate from the main kHz

signal, suggesting further that these signals are impulses of charge on top of the detected plasma.

This impulse of charge is what was expected to be seen from a charged dust grain detection. A

piece of dust saturated by electrons or ions would, in theory, instantly - subject to the rise time of

the system - deposit that charge upon impact with the sensor surface, creating a pulse of charge

detection. Although plasma was detected on the 10◦ sensor, dust was only seen on the 90◦ sensor

as can be observed.

The peaks with larger widths in Figure 3.5a are theorized to be different ion species. In this

case the ions are positive, but negative ions have been detected in previous experiments [57]. A

time of flight difference for different species of a plasma could result from differential drag with the
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Figure 3.5: (a) trace from the 90◦ plasma sensor from the regolith simulant shot that shows charged

dust. The sharp peaks indicate charged dust. In this shot ion detections dominate. Time is from the

moment of impact. (b) spectrogram of the same sensor trace where frequency peaks from charged

dust are visible. These peaks from the dust are separate from the main plasma. (c) scalogram from a

wavelet analysis of the regolith simulant shot. This analysis confirms that the dust cause impulsive

signals separate from the main plasma signal.

background gas, internal electric fields separating out species by mass, or by differences in thermal

velocities even if all of the ions are at the same temperature. For this later case, species time of

flight to the sensor can be approximated using the thermal velocity given in Equation 3.1, where

KB is the Boltzmann constant, mi is the ion mass, and Ti is the ion temperature taken to be 0.2 eV,

which was found to be the best fit to the data.

vth =

√

KBTi

mi

(3.1)

This calculation, assuming an isothermal expansion, for some of the most common elements in the

dolomite/azomite impact (oxygen, silicon, magnesium, lithium, carbon, potassium, and aluminum)

results in times of flight that approximately match the peaks that the sensor recorded. It is unlikely

that all ion species will have identical temperatures, as each element has a different ionization energy

and collision rate. However, this result suggests the possibility of using hypervelocity impacts

to study the composition of regolith bodies, and possibly even the impactors, without the use of

external fields.
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3.2.2 Impacts on Aluminum

Aluminum shots also exhibit the signature of charged dust. In contrast to the regolith shot, which

detected dust on the 90◦ sensor, the detection of charged dust in aluminum occurred in the 60◦

elevation sensors, which matches dust ejection angles previously observed for aluminum [73, 1].

This can be seen in the sensor trace of Figure 3.3 which exhibits similar impulsive detections,

through sharp peaks, as the regolith simulant. As further evidence that these detections are indeed

dust, the dust curtain that was the source of these detections is clearly visible in the camera data. An

example of this is shown in Figure 3.6. In this figure the visible cone-like structure at the center of

the plume has an angle of 60◦ with respect to the horizontal, the same angle as the dust detections.

Also of note is that the sensors that detected dust always detected electrons and recorded a near

identical velocity of 4 km/s, based on detection time after impact, for plasma to initially impinge on

the sensor. The detections of electrons and particle velocity were consistent no matter the bias that

was applied to the target. However, we expected that biasing would change the time of flight and

charge of the signal at all angles due to the electric field’s influence on the plasma. This showcases

the dominant role in the plume dynamics that dust played in the aluminum shots as dust appears to

have more influence on the plume than the external fields do.

Figure 3.6: Single frame from the Shimadzu high-speed footage of an impact on an aluminum

target. The dust curtain as well as both the inner and outer expansions of the plume are clearly

visible. The inner plume is unstable, with a periodic structure. Dust in this high-speed video frame

is at 60 ◦ from the horizontal.

Figure 3.6 also shows the general observed geometry of the metallic target impacts. The bulk

of the plume is primarily horizontal with most of the vertical component resulting from the dust.

Based on the high-speed footage it appears that the dust pushes up through a region of plasma,

gaining charge as it collides with particles in the plasma, and ultimately pulling some of the plasma

along its trajectory through fluid drag and electromagnetic forces. The possibility that macroscopic

charge separation exists is strengthened as a result of this plasma and dust interaction. As the dust

pulls mainly electrons along its trajectory for the aluminum shots, based on the plasma sensor data
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and likely resulting from the higher collision frequency of electrons on the dust. This transport of

negative charge leaves behind a positive charge in the main plume, creating a separation of charge.

The amount of plasma brought up to the upper sensors is not negligible. For all shots, plasma is

detected on the upper sensors for much longer than it is on the lower sensors, usually on the order of

1 ms for the upper sensors and 0.1 ms for the lower sensors. These timescales are seen in Figures 3.3

and 3.13, which are plasma results at the 60◦ and 10◦ sensors respectively. Additionally, the peak

charge density recorded on the upper sensors is either equal to or greater than that on the lower.

The current density is nominally 0.01 to 0.1 A/m2 for the upper sensors and 1×10−4 to 0.01 on the

lower.

As further evidence of the effect of the dust on the plasma plume, biasing was observed to

influence both the time of flight and charge detection on the lower sensors. Figure 3.7 shows a

comparison of the 10◦ sensor for an unbiased, -300 V, and 300 V biased shot. The electrostatic

force from biasing the target separated and accelerated the plasma species. For unbiased shots the

average velocity of the plasma based on time of arrival at the sensor is around 10-15 km/s, while

for biased shots the velocities were 20-30 km/s. The plasma sensors at the 30◦ elevation showed

similar responses to biasing. Clearly, biasing had an influence on the plume, but this influence was

not seen where dust was detected, suggesting dust effects dominated.
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Figure 3.7: Comparison of the 10◦ sensor traces for an unbiased, +300V, and -300V bias on alu-

minum. Positive biasing causes ions to be detected, as expected. The start of the detection for the

biased shots is slightly sooner than for the grounded shot, by a few µs.

A comparison of 60◦, 30◦, and 10◦ sensor traces for all of the metallic shots is provided in

Figure 3.8 through 3.10. No discernible pattern for how the 60◦ detections change with biasing can

be observed for the aluminum shots. The difference in detections seems more to be the results of

shot to shot variability in impact location and speed. Lower sensor signals are clearly affected by

biasing, as described above.

Further evidence of the distribution changing due to biasing is provided by the high-speed video

footage. As biasing increases in either polarity, the number of frames with visual plasma increases.

For the 300 volt biased cases this increase is 10 microseconds over the grounded shots. This is due

to an increase in collisions between the ions and electrons due to the trajectories of charged particles

being altered by the induced electric field. It is also observed that the plume in the negative bias

cases has a slightly more vertical component than the other cases, coinciding with the increased

electron signal seen on the upper sensors.
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Figure 3.8: All sensor traces from one of the 60◦ sensors for all metal shots. Dust is clearly visible.

The signal arrival time is very consistent for all aluminum shots regardless of bias. The differences

in signal likely result from differences in impact location leading to different parts of the plume

being captured.
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Figure 3.9: All sensor traces from the 30◦ sensor for all metal shots.
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Figure 3.10: All sensor traces from the 10◦ sensor for all metal shots. Late time signals can be

observed in the -300 V aluminum and tungsten shots.
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The previously mentioned notion of a quasi-neutral plasma inducing a quasi-zero current is seen

in Figure 3.8. No extended ion or electron signal is recorded in the current trace, but both species are

clearly detected. In addition, the signal on the spectrogram in Figure 3.11 lasts 0.5 ms longer than

that on the faraday cup trace. This is due to the cup’s detection of a quasi-neutral plasma. Given

that the ion and electron signals balance out for essentially all detection time, it is concluded that

the species arrived at the same time. Detection of quasi-neutrality for the non-biased shots shows

further evidence of particle separation due to biasing. No signal like this was detected from the

biased traces or their spectrograms. The only other traces where this was observed is the 10 degree

sensor traces on the copper and tungsten shots.

Figure 3.11: Frequency content of recorded signal at 60◦ of shot 2

These observations of dust and charge distribution have significant implications for spacecraft.

First of all, the macroscopic charge separation induced by the dust is a possible source of RF emis-

sion. Secondly, the dust carries large amounts of plasma at elevations where the vaporized plume

would not normally travel. Meaning, in the case of an impact that produces dust, electronics that are

not immediately in the vicinity of the impact point could still suffer electrical effects from plasma

impingement and discharges if they are in the path of the dust. Additionally, as this dust is traveling

at least 4 km/s, secondary hypervelocity impacts are possible. These new impacts will occur in

the plasma that the dust dragged along with it, creating regions of high charge density. Impacts on

negatively biased targets have been shown to have increased frequency of RF emission [56]; the

electrons that the dust caries may have the same effect. That being said, if there is nothing above

the point of impact, then the dust may actually make electrical effects less likely by carrying a

significant portion of the plasma off into space.

There is further evidence of dust from the high speed imaging during the aluminum impacts

in addition to the dust being visible in the plume. What appears to be secondary ionizing impacts

on the upper shelf can be viewed at later times. Flashes of light such as these appear in all of the

aluminum tests and appear in the same general elevation as the plasma sensor and the expected

angle of the dust. Some flashes are far away from the plasma sensors, meaning that this phenomena

is not a result of something with the sensor. The fact that light is emitted seems to indicate that these

are ionizing events. Pet-g, the material of the upper shelf, has a speed of sound of roughly 2300 m/s.
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Therefore, these impacts would be around that velocity or faster. Further evidence of these flashes

being impacts can be found by looking at the shelf itself. Upon close inspection various pock marks

can be observed with scorching around them.

The potential for secondary ionizing impacts is important for spacecraft safety. Some forms

of glass have speeds of sound not much faster than the pet-g, meaning these impacts could easily

ionize glass, especially if the initial impact velocity is faster. Additionally, the velocity of the dust

ejected should be faster in space, as there is less of a background to slow the dust down and the

plume density is expected to be lower.

The target voltage reading for the aluminum impacts did not behave as it was expected to. As

plasma was accelerated away the target voltage should have tended towards 0 as the potential from

the plasma varied. This has been observed in measurements on spacecraft such as Cassini and in

related ground based experiments. What was actually observed, in all cases apart from one, was that

the target voltage increased or moved away from zero volts. To illustrate this three measurements

for three different negatively biased shots are given in Figure 3.12.
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Figure 3.12: Measured target voltage change as a function of target bias for 3 of the negatively

biased targets.

As can be seen, the amount of change does appear to increase with increasing target bias mean-

ing the effect is coupled to the biasing. Likely, due to the late time of the signal, this is the result of a

sheath escaping off the edge of the target. In the case of a negatively biased target the sheath would

be made of ions. Therefore, if this sheath rapidly leaves the target the target will see a decrease in

positive charge and therefore become more negative, as observed.

3.2.3 Impacts on Copper and Tungsten

Ejecta was visible in the high-speed camera data for the tungsten shot, but none was measured on

any of the plasma sensors. It should be noted that the tungsten target was sintered, which could

result in more granular ejecta from spalling of the sintered surface. Tungsten was already expected

to have more solid ejecta as it is a brittle metal and is therefore more susceptible to tensile fracture.

Significant spalling of this target from outside of the main crater area and conforming to the sintering

grains was observed that was not present in the other metallic targets. That said, not all of the dust

came from spalling. As can be seen in Figure 3.6, dust can clearly be seen to come from the crater

itself.

The evolution of the tungsten plume is shown in Figure 3.17. Although dust can be clearly seen

in the last frame, that frame is 30 µs after impact, meaning the dust was traveling slowly compared
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Figure 3.13: Ejected dust from the tungsten crater visible in the high speed imaging. Discrete dust

jets are visible.

to the dust from aluminum. This frame also shows plasma is concentrated at this later time around

the dust. Based on the larger apparent grain size, low density, and slow speed of this dust, it is likely

from spalling of the target, instead of incomplete vaporization of the target. The plume itself is very

horizontal as the dust did not induce much vertical displacement of plasma.

(a) (b) (c)

Figure 3.14: Shimadzu high-speed video frames from an impact on tungsten, 10, 20, and 30 µs

after impact. The inner and outer expansion geometry is observed just as it was in aluminum. This

plume appears to be turbulent. At the later time plasma can be seen to be concentrated around the

visible macro-ejecta.

In contrast, dust was not observed on either the plasma sensors or the high-speed images for the

copper shot. That is, no spectrogram or wavelet transform from the copper detections showed the

expected features for dust detection. Copper likely did produce dust, it just did not hit any of the

sensors or interact with the plume in a visible way. For comparison to aluminum, a frame from the

camera footage of the copper shot is given in Figure 3.15.

Plasma measurements for the 10◦ sensor for both copper and tungsten are in Figure 3.16 which

shows that 100 times as much plasma was measured for this angle than for aluminum. Interestingly,

both electrons and positive ions were detected at this elevation for these shots. Electrons arrive

first, as expected due to their mobility, followed later by positive ions. This charge separation is

typical for plasma expansion into a vacuum [68], but is complicated by the background gas. Both

shots recorded positive ion detections at multiple times which, like the regolith analog shot, could
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Figure 3.15: Frame from the Shimadzu high-speed footage of the copper target shot. This plume is

also unstable and showcases the two separate plume fronts. Copper resulted in the most horizontal

plume, as can be seen in this figure.

be indicative of species separation which could be used for identification.

Figure 3.16: Comparison of the 10◦ sensor traces for copper and tungsten. Both show electron and

positive ion detections.

The dense horizontal plume observed in these shots poses a significant threat to spacecraft

electronics in the region of the impact. In contrast to the aluminum shots, there is no mechanism

moving the plasma away from the surface of the spacecraft. This means that there is an increased

chance of plasma impingement on some part of the spacecraft. Additionally, the impact plasma will

interact with the plasma that forms a sheath around spacecraft due to the background space plasma

and spacecraft charging. Interaction between these plasmas has the potential to cause instabilities,

such as streaming instabilities, which can be a source of electromagnetic radiation. This is in

addition to the charge separation observed during these shots, which again can be a source of RF

emission.

3.2.4 Impacts on FR4 and Glass

The FR4 and glass targets were chosen to directly emulate spacecraft components: circuit boards

and solar panel coverings respectively. This allows for direct assessment of the danger this class of
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Figure 3.17: Shimadzu high-speed video frames from an impact on tungsten, 10, 20, and 30 µs

after impact. The inner and outer expansion geometry is observed just as it was in aluminum. This

plume appears to be turbulent. At the later time plasma can be seen to be concentrated around the

visible macro-ejecta.

impacts pose to spacecraft. Measurements of the FR4 plasma had some signals that may have been

dust, but no clear detections like in the regolith simulant and aluminum. Glass did not show any

signs of charged dust.

Both materials had very unique plume geometries in comparison to the metallic targets. FR4

had a plume that expanded almost completely vertically, with measurements only at the 60◦ and

90◦ elevations, as a result of the deep cratering and the porosity of the material. A region of dense

plasma was at the center of the plume according to the high-speed footage as shown in Figure 3.18a.

This was confirmed by the 90◦ sensor recording densities upwards of 0.1 A/m2.

(a) (b)

Figure 3.18: (a) is the plume from the FR4 shot seen with one of the Shimadzu cameras. The plume

was very vertical with a concentration of vertically moving plasma at the center of the plume. This

image is roughly 10 µs after impact. (b) is the glass shot plume also seen from one of the Shimadzu

cameras. It is the most hemispherical plume that was observed. This image is roughly 8 µs after

impact.

The glass impact resulted in the most hemispherical plume out of all of the tested materials, as

shown in Figure 3.18b. This was the only shot where plasma was detected on every sensor. Positive

currents were recorded on the 60◦ and 90◦ sensors while negative currents were recorded on the

lower elevation sensors. This suggests an elevation based separation of charge, similar to what was

seen in the regolith analog. These detections were not long, lasting only a few µs, but the peak

densities were 0.2 A/m2 as seen in Figure 3.19.

No evidence of radial charge separation was seen in either shot, but the high density plasmas

that result from these impacts pose a direct danger to the sensitive electronics on circuit boards and

solar panels.

Observations and measurements of the plume from the different shots presented in this section

have significant implications for using hypervelocity impacts as science tools as well as understand-
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Figure 3.19: 60◦ sensor trace from a shot on glass. The detected peaks are very high but very short.

They are longer than the detections of dust.
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Figure 3.20: Raw traces of the Polarization sensor from shot 10 of the AVGR experimental cam-

paign. Both signals are clipped at about ±450 mV.

ing the risks they pose to spacecraft.

3.3 Radio frequency emission

Data from the PolH and PolV antennas from shot 10 are shown in Figure 3.20. The EMP arrives

at the antenna nearly 23 µs after impact. Although the oscilloscopes were adjusted from the pre-

vious shot with RF (Shot 7) the signals are still clipped. Data in the clipped regions can either be

excised from the data set, providing no polarization information, or approximately reconstructed

using techniques from seismology [101]. Also present in the data are sources of significant periodic

noise. As seen in fig. 3.21, spectrograms of these raw traces show several indications of RF inter-

ference, notably at 5 GHz (WiFi), 880 MHz, 750 MHz, and 500 MHz. Since the noise is periodic,

blind source separation techniques like prior constrained source separation (PCSS) [74] can remove

these sources of noise.

After denoising with a PCSS algorithm, the polarization vector can be found by plotting the
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(a) Horizontal

(b) Vertical

Figure 3.21: Spectrogram of the shot 10 polarization antenna data shortly after impact.
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Figure 3.22: Electromagnetic pulse electric field polarization from Shot 10. Color indicates time,

running from blue at the beginning of the EMP signal to yellow, about 20 µs later.

horizontal and vertical signals as a parametric curve as seen in fig. 3.22. Initially, the field appears

to spiral inward, indicating circular polarization, however, the vector rotation changes direction

several times, somewhat erratically. The results therefore suggest no significant directionality to

the electric field. We considered the possibility of unwanted correlations between the two antennas

given their proximity, however attempts to calibrate for this effect proved ineffective and further

tests are needed to fully characterize this.

3.3.1 Target charging EMP

The theory for a target charging EMP from a hypervelocity impact came from the observation of

the target charge. Presented again in Figure 3.23 are the target voltage measurements for shots 7

and 10, but now zoomed in. Now being zoomed in we can see that shot 10 does have movement

towards 0, but it is after the move away from 0.

Curiously, the rapid movement of the target towards ground occurs at the same time that the

RF sensors recorded an EMP event. This move towards ground is the direction that the target was

expected to go due to the biasing of the target. In both shots the rise time of this signal is faster than

the sampling frequency of the scope used. The entire voltage swing takes exactly 1 µs according

to the oscilloscope, so the swing is likely faster. This timing of the target signal is the first part of

what we expect to see during a target charging EMP, the other is consistent frequency content.

Shot 7 and 10 were very similar. Bias on the target was -300V in both cases and everything

was configured the same. There is one slight difference in that the target in shot 10 was a few mm

above the bias plate while the target in shot 7 was a few mm below. This can be seen in the high

speed imagery. It is possible that this difference and the difference it causes in plume propagation is

responsible for the timing differences between the two EMPs. Even though the timing is different

the frequency content is roughly the same. Samples of the frequency content of the EMP for shots

7 and 10 are presented in Figure 3.24.

The frequency content recorded is constant between different antennas and similar between the

two shots, at least in terms of the dominant frequencies. This suggests that the EMP came from a
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(a) (b)

Figure 3.23: (a) Zoomed in view of the target voltage measurement for shot 7 showing the time of

the EMP (b) zoomed in view of the target voltage measurement for shot 10 showing the time of the

EMP.

constant radiative source. Further evidence of this being a constant radiative source can be found

for shot 10. For this shot a monopole antenna was placed outside of the chamber to try and measure

some shot noise that was appearing at a constant time. This antenna had no amplifier and was not

connected to the chamber in any way. It was merely an antenna, BNC cable, then oscilloscope.

As can be seen in Figure 3.25, this antenna picked up the same frequencies as the other antennas,

although it was sampled at a much lower frequency. This eliminates the signal being cross talk or

effects of electronics.

For the experiments there are two things that could be radiating, the plate or the wiring of the

plate. Frequencies of these two can be approximated by

f ≈ c

2πdplate

(3.2)

for the plate and

f ≈ c

(2)l
(3.3)

where the (2) is used for a dipole and the (2) is ignored for monopole operation. Here l is the length

of the wire that is radiating and dplate is the diameter of the bias plate. Plugging in the geometry

of the plate and wiring yields frequencies around 0.19 GHz for the plate and between 0.07 and 0.3

GHz for the wiring, depending on what wires are radiating and if the wire is assumed to behave as

a dipole or monopole. This is close to the observed frequencies. The ambiguity over monopole vs

dipole arises due to the geometry of the target wiring. All wiring is parallel to the chamber floor or

goes through it, both of which complicate the apparent antenna geometry.

Further evidence of the EMP being a result of target charging can be obtained through the high-

speed imagery of shot 10. There is a slight gap between the target and the bias plate that can be

observed in the images that have been presented. At the same time of the EMP what appears to be

a discharge event can be seen in this gap, as shown in Figure 3.26.

A discharge is not expected as the bias plate and the target should be at the same voltage. The

most likely way this discharge could result is a large current pulse on the edge of the plate, leading
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(a) (b)

(c) (d)

Figure 3.24: Spectrograms of two of the patch antennas for shot 7 and shot 10.

to charge imbalance on the plate as this current pulse is propagating. This would lead to the bias

plate being at a different voltage than the target as the wiring that connects the bias plate to the

target to implement the constant bias is longer than the radius of the plate. Based on an asymptotic

velocity of roughly 10 km/s, an EMP timing of 22 µs means the outer expansion has just reached

the edge of the bias plate. The target initially goes more negative as the positive charge in the sheath

escapes off the edge of the plate then goes rapidly positive as positive charge is pulled back to the

target and negative charge is electrostatically accelerated away.

An EMP from the outer expansion, which appears to be the case based on the timing in shot 10,

means that the EMP resulted from the plasma formed during the jetting process. Therefore, the gas

dynamics likely had a limited effect on the EMP as the majority of the gas dynamics involved the

inner expansion. Without the gas dynamic influence the EMP may be stronger and more plasma

would be allowed to freely expand instead of bunching in the contact surface.

Shot 7 and 10 were very similar. The bias on the target was -300V in both cases. Shot 10 had

a 0.03 km/s faster impactor speed, a 0.03 Torr lower background pressure, and 0.1 mg less massive

impactor in comparison to shot 7. Additionally, the target in shot 10 was approximately 1 mm above

the bias plate while the target in shot 7 was approximately 1 mm below the bias plate. It is possible
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Figure 3.25: Signal from the monopole antenna during shot 10.

5 cm

(a) (b)

Figure 3.26: (a) is an image of the second shot at a -300V target, roughly 20 µs after impact. This

time after impact is when the target charging and EMP are observed for this shot. The bright dot

pointed to by the red arrow is assumed to be an ESD event. (b) is also of the second shot at a -300V

target, but with higher contrast, sharpness, and brightness. In this image it can be seen that the

bright spot is at the upper left corner of the target interface with the bias plate. The plume is still on

the bias plate.

that this height difference and the difference it causes in plume propagation is responsible for the

timing differences between the two EMPs. In shot 7 the initial plume and runaway electrons can

be observed to interact with the bias plate edge in the first few µs after impact. This interaction

between the plume and bias plate was not observed in shot 10. For shot 7 the contact surface is

just crossing the interface between the target and bias plate at the time of the EMP. It is possible

that an ESD event is viewable in the high-speed imagery at this time, but it is not clear enough to

make any conclusions. Likely, due to the interaction with the bias plate at the edge of the target

the plasma density of the plume was slightly less, leading to a lower Debye length. This caused

the charge acceleration event to happen sooner and with less plasma as evidenced by the smaller

voltage change in the target in comparison to shot 10.

Other biased shots exhibited a target voltage response but no RF was observed. In these other

shots, as viewed in Figure 3.12, the signal rise time is much slower and the amplitude is less. This

strengthens the argument that the observed RF is a due to rapid target charging as it seems a fast
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rise time and large amplitude is necessary.

Shot 8, the unbiased tungsten shot, also exhibited some RF behavior. It again corresponded to

the target voltage response in time, but the frequency content was slightly different than previously

observed, as seen in Figure 3.27. Only the high frequency part of the RF seen in shots 7 and 10 is

present here and the signal lasts much longer. The timing of the RF for this shot exactly corresponds

to the start and end of the target going negative. Again, this is pointing towards the RF being coupled

to the target. For this shot it is likely that the potential on the target was rapidly varying. The timing

of the RF corresponds to when the dust is visible in the high speed images. So the oscillation of the

plasma around the dust could be altering the potential on the target, causing it to radiate. Further

work is needed to fully understand what occurred during this shot, but initial data points to a dust

created RF emission coupled with the target.

(a) (b)

Figure 3.27: RF emission seen on two different antennas during the shot on the tungsten target.

3.4 Dust population

We imaged the witness plates using a digital camera mounted in the trinocular port of a polar-

izing microscope equipped with a 20x objective lens with numerical aperture of 0.45. Based on

the diffraction limit, this configuration can theoretically resolve features as small as approximately

0.7 µm, although differentiating holes from optical artifacts and obtaining accurate measurements

is difficult near the diffraction limit. We imaged a subset of the surface by taking approximately

700 photographs of each witness plate analyzed. To prevent repeated counts and obtain as complete

a sample as possible, we imaged each witness plate in a single session taking care to advance the

microscope table sufficiently between images to avoid overlap. The optical configuration resulted

in vignetting, with each image containing a vignette circle approximately 580 µm in diameter. In

practice, a circular region about 480 µm in diameter is sufficiently well-focused to reliably identify

holes. After processing, the total area analyzed for hole counting purposes corresponds to approxi-

mately 20% of the unobstructed surface of each witness plate.

We processed and analyzed the images using OpenCV with a combination of automated pre-

processing and manual hole identification. We first pre-processed the images using a simple algo-

rithm that identifies the vignette circle and well-focused region via thresholding, crops images to

the vignette circle, and improves clarity by aligning the color channels to correct for errors intro-

duced by the optical apparatus and camera sensor. Automated hole identification proved unreliable,

so we manually identified holes in each image, defining a bounding box around each hole. Finally,
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Figure 3.28: Witness plate micro-photograph with holes identified and outlined. We note represen-

tative examples of a circular, elliptical, and irregularly shaped hole, as well as the bounding boxes

used in identifying holes for measurement. The red circle indicates the boundary of the well-focused

region, inside of which we search for holes.

we measured the area of each hole, in pixels, by magnifying the bounding box regions, identifying

points on the boundary, and fitting a bounded curve. We fit circular and elliptical holes using a

least-squares method, and irregularly-shaped holes using closed cubic spline curves. Figure 3.28

shows a processed micro-photograph with holes identified. We converted pixel measurements to

real units by calibration against an object of known size.

A rigorous discussion and quantification of error sources and uncertainties is lacking in many

studies. In this study we attempted to quantify uncertainties to the greatest extent possible, and to

propagate these errors in our estimates of the particle size distribution. First, we made multiple

calibration measurements, and found a minor uncertainty (<1 %) in the conversion from pixels to

real units. Second, by analyzing a subset of 100 images from each witness plate over five inde-

pendent trials, we built an uncertainty model to account for human error in hole identification and

measurement. Third, we found a systematic undercount of small holes near the boundaries of the

vignette circles due to variable focus and brightness in the images.

We account for the measurement uncertainties by treating each measured hole area as an inde-

pendent random variable and resampling the areas of all measured holes over 10,000 independent

trials. During each trial, we first resample the pixel to real unit conversion based on the calibration

uncertainty, and then account for human error by independently resampling the size of each hole

assuming the relative error is a Gaussian random variable with variance σ2(A) = σ2
m(A)+σ2

id. The

relative measurement uncertainty σm(A) depends on the area because an equivalent absolute error

results in a larger relative error in small holes compared to large holes. In practice, a constant rel-

ative error term σid well approximates the uncertainty due to human error identifying holes. After

resampling, we apply a correction to each trial to conservatively correct for the under-counting.

In addition to the aforementioned errors, the cumulative distribution suffers from finite count

effects, with small number statistics especially important for large holes. Given a set of holes with
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areas {A}i corresponding to trial i from the resampled data, the number of holes with area greater

than A is Ni(>A). We model N(>A), the true count of holes with area greater than A, as a Poisson-

like process, allowed to be continuous for numerical reasons. Under these assumptions, if we apply

the Bayes theorem with a uniform prior, the number of holes with area greater than A is a random

variable with cumulative distribution [43]

Fi(x,Ni(>A)) =
Γ(x,Ni)

Γ(x)
(3.4)

where Γ(x) is the gamma function and Γ(x,Ni(>A)) is the upper incomplete gamma function. By

linearity, averaging over the M = 10000 independent trials, the cumulative distribution of N(>A)

is estimated by F(x) = 1
M

M

∑
i=1

Fi(x,Ni(>A)). Finally, we numerically invert F to obtain an estimate

for N(>A) and associated uncertainty band for a given hole area A.

Beyond the error sources we are able to quantify, there are some sources we were unable to

model explicitly. For example, the assumption of the hole size being equal to the incoming ejecta

may be violated for particles approaching the film thickness. Quantifying this error is difficult,

however, without an accurate material model and knowledge of the velocities of the microscopic

ejecta. Moreover, individual witness plates only cover a small portion of the ejecta cone, so spatial

variations in the ejecta density may influence results. Nevertheless, such errors plague virtually

every study, and we do not expect excessive influence on the overall nature of the results.

3.4.1 Ejecta size distributions

We present the solid-angle normalized ejecta size distributions for the regolith simulant and alu-

minum impacts in Figures 3.30 and 3.31, respectively. We limit our analysis to holes at least 1 µm

in diameter because the assumption of the hole cross-section matching that of the particle is violated

for particles smaller than the film thickness and measuring holes reliably becomes difficult near the

diffraction limit. We present results in the form of the cumulative distribution n(>A), defined as the

solid-angle-normalized number of particles producing holes with cross-sectional area greater than

A. For comparison with the literature, we define the equivalent diameter deq such that πd2
eq/4 = A,

and we recast the power law as n(>A) ∝ A−D/2 to compare our results with D-values from previous

studies.

Based on our measurements, we also compute the expected cumulative number of detections for

a plasma sensor with cross-section 1.6 mm2. For the co-located plasma sensor, we predict approx-

imately 250 secondary impacts by ejecta at least 1 µm in diameter for the regolith simulant impact,

and approximately 25 for the aluminum impacts. To compare with plasma measurements, we pro-

cessed the filtered Faraday cup data with a continuous wavelet transform using Morlet wavelets [88]

with non-dimensional frequency ω0 = 6. Secondary impacts by charged dust deposit their charge

on a time scale much faster than the plasma sensor response time and are detected as impulses.

Such impulses in the plasma data manifest as thin vertical bands in Figure 3.29, which shows the

wavelet-transformed data for the regolith simulant impact and one representative aluminum impact.

We found order of magnitude agreement with predicted dust impacts, counting approximately 5–

10 such bands in a given aluminum impact, and approximately 40–50 from the regolith simulant

impact. The discrepancy from the prediction may simply be due to spatial variations, but the dif-

ference suggests ejecta smaller than approximately 2–3 µm may not be detectable by the plasma

sensors used in the experiment.
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Figure 3.29: Wavelet transforms of Faraday cup plasma measurements from sensors located in the

ejecta curtain. (a) Regolith simulant impact (90° from the horizontal). (b) Aluminum impact (90°

from the horizontal). Thin vertical bands indicate impulsive observations, which likely correspond

to dust detections due to secondary impacts by charged ejecta. The magnitudes are normalized by

the maximum value observed for each shot.
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Figure 3.30: Solid-angle normalized particle size distribution for the powdered regolith simulant

impact. Blue dots show the raw measurements. The orange line indicates the estimated distribution

after resampling using the uncertainty model, applying corrections, and accounting for finite-count

effects, with the shaded region indicating the 1-σ uncertainty band. The dashed-dotted red line

shows the best fit D-value of 1.69.

The predicted particle flux to a sensor in the regolith simulant ejecta curtain is only 10 times

greater than the predicted flux to a sensor in the aluminum ejecta curtain, despite the regolith sim-

ulant ejecting 400 times the material by mass. This is because the aluminum debris are concen-

trated in a much narrower band than the regolith ejecta. Based on the trend observed we predict a

larger number of secondary impacts by particles on the order of ∼0.5–1 µm. A basic drag analysis,

however, suggests the 0.5 Torr neutral background in the test chamber will prevent particles much

smaller than 0.5 µm from reaching the sensors, and the plasma may also ablate these nano-scale

particles.

For the impact on the regolith simulant, after data processing and uncertainty analysis, we com-

puted D = 1.69+0.04
−0.03. After impact, we found a net change in the target mass of 14 g, or 3.3 % of

the initial 420 g. Most hypervelocity impact studies on planetary materials have observed larger D-

values, but the value does fall in the range observed for impacts on basalt slightly below the critical

specific energy [11, 84, 27]. It is unclear how to define a critical specific energy for a powdered tar-

get, but the specific impact energy of Q = 0.22 falls in the transition range where targets are neither

semi-infinite nor completely destroyed. Previous studies of other materials show D-values of 1.5–2

in that regime. Of course, for the powdered target, the level of compaction and pre-impact grain

size distribution likely play major roles in determining the ejecta properties. For ejecta 1–50 µm in

diameter, the measured quantity per solid angle agrees well with disruption experiments of basalt

with normal impact angle [70].

For the aluminum impacts, the observed cratering is in good agreement with previous experi-

ments, e.g. [72]. The average quantity of material ejected was 43 mg, about 7 times the projectile

mass and 0.07 % of the target mass. Our results support the observation by Nishida et al. [72] that

the NASA breakup model [44] significantly overestimates the relative abundance of ejecta below a

certain size. We found, however, the bilinear exponential form used by Nishida et al. for macro-

scopic ejecta was also poor fit to our data, significantly underestimating the relative abundance of

microscopic particles. We found a power law to be the best fit to the data and, after data process-
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Figure 3.31: Solid-angle normalized particle size distribution for the aluminum impacts. Blue dots

show the raw measurements. The orange line indicates the estimated distribution after resampling

using the uncertainty model, applying corrections, and accounting for finite-count effects, with the

shaded region indicating the 1-σ uncertainty band. The dash-dotted red line shows the best fit

D-value of 1.18. Fitting to the NASA breakup model [44] D-value of D = 1.71 (dotted purple),

overestimates the relative abundance of fine ejecta. Fitting to the bilinear exponential with expo-

nent values proposed by Nishida et al. [72] (dotted cyan), significantly underestimates the relative

abundance of fine ejecta.

ing and uncertainty analysis, computed D = 1.18+0.10
−0.07. Note that the smallest particles measured

by Nishida et al. (∼500 µm) are larger than the largest ejecta we recorded (∼100 µm), and further

study is needed to patch the transition between macroscopic debris visible to the naked eye and

microscopic debris on the order of or smaller than the material grain size.

3.4.2 Ejecta shape

We use two simple metrics to characterize the shape of debris particles. For a hole with area A

and perimeter P, we define a simple, dimensionless circularity metric 4πA/P2, which is unity for a

circle and less than one for any other shape. For comparison with the results of Nishida et al. [71]

examining macroscopic ejecta from aluminum targets, we also consider the axis ratio b/a, where a

is the major axis and b is the minor axis. For irregularly shaped holes, we compute b/a based on the

axis ratio of the best fit ellipse. In Figure 3.32, we show the circularity metric versus hole area and

in Figure 3.33 the cumulative distribution of axis ratios, N(≥b/a), defined as the number of holes

with axis ratio at least b/a. We find that secondary impacts from larger particles result in holes with

less circular and more irregular cross sections. Note in practice we generally classified holes with

deq . 1.5µm as circular because it is difficult to resolve the shape near the diffraction limit, but the

trend for holes larger than approximately 2 µm is clear. We considered the possibility of irregular

holes resulting from multiple overlapping secondary impacts, but at the ∼1 m distance, the ejecta

density is sufficiently small that overlapping impacts are improbable.

The regolith simulant impact shows a more obvious trend towards less circular ejecta for deq &

3µm compared with the aluminum impact, where there is a mixture of nearly circular and highly

irregular ejecta for the range of 2 . deq . 15µm. In agreement with [71], we find that the bulk of
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Figure 3.32: Hole circularity metric versus hole size for the regolith simulant and aluminum im-

pacts. A red outline indicates the hole is irregularly shaped.

aluminum debris have 0.8 . b/a . 0.95, in contrast to the regolith ejecta, where the distribution

of axis ratios is more uniform. Holes with cross-sectional area A & 100µm2 are predominantly

irregular in shape for both the regolith simulant and aluminum impacts.

A key question is whether we can glean anything about the material phase based on the shape

of ejecta. Highly non-circular or irregular ejecta likely correspond to solid material ejected from

the impact crater, and particles that produce smooth, nearly circular cross-sections more likely

correspond to material ejected as liquid-phase droplets. Possibly due to aluminum fragments on

the order of the material grain size having highly irregular shapes, a larger proportion of ejecta from

the aluminum impact made irregular impressions compared with ejecta from the regolith simulant

impact. At the same time, the impact process in solid aluminum produces a larger fraction of

molten material. We suspect the existence of a significant population of nearly spherical ejecta up

to almost 20 µm in diameter is due to liquid droplets ejected from the aluminum target. Drawing

such conclusions for the regolith simulant impact is more difficult because the target is composed of

a granular medium. A large volume of solid particles is ejected on impact and observations depend

strongly on the initial target composition.
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Figure 3.33: Cumulative distribution of minor-to-major axis ratios of holes due to debris from the

regolith simulant and aluminum impacts. Points are shaded by equivalent diameter, deq, and a red

outline indicates an irregularly shaped hole.
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4 Modeling

This chapter outlines the modeling efforts that were undertaken to interpret the measurements de-

scribed in the previous chapter. Primarily, these models focused on understanding the gas dynamic

effects from hypervelocity impact plasmas expanding into a collisional background atmosphere, as

was the case with the AVGR facility, and on the charge imparted to dust particles generated by the

impact and traveling through the plasma.

4.1 Gas Dynamic Influence

For a background pressure of 0.5 Torr, as was used in these experiments, the mean free path is

approximately 0.1 mm. To be a true vacuum, the mean free path should have been at least on the

order of the size of the chamber, 1 m, if not greater. The remainder of this section will focus on the

gas dynamics of the aluminum shots with three goals. First, we will identify the main gas dynamic

effects. Second, we will calculate properties of the plume from analytic models of these dynamics.

4.1.1 Plume Features

In the high speed images from AVGR numerous plume shape features that can be observed. It

should be noted that the plume is only visible when the plume is hot enough to emit visible light

and dense enough for there to be enough light to be seen. Other processes such as recombination

can also emit light [33]. These plume structures are the consequence of complex gas dynamics

including instabilities and shocks. Onset and severity of these features depends on the material of

the plume, speed of plume, and background gas density. A clear example of the influence of these

variables was observed during our prior 2015 AVGR campaign, as shown in Figure 4.1.

(a) (b)

Figure 4.1: (a) plume from an impact on a cubesat analogue (b) plume from an impact on a solar-cell

and support structure

As can be seen in these images, the plume shape is very different between the two shots, even

though the projectile speed and background density are roughly similar. Both images are at roughly

the same time after impact (within 1 µs due to uncertainty in the image timing), and both plumes

42
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are at roughly the same position indicating that the plume velocities are similar. As such, the

observed differences are due to the differences in materials and densities of the plumes. The left

picture is primarily aluminum and has more rounded plume features while the right is predominantly

silicate material and has jagged features. This showcases the importance of material on the plume

properties. These features themselves are the result of an instability in the plume.

Both a Richtmyer-Meshkov instability (RMI) and Rayleigh-Taylor instability (RTI) appear to

have occurred based on the high speed footage for all of the metallic shots. The characteristic

bubble and spike geometry on the contact surface can be seen in many of the high-speed footage

frames presented so far. As additional evidence the top-down view of the evolution of the plume

for shot 7 on aluminum is given in Figure 4.2. In this figure the transition of the bright plume

front from a relatively smooth surface with a few contours to multiple triangular spikes can be

observed. Triangular spikes such as these arise after the tip of the RTI spikes have undergone a

Kelvin-Helmholtz instability.

(a) (b) (c) (d)

Figure 4.2: Top down view from the vertical Shimadzu camera of the evolution of an aluminum

plume. The contact surface is clearly visible, as are the spikes from the Rayleigh-Taylor instability.

The images are roughly 3 through 6 µs after impact.

These instabilities have been reported in laser plasma experiments with similar background

pressures [31, 53] to the AVGR tests. The RMI occurs first due to the impulsive initial expansion

of the plume into the background gas. The RTI occurs at a later time once the contact surface has

propagated some distance into the background and is being decelerated, creating the contact surface

and the spikes of the instability. These dynamics have been observed during laser-driven radiative

shock experiments [37]. We theorize that the front of electrons, observed in the experiment data,

amplifies this instability by accelerating a front of ions from the contact surface through electrostatic

forces and observed in the experimental measurements in Chapter 3. Evidence of both instabilities

is seen in Figure 4.3 which shows that in all bias cases the plume decelerates (from drag during the

RMI) from some value before reaccelerating (from spike acceleration of the RTI and electrostatic

acceleration from the electron front) after 2 to 3 cm.

As can be seen, the plume appears to start from high velocity, slow down, and then go back

to a roughly constant velocity. This is for the outer plume. The instability itself results from the

”snowplow” effect. As the impact plume expands it sweeps up the background gas causing it to

build in density in front of the plume, much like snow builds in front of a plow. Eventually enough

background gas has been swept up and compressed that the background density exceeds the density

of the impact plume. The impact plume is then the less dense material and, as the impact plume

is being decelerated the acceleration vector is pointing from heavy to light material, the Rayleigh-

Taylor instability can form. This idea is given in cartoon form in Figure 4.4 to aid in visualization.

As a starting point for understanding what is happening with the gas dynamics during these

impacts we can turn to stellar astrophysics. The gas dynamics in these impacts is similar to those

observed in supernovas and laser ablation experiments that simulate supernovas. In supernovas a
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Figure 4.3: Velocity evolution from pixel tracking on the high-speed cameras. Multiple biases are

presented for comparison. The plume appears to slow down, and then speed back up. The speeding

up is attributed to the onset of the Rayleigh-Taylor instability.

Figure 4.4: Schematic depicting how the correct density relations form for the genesis of the

Rayleigh-Taylor instability.

dense and heavy gas - the main stellar matter- expands impulsively outwards into a low density

and light gas - the stellar atmosphere of helium -. This impulsive accelaration can initial cause a

Richtmyer–Meshkov instability. Over time the light material builds up in front of the plume font,

increasing in density, in a process called snowplowing. Eventually enough of the light material has

been built up that it is more dense than the bulk stellar matter and a Rayleigh-Taylor instability can

form.

The clearest example of the formation of the instability and instability features was seen during

the test shot, referred to as shot 0. As can be seen in the top down part of Figure 4.5 the plume

clearly has long skinny spikes that then transition into more triangular features. The skinny spikes

are the spikes of the RTI and the triangular features are, as mentioned above, the result of those
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spikes undergoing another instability. Included in this figure is also a sideview of this plume. In this

view the spikes are again visible and they can be seen to be multilayered. This instability is clearly

a 3D effect. Also viewable in the side view is the outer plume, as was seen in the other AVGR shots.

Out in front of the spikes a blue region can be observed to propagate.

(a) (b)

(c) (d) (e)

Figure 4.5: (a)-(b) Phantom camera vertical view of the plume from shot 0 on a thin copper plate.

The contact surface is the smooth ring from which Rayleigh-Taylor instability spikes originate.

(c)-(e) side view of the plume from shot 0.

Additional features in the plume can be viewed by altering the contrast, brightness, and sharp-

ness of the images as shown in Figure 4.6 for aluminum and 4.7 for copper. These aluminum images

are the same ones presented in Figure 4.2. Each individual picture has been hand adjusted to bring

out the most detail in the plume. In the aluminum images the transition from smooth bumps on the

surface to spikes is much more clear with these image changes. The edge of the contact surface

itself is distinct in these images. That said, the contact surface is a 3D phenomenon. Therefore, it

is impossible to distinguish what is internal to the plume or on the upper surface. It is possible that

the darker regions around the early aluminum images are the shock as some material is expected

to be in front of the contact surface and behind the shock. The region does appear to grow, but

it is not possible to confirm whether this is the shock edge or not. Features are visible inside of

the plume for the last aluminum image and the copper image. These features are likely part of the

plume resulting from ablation in the crater. The direction of propagation is unclear, but the spike

features in the copper image implies horizontal movement. This part of the plume is likely driving

the contact surface forward from behind. The periodic pattern internal to the copper image could be

a result of the jagged crater edge or due to something like the Wiebel instability causing striations

in the density and temperature.
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(a) (b) (c) (d)

Figure 4.6: Top down view from the vertical Shimadzu camera of the evolution of an aluminum

plume with altered contrast, sharpness, and brightness to highlight plume details. The contact

surface is clearly visible, as are the spikes from the Rayleigh-Taylor instability. The images are

roughly 3 through 6 µs after impact.

Figure 4.7: Top down view from the vertical Shimadzu camera of the copper shot. The contrast,

sharpness, and brightness are altered to highlight plume details.

4.1.2 Jetting Velocity

In order to investigate the gas dynamics and understand their effects we first need to approximate

the plume velocities from jetting during impact. Based on projectile size and velocity the impact

is approximated to take on the order of 100 ns. The 1 µs resolution of the imaging systems used

during these tests limits the precision of the jetting velocity measurements.

Impact jetting is the mechanism that starts the gas dynamics during the impact process. Impul-

sively accelerated material collides with the background and starts sweeping it up. Specific values

for the jetting at AVGR can be calculated using formulations from literature [54, 93]. The velocity

of the initial jet and the angle of the initial jet can be found in Figure 4.8.

Figure 4.8: Calculation of the jetting onset time and angle for shot 10.
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Jetting starts roughly 1.8e-8 seconds after impact with the tangent angle between the projectile

and target of around 24◦ above the horizontal and the jet at an angle of 12◦ from the horizontal. The

jetting will continue until 1.5e-7 seconds after impact when half of the impactor has penetrated the

target. Initially the jet can have a velocity upwards of 18 km/s, but the mass during this point of

jetting is essentially 0. Mass and an approximate velocity change in the jet can be found in Figure

4.9.

Figure 4.9: Calculation of the jetting mass and velocity for shot 10.

4.1.3 Shock

The high-velocity jetting of a plasma into a non-negligible background pressure is expected to create

a shock. In the experiments performed the shock shape and location in the chamber is not exactly

known, because the camera systems are unable to detect density gradients and the standard self-

similarity formulations do not explicitly hold at these pressures [31]. That said, many laser ablation

experiments succesfully use self similar formulations to match the observed dynamics.

Due to their mobility it is expected that electrons would be, at least initially, out in front of the

ions and either be entrained in the shock or slightly behind it. This front of electrons can set up an

ambipolar electric field which can then accelerate the ions. The influence a shock may have on RF

emission is unknown, as the shock may act as a physical barrier impeding electron motion including

altering the electron oscillations or it may cause further charge separation by pulling more mobile

entrained electrons away from the ions.

4.2 Blast wave analyses

There are a number of first order analyses for gas dynamics that are relevant for this impact system.

A few different analyses will be presented and their ability to capture the plume dynamics will be

analyzed.

4.2.1 Taylor Blast Wave

Impulse induced blast waves are often analyzed using some form of similarity analysis. Both the

impact and the rapidly expanding gas could create a shock in the background material which then

DISTRIBUTION A: Distribution approved for public release.



CHAPTER 4. MODELING 48

expands self-similarly with respect to the initial geometry. Analytic formulations of a blast wave

propagation has been developed by Taylor-Sedoz [87] and Freiwald [25] (updated by Hutchens

[38]). It is worth noting that according to the findings of Kapitan [48] and Grun [29] the background

pressures used during testing are either lower than or at the edge of applicability for similarity

analysis. The reason for this is the width of the shock is on the order of the mean free path of

the background gas. Again, the mean free path is approximately a tenth of a millimeter for these

experiments.

It is common to model the expansion of a hypervelocity impact or laser ablation plumes (which

share a lot of similar evolution traits) as a blast wave [66][31][28]. For the experiments presented

here, the speed of expansion of the outer plume was attempted to be described by both the Taylor-

Sedov and updated Friewald formulations. For the Taylor-Sedov formulation we find the radius of

the expansion in meters, R, using

R = ξ (
E

ρ0

)1/5t2/5 (4.1)

ξ = (
75

16π

(γ −1)(γ +1)2

3γ −1
)1/5 (4.2)

where ρ0 is the background gas density,γ is the ratio of specific heats for the background gas, and

E is the energy of the blast. In this case E is taken to be 1/2 the impact energy.

This spherical formulation was attempted to track the outer plume as well as the arrival of signal

to the lower sensors. Both the classic formulation and the modifications by Mihaly [66] were tried.

Results of this analysis can be seen in Figure 4.10.

Figure 4.10: Results from the spherical Taylor blast wave analysis.

As Mihaly found, the classic formulation fails to track well but the modifications get close.

Unfortunately all this tells us is that the plume evolves self similarly as the modifications break the

assumptions that the formulation was derived from. A cylindrical blast was also tried, as shown in

Figure 4.11, but this too was not a good match. This is likely because the height of the cylinder

is also changing as the plume propagates, breaking the self-similarity. An increase in height of the

plume would slow the plume down, which could account for the observed error. A cylindrical blast

wave may be a good fit for a few µs at the beginning of the expansion, where the height is not

changing much. This though would not allow for the goal of analyzing if the signal of the lower

sensors coincided with a propagating shock.
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Figure 4.11: Results from the cylindrical Taylor blast wave analysis.

4.2.2 Taylor Blast Wave with Source Mass

An improved extension of blast wave theory is to also include the influence of a source mass. This

mass can have inertia and therefore change the propagation of the shock. The Freiwald formula-

tion obtains the radius of the shock over time by numerically integrating the radius growth rate Ṙ

described by

Ṙ =

√

E

K1 +K2RN+1
(4.3)

where K1 and K2 are coefficients

K1 =
CN

N +1

2ρsR
N+1
s

(γg +1)2
(4.4)

K2 =
CN

N +1

2ρ0[(γg +2γd)−1]

(γg +1)2(γd −1)
(4.5)

N is 1 for a cylindrical expansion and 2 for a spherical expansion. CN is 2πL for cylindrical and

4π for spherical. The initial density of the expanding gas is ρs, while ρ0 is the initial density of

the background gas. Rs is the initial radius of the expanding gas. In all calculations performed the

two specific heat ratios, γ , were assumed to be the same. The subscript g is for the background gas

while d is for the driving gas.

Spherical and cylindrical expansions were again used with the same goal as in the Taylor blast

wave analysis above. The initial density of the expanding gas was taken to be 100 times the plasma

density to account for the non-ionized vapor. Both formulations over-predicted the initial expansion

rates observed and under-predicted plasma arriving at the sensor as shown in Figure 4.12 and 4.13.

Likely, one of the reasons these formulations and the Taylor blast wave fail to match what is

observed is due to the glowing region seen not being coincident with the shock front. Instead, the

shock is likely further out from the point of impact at the times where the fit was attempted and the

visible portion of the outer plume is likely not the entire extent. Electrons out in the front of the

plume would not emit light on their own and a lower density plasma may not emit enough light to

actually be observed. Frame 2 of Figure 4.14 is the strongest evidence for the further out plasma

from the AVGR experiments. In this frame the edges of the target can be seen to be glowing before

the main plume reaches it. This suggests plasma exists at the target edge at this time, even though

the main plume does not. This plasma could either be entrained in the shock or a little behind it.

This distribution is not without precedent.
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Figure 4.12: Result of the spherical blast wave analysis including source mass.

Figure 4.13: Result of the cylindrical blast wave analysis including source mass.

Figure 4.14: Evolution of the aluminum plume as viewed from the side. Each frame is 1 µs apart.

Both theories much better approximate the shock at the glowing edges compared to the expan-

sion of the main plume. At later times the height of the expansion has increased too much that the

self-similarity is no longer valid. Additionally, the impact is a time dependent process with material

added to the plume over a finite amount of time. For the larger impactors at AVGR the target mate-

rial is still ablating at 1 µs after impact, adding material to the plume. As such the assumption that

all the mass is present at the beginning of the expansion is not valid. A better fit at the early times

for these impacts could be achieved by making the mass a function of time. If the impacting mass

was smaller the time of the impact dynamics would be less and the self-similar formulations may
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be more valid.

4.2.3 Modeling of the Contact Surface

The bright internal expansions seen in the high-speed images, such as Figure 3.6, are the contact

surfaces between the background gas and the plume. The ring that is the contact surface is sharply

defined in this figure. This contact surface is a region of high mixing and collisions. The brightness

is the result of recombination and potentially new ionization from the collisions [34]. Furthermore,

this mixing increases electron-neutral interactions, which is one of the possible sources of RF emis-

sion, potentially causing a greater amount of RF emission than in a high vacuum environment.

This contact surface can be modeled using the formulation in [67] that derives the temporal

evolution of the contact surface radius ri assuming a cylindrical expansion and a contact surface

traveling in a post-shock gas

ri(t) = r0

(

t

t0

)2/γ(d+2)

(4.6)

t0 =
√

ρp/E

(

r0

ξ

)(d+2)/2

(4.7)

ξ = (γ +1)1/2

(

1

hπ

)1/4

(4.8)

where r0 is the radius of the crater which is roughly 0.25 cm for the aluminum shots, t is the time

after impact, the parameter t0 is the time it takes the shock to reach the interface, γ is the specific

heat ratio of the background gas, E is the kinetic energy of the impact, ρp is the initial density of

the plasma multiplied by 100 to account for the un-ionized vapor, d is a parameter that is set to

2 for a cylindrical expansion, and ξ is a shape parameter formulated for a cylindrical expansion.

The height h of the cylindrical expansion was assumed to be 1 mm, based on pixel counting from

the high-speed footage. Figure 4.15 shows examples of this analysis for three separate shots, as

well as the radius of the contact surface from pixel counting. This clear matching between theory

and observation, even in the case of a strong bias, shows the strong role gas dynamics play in the

evolution of the plume even at these low pressures. Furthermore, these fits can be used to ascertain

the initial density of the expanding vapor/plasma ρp, as this was not able to be measured directly.

This density, converted to a plasma particle density and assuming 1% ionization, was found to be

on the order of 1023 m−3 for the aluminum shots. This density matches the density that is calculated

using the impact charge production approximated by Equation 4.9 [65] and assuming the plasma

occupies a spherical volume with the radius of the crater. Here mp is the projectile mass.

Q = .1mp(
mp

10−11
)0.02(

vp

5
)3.48 (4.9)

In contrast to aluminum, copper expanded much more rapidly. The fit for copper resulted in a

density on the order of 1021 m−3, two orders of magnitude lower than aluminum. Copper is a harder

material, leading to less material being ejected and a higher jetting velocity.
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Figure 4.15: Comparison of the evolution of the contact surface found by pixel tracking to the

theoretical evolution based on gas dynamics. The theoretical and actual results match up very well.

Early time discrepancies can be attributed to the relatively low temporal resolution of the high-

speed cameras in comparison to the speed of propagation of the plume. This close fit showcases the

dominance of gas dynamics over electromagnetic forces.

4.2.4 Instability Modeling

The RMI is merely a RTI with an impulsive acceleration, in this case from the jetting. This insta-

bility develops over approximately the first 1 µs of expansion. As this is the time resolution of the

cameras, exact analysis of this instability is difficult. We will therefore focus on analyzing the RTI.

Onset of the RTI can be approximated by determining the point of maximum acceleration of the

two fluid system using conservation of momentum [31]. Conservation of momentum for a gas at

velocity v, assuming a cylindrical expansion, is formulated as

d

dt
((M+hπR2ρ0,post)v) = 0 (4.10)

R =

(

M

hπρ0,post

)1/2

(4.11)

The mass M of the expanding gas includes the mass of the un-ionized vapor and the plasma

and can be found by assuming the plume takes up a cylindrical volume with height h and radius

r0. Substituting the experimental conditions gives an onset radius around 2 to 3 cm for an initial

plasma density of 1023 m−3 as calculated in Section 4.3. This matches the location seen in the

high-speed footage, such as Figure 4.2, where the onset of the two expanding fronts occurs and the

radius where the plume reaccelerates, as shown in Figure 4.3. The analytic expression therefore

gives greater confidence of the initial plasma density calculation and the presence of a RTI.
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Existence of a RTI is further supported by the asymptotic velocity behavior seen in Figure 4.3.

Both the bubble and spike velocity of a blast-induced RTI approach a roughly constant velocity

as the instability evolves. Equation 4.12 gives the spike/bubble height evolution of the RTI as a

function of time as derived in [67]

dz(t)

dt
=

√

|1−η |
CD

λgt(t)+β
z

t
(4.12)

g(t) =
r0

t0

2

γ(2+2)

[

1− 2

γ(d +2)

]

( t0

t

)2
[

1− 1
γ(d+2)

]

(4.13)

where β is a coefficient equal to 2/γ(d+2) for an ideal shock, CD is the drag coefficient with the

value of 2π(1.22) for a 3D plume, η is the ratio of the plasma to the background density, z is the

spike height relative to the contact surface, and γ is taken to be 1.3. Here the acceleration, gi(t),
is that of the contact surface which we have already shown to be a good match to the measured

evolution. The total acceleration is, gt(t) = g(t)(1± z
t
)+ gem where plus is for bubbles, minus for

spikes, and gem is acceleration from electromagnetic forces. From pixel counting the initial spike

height is taken to be 1 cm. 40 spikes were counted in the high-speed footage for the second un-

biased aluminum shot when the plume was at a radius of 2 cm, corresponding to a wavelength of

approximately λ = 2(.02)π/40. Using these parameters a terminal velocity of between 8 and 12

km/s can be recovered. Ambiguity arises because the plume density drops as it expands, the mode

number evolves over time, and the exact acceleration, especially the acceleration from electrostatic

forces, is unknown. Still, how the RTI evolves in theory matches with what is observed.

The confirmation of both RMI and RTI through the strong correspondences between the analytic

formulations and observations has three profound implications for these experiments and how they

relate to what would be observed from an impact in space. First, as was shown, the propagation

speeds are extremely dependent on the RMI and RTI spike evolution. In a space-like vacuum,

it is expected that the plume would instead propagate at a velocity closer to the jetting velocity.

Secondly, the spikes and bubbles of the RMI and RTI are regions of high amounts of mixing akin

to the contact surface. Therefore these spikes and bubbles can be a source of electromagnetic fields

[24]. This is especially the case if the instability enters the turbulent regime, which we did observe.

In contrast, this source of RF emission would not be seen in a space environment. Finally, the spike

and bubble geometry of this instability creates a periodic structure in the plume that would not be

present in a vacuum. This variation could have directly influenced plasma sensor measurements as

current and time of flight measurements could differ if a sensor measured a spike or a bubble, such

as those shown in the figures in the previous sections above.

Electrons and Gas Dynamics

As shown in the previous section, electrons will move out to the front of the plume due to their

mobility. These electrons will then accelerate ions due to the charge separation that is created. This

ion acceleration will alter the gas dynamics from the systems that are described by the first order

equations. Namely, the slowing down of the plume should be less and the acceleration of spikes

should be more.

Furthermore, non-uniformity in the electron temperature can lead to a Weibel instability. This

instability can cause density striations in the plume. This may explain the spiky nature of the outer
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plume front as well and the periodic structures viewed inside of the plume. This instability would

also drive the mode of the Rayleigh-Taylor instability.

4.3 Hydrodynamic Modeling

Although the first order gas dynamics models were somewhat successful in matching the observed

dynamics and informing on some of the properties of the plume it is desirable to do better and gain

more detailed descriptions. Numerous computer simulations of various types have been performed

to try and model hypervelocity impacts. These codes take a number of forms including smoothed

particle hydrodynamics, particle in cell codes, and general hydrodynamics codes. Each type of code

and each implementation of that type has its own strengths, drawbacks, and stage of the impact

process that is the focus. For example, hydrodynamics codes with material models such as iSALE

do a good job capturing the crater formation and initial jetting while particle in cell codes capture

the plasma dynamics of plume.

For the impacts performed at AVGR we are mainly interested in capturing the plume dynamics,

most importantly the instabilities and any shocks that form. Given our low temperatures of around

0.3-0.5 eV we only expect roughly 1% ionization based on the Saha equation. As such, a particle

in cell code or magnetohydrodynamics is not appropriate. Smooth particle hydrodynamics code

can struggle to accurately capture instabilities if the particles are sized insufficiently, so a pure

hydrodynamics code is the best option. We chose to use the FLASH code which is an open source

code developed by the University of Chicago.

Within this simulation framework, we are mainly interested in what these simulations can tell

us about the impact process, the evolution of the plume, and how the experimental environment

influenced the measured results. To do this well, we also need to understand the limitations and

caveats of the code to correctly restrict our interpretation. This section will start with an overview

of FLASH, present simulations on an approximate top down view of the plume and then present

simulations on a 2D impact simulation.

4.3.1 FLASH Code Overview

FLASH is a hydrodynamics and magnetohydrodynamics code written in FORTRAN90 with an

adaptive mesh originally intended to be used to model stellar thermonuclear flashes. It has the

capability to model partial ionization including different temperatures for ions, electrons, and radi-

ation. Relativistic and non-ideal MHD effects such as the Hall effect can also be modeled. These

additional features will not be used for the simulations in this dissertation. There are a number of

solvers but we will use the unsplit hydrodynamics solver which is the default solver. This solver

will be used to capture the fluid dynamics as well as heat transfer. Another physics unit, the diffuse

unit, does exist which gives more control over heat transfer processes but the differences in results

was found to be minimal. A complete description of FLASH can be found in the user manual. All

results from this code will be presented in CGS units.

4.3.2 Instability Modeling

As stated previously, the instability arises due to the impact plume snowplowing the background

gas, eventually creating a scenario where the plume is less dense than the built up background. Due

to the high velocity of the initial jetting a shock in the background gas is also expected. The initial
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modeling effort in FLASH was intended to show and explore these two ideas. Additionally, the goal

was to match the top top down view of the AVGR cameras, or at least explain some of the features.

To capture the instability the plume was assumed to be a two dimensional disk. This is a

common assumption made in the modeling of supernova instabilities using hydrocodes. To limit

the computational effort only a quarter of the disk was modeled, with the left and bottom sides of

the simulation domain set to be reflecting.

The initial radius of the plume was set to be 0.08 cm, or roughly the radius of the projectile.

This radius was chosen to allow the initial jetting to start the shock close to the projectile radius.

The jetting radius could have been 0.2 cm as that is roughly the distance the initial jetting travels,

assuming no drag, during the entire jetting process. This is over double the projectile radius and an

order of magnitude further than jetting actually starts from, so this would lead to inaccurate shock

development. From 0 to 0.04 cm the density and velocity was set at a constant value to simulate the

ablation stage. A linear profile for the density was found to be the best result.

The disk was slowly released over time starting with the outer most regions and working towards

the origin. This simulates the addition of material during the impact process, but is merely an ap-

proximation. No perturbation was applied to the plume front to start the instability. The jaggedness

of the plume front resulting from the Cartesian grid was found to adequately start the instability.

The starting profile of the simulation is shown in Figure 4.16.

(a) (b)

Figure 4.16: Initial density profile for the disk FLASH simulations.(b) is the same profile as in (a)

just zoomed in.

Diatomic nitrogen is used as the background gas with a γ of 1.4. This is accurate for the ini-

tial stages of background gas buildup. As will be shown, the temperature rise behind the shock

exceeds the dissociation temperature of nitrogen. It is therefore likely that some nitrogen dissoci-

ates or even ionizes during the actual experiment. Error will arise in both the gas dynamics, due

to the now incorrect γ , and the energy conservation as some energy will be radiated during the dis-

sociation or ionization. Radiation energy can be captured in 3T FLASH simulations. With normal

hydrodynamics the assumption is that the radiation energy is small and therefore negligible.

DISTRIBUTION A: Distribution approved for public release.



CHAPTER 4. MODELING 56

Base Simulation

Simulating shot 7 and 10, as they have similar conditions, was the primary focus. The shot back-

ground gas pressure was matched and the simulation was tuned such that the plume location as a

function of time matched these shots. Figure 4.17 is a few timesteps of this simulation showcasing

the evolution of the plume.

(a) (b)

(c)

Figure 4.17: Results from the base disk simulation of the impact plume showing the onset of an

instability. All plots show density in CGS units. Times are shown in each image in seconds.

From these images it is clear that a shock forms out in front of the plume as the front of the

plume bunches up at the contact surface. This shock was expected, but this simulation is is the first

time any information about it can be gained. As expected, it is out in front of the contact surface

by a few tenths of a cm and gets further away as the simulation time increases. Whether or not

this shock location matches the observed propagation of the outer plume would require a simulation
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with a larger domain and longer runtime. This simulation does not directly capture the outer plume

as it is likely a surface interaction and electrostatic phenomena.

The instability can be seen to transition from rounded structures to the spikes seen in the high

speed images, such as in Figure 4.2, after the Kelvin-Helmholtz instability. Just as was seen in the

high-speed the full instability onset is between 2 and 3 µs after impact at a distance of around 2 cm

from the impact point.

Slowing and bunching of the plume due to the background as shown in these simulations com-

plicates not only the interpretation of the plume but also the dust measurements. Significant drag

on the dust can result as it moves through the plume. A plume slowed and bunched up by the back-

ground will therefore slow dust further than it would in a vacuum. Based on the drag analysis and

the density of the plume in these simulations, a velocity change on the order of 100 m/s/µs should

be expected. The bunching of the plume also means bunching of charge. Dust could also pick up

more charge from a bunched plume than it would in vacuum.

The simulation shows that the bunching of the plume at the contact surface, along with the

shock, causes a rise in temperature of the plume, as shown in Figure 4.18. This explains the ob-

servation of the bright contact surface. The peak temperature is at the interface between the plume

and background. The edge of the plume is 3 eV at its edges while behind the shock can be over 5

eV. It should be noted that these simulations likely over approximate the temperature rise due to the

simulation being only 2D. In 3D energy and momentum would be able to be dissipated by vertical

movement of the plume and curvature of the shock.

Fundamentally this observation makes sense. In an ideal gas the temperature change in a fluid

that changes velocity can be found by 4.14 where T is temperature, cp is the specific heat at constant

pressure and V is the velocity. As a fluid is slowed, as the plume is do to collisions with the back-

ground gas, the temperature has to increase. In the case of these experiments the velocity change

is a few km/s. This is enough for a few eV rise in temperature. Such a rise in temperature may

be enough to cause additional ionization in the plume after the impact ionization. Given that the

ionization energy of nitrogen is roughly 14.5 eV it is unlikely that the nitrogen is significantly ion-

ized. Aluminum only has an ionization energy of roughly 5 eV, so significant additional ionization

may occur. It is therefore possible that the target voltage measurements are partly a response from

collisionally ionized particles.

cpT1 +
V 2

1

2
= cpT2 +

V 2
2

2
(4.14)

Effect of Profile

Input profiles to the base simulation were based on first order modeling of the jetting process.

Validation of these models as input profiles not only checks the accuracy of the simulation but also

checks the model. A simulation was performed with the density input profile as convex, instead of

the linear profile shown above, with everything else held the same. The result of this simulation

are in Figure 4.19. Density distribution is clearly important. The spikes of the instability are very

different between the two cases. They are much thinner in this new simulation. Temperature also

differs between the two cases with temperature being higher in the convex profile.
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(a) (b)

(c)

Figure 4.18: Temperature at a few different times for the base disk FLASH simulation. All plots

show temperature in Kelvin. Times are shown in each image in seconds.
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(a) (b)

Figure 4.19: Temperature at a few different times for a FLASH simulation with an improper density

distribution. All temperatures are given in Kelvin. Times are shown in each image in seconds.

Material Influence

Next, the effect of the material was tested. Velocity and density were kept the same as was used

for the base aluminum simulation. In reality these two parameters would be different for an impact

on copper at the same velocity. Making this assumption allows for the affect of material, namely

atomic mass in the case of these simulations, to be investigated. The results of this simulation can

be seen in Figure 4.20.

Material does not appear to have much influence on the propagation speed of the plume. The

main differences appear in the temperature and spikes of the instability. Copper has thicker and

hotter spikes than than the aluminum while peak temperature is lower in copper than aluminum. It

appears that more energy is going into the copper plume than into the aluminum plume, likely due

to an increased collision rate in copper due to it being larger. These observations agree with the

observations of the comparison made between the cubesat and solar panel plumes.

Background Pressure Influence

The final alteration performed was raise and lower the background pressure by an order of mag-

nitude to understand how much changing the background pressure will alter experimental results.

Figure 4.21 shows results from both the higher and lower background density.

The position of the plume in the higher density background simulation is less than that in the

base case and the position is further in the lower density case, as expected. In comparison to the

base simulation the peak temperature is lower in the high density case and higher in the low density

case. This is the result of a difference in the shocks as this peak temperature is in the background

gas behind the shock. As the plume can move much quicker in the low density case the shock

is stronger and therefore results in a higher temperature. Bunching of the plume is also different

DISTRIBUTION A: Distribution approved for public release.



CHAPTER 4. MODELING 60

(a) (b)

Figure 4.20: Temperature at a few different times for a FLASH simulation with copper instead of

aluminum. All temperatures are given in Kelvin. Times are shown in each image in seconds.

with the different background densities. In the high density background the contact surface is much

thicker than in the low density background due to an increase in collisions.

To extend on these results, a similar result to the low density background is obtained when the

plume density increases by an order of magnitude. Increased density can result in an oblique impact

such as at the first AVGR experiments. An oblique impact results in all the plume traveling in one

direction instead of in a ring around the impact point leading to a higher density plume even if the

overall mass of vaporized material is the same. This higher plume density allows for the plume

to expand further and therefore bunch up less. This is seen in the 2015 AVGR experiments where

the plume thickness is much lower than observed during the 2019 tests and the contact surface is

much smaller. This smaller contact surface means that less plume material is being heating and less

additional ionization should occur. The thinner contact surface should also influence the optical

measurements less, leading to a more accurate measurement of the plume temperature.

4.3.3 Impact Modeling

The simulations in the previous section showcased how important the initial plume properties are

with respect to the interaction of the plume with the background gas and the subsequent evolution of

the plume. The main shortcoming of these simulations was the inaccurate way material is released.

A better simulation would model the impact and the propagation of the plume. This was attempted

to be done using FLASH, although FLASH is not the best code for simulating an impact for a

number of reasons that will be explained. That said, an approximation of the impact process will

still give insights into how the gas dynamics evolve and are dependent on the impact parameters.

There is some precedent for using FLASH to model impacts. Liu [59] used FLASH to model

the impact of planetary bodies. Other similar codes, such as Athena and Rage, have been adapted

to be used for impact simulations.

The primary problem with using FLASH to simulate an impact is that FLASH is inherently a
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(a) (b)

(c) (d)

Figure 4.21: (a) density profile with a higher background density (b) temperature profile with a

higher background density (c) density profile with a lower background density (d) temperature

profile with a lower background density. Times are shown in each image in seconds.
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fluid code. First of all, this means that if a material sees a pressure or density gradient the material

will expand. As such, the projectile and target both tend to expand into the background gas as soon

as the simulation is started. Secondly, no internal material forces such as strength or bond energy

are available.

The expansion of the target can be contained by initially setting the top layer cells of the target

as a solid boundary. This boundary is then changed back to a fluid concurrently with the point of

intersection between the target and the projectile. Additionally, if any cell below or to the side of

a solid boundary goes above the solid density value, 2.7 g/cm3, then that cell will also be released

as a fluid. This is to account for a shock propagating through the material. What this means is the

initial bit of jetting will not be modeled. That said, as was mentioned previously, the initial jet is

infinitely thin and has 0 mass, so it would not be captured anyways unless the grid resolution was

infinitely small.

In contrast to the target there is no good way to contain the expansion of the projectile. Multiple

methods were attempted, but all caused more issues with the simulation than they fixed. The primary

idea attempted was to create a boundary around the projectile with logic checks to remove projectile

material that entered that boundary and then replenish the material in the projectile. This was found

to cause problems with the equation of state in and around the projectile. When it did run this

logic did not have an appreciable influence on the result. Other methods such as increasing the

background gas density or velocity around the projectile were also tried. These also appeared to

have little effect. As such, the projectile was allowed to expand freely. This effect will decrease as

the projectile velocity increases, as there is less time for ablation before the impact completes.

Another area where FLASH falls short for this application is in the equation of state. The code

does have the ability to read in tabulated equation of state tables in the form of IONMIX tables.

These can only be used in the three temperature implementation of FLASH, which introduces more

complexity than is needed here due to the low ionization fraction in the AVGR like impacts. Using

the tables would allow for better energy partitioning and tracking as the energy needed to ionize is

taken into account, but this is again a low amount of energy in the cases of interest. Better energy

tracking could be done with a full material model which includes energy for disassociation and

vaporization, but that is not possible in FLASH. Additionally, using these tables would give a more

accurate speed of sound in the solid density materials, leading to better shock propagation modeling.

That said, the crater is not of interest in these simulations just the behavior of the plume. There will

be an error in the jetting velocity due to incorrect sound speeds, but there will already be errors from

the unwanted material movement from the projectile expanding.

It was intended to use the SESAME tables from Los Alamos, which can be converted to the

IONMIX format, in these simulations to be as complete as possible but the request for access

was never answered. Future work on this simulation can add this feature in and explore how the

simulation changes. Without the SESAME tables the base equation of state implementation for

FLASH was used. This consists of a two gamma equation of state where the gammas are set for

each species in the simulation; there is functionality for the solver to evolve the gammas based on

the temperature. These gammas are formulated as follows

γ1 =
ρ

P

δP

δρ
(4.15)

γ2 = 1+
P

ρε
(4.16)
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The first one relates the change in pressure to the change in density while the second one re-

lates the pressure to the internal energy. 1.67 for both gammas was used for the aluminum in the

simulations while 1.4 was used for diatomic nitrogen. This is a large approximation for the solid

state aluminum part of the simulation. This will lead to, as stated above, the cratering and shock

propagation being inaccurate. Once the material has vaporized then this γ value is a good approx-

imation. As the main interest of this simulation is to observe the behavior of the plume, and not

the cratering, this is an acceptable approximation. There will be some error in the initial conditions

of the plume due to this approximation, but the general dynamics and properties are expected to be

largely correct.

As with the previous simulations the parameters were initially set to simulate shots 7 and 10.

The initial state of the simulation is shown in Figure 4.22. The projectile is started just touching the

target and moves downwards at 5.4 km/s. Other than releasing the boundary on the top of the target

the simulation is let to evolve freely.

Figure 4.22: Starting density profile for the impact simulation.

Base Impact

Useful information can be gained from these simulations on the temperature of the plume, density

distribution, and evolution. Snapshots of the base simulation results are shown in Figure 4.23. The

timing of these snapshots allows for the presentation of a few key features. It should be noted that

the max velocity of the jet is around 11 km/s, but velocity is not shown in any images. From the

early images it can be seen that the expansion of the projectile does interfere slightly with the initial

jetting. As previously mentioned, this is seemingly unavoidable. What seems to occur is some of

the projectile material is pinched between the projectile and target leading to the material being
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accelerated laterally. Additionally, the increased density around the projectile somewhat slows the

initial jetting from the target, by what extent is difficult to determine.

(a) (b)

(c) (d)

(e) (f)

Figure 4.23: Density evolution of an impact with the base conditions.

Due to the downward movement of the projectile a low density region is left behind in its wake.

The plume tries to expand into this region, but does so at a higher point due to the expansion of the

projectile. Without the projectile expansion the density behind the projectile should be lower and

therefore the expansion into this region more rapid.

The later stages of the impact behave much more as expected. The bulk of the plume moves

horizontally forming a shock and contact surface with the background gas. At the later times the

plume is at roughly the position observed in the experiments. If the expansion was not stopped and

the simulation was allowed to continue, the entirety of the target material would expand outwards,
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which is not realistic. This additional material will push forward the contact surface from behind

leading to unrealistic values in position and velocity. Simulations with a solid boundary in the

target with dimensions of the crater observed in the experiments were done to check how the limited

amount of material changed the results. It was found that, for the length of simulation performed, the

results were negligible. That is to say that the density and temperature of the plume was equivalent

with the boundary in place. The additional boundary caused shock reflection into the plume, which

also is not ideal. A proper equation of state would be slightly more correct as the shock propagation

in the solid material would be more accurate leading to the proper amount of material becoming

heated. That said, additional material would still expand into the plume given enough time. Given

that the simulation hardly changed with a restricted crater size it is likely that a different equation

of state would not lead to an appreciable change. It should also be noted that the density in these

simulations approximates the density found from the first order contact surface analysis. Meaning

the velocity, position, and density all seem to be fair approximations of observations, regardless of

the improper equation of state.

One result that was unintended was the observation of the purely vertical part of the plume.

This was observed in the high speed images between the dust jets, such as Figure 3.6, but the cause

of it was unknown. From this simulation it is now clear that this part of the plume forms due to

the coalescing of the plume in the impact crater as material is ablated from the walls. Dust jets

may constrain the width of this vertical plume as it appears wider in these simulations than in the

high-speed imagery. A code that captures the dust formation and the plume dynamics would be

needed to confirm this.

As with the disk simulation, this simulation also shows a rise in temperature of the plume at the

contact surface. Expanding on the results from the disk this temperature rise appears to be on all

outer points of the plume, not just the front edge that is expanding horizontally. This strengthens

the argument that this is what is causing the unexpected temperature measurement in the AVGR

experiments.

Temperature at a few times in the simulation are shown in Figure 4.24. The region of hottest

temperature is the mixing region between the plume and background gas, as was observed in the

previous simulations. Additionally, it can be seen that the vertical plume structure also has an

elevated temperature. This explains why it is visible in the high speed images. Temperature for

both the plume front and shock heated background is lower in this simulation than in the 2D disk

simulation. Likely this is due to the plume being able to expand vertically away from the target,

something it could not do in the previous simulation.

In this simulation we see that not only does the plume bunch up and the front heat, but the top

of the plume is heated as well. This explains why in early high-speed images from the AVGR tests

the plume appeared to be a solid ellipsoid as seen in 4.14. Ejected dust would therefore not only

move through a more dense plume, as explained from the results of the other simulations, but also

an additional region of ionization on the top of the plume. Potentially this could cause the dust

to transport more charge than it would in vacuum as it would collide with this additional area of

ionization.

Cold Aluminum

Figure 4.25 shows simulation results an initial temperature of only 50.0K for the aluminum of the

target and impactor. Lowering the initial temperature lowers the initial energy in the system. As

bond energy and radiation energy losses are not accounted for in the base simulations, this gives
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(a)

(b) (c)

Figure 4.24: Temperature evolution of the plume from an impact with base conditions.

DISTRIBUTION A: Distribution approved for public release.



CHAPTER 4. MODELING 67

some idea as to how a more accurate energy model would perform. Only the temperature data is

presented here as the density data is similar to an order of magnitude. As can be see, the plume

does not propagate as far or as fast as with the other temperature due to the lower amount of initial

energy. Therefore, we can assume that the values of the base simulation are likely a slight over-

approximation.

(a)

(b) (c)

Figure 4.25: Temperature evolution of the plume from an impact with lower aluminum starting

temperatures.

Solver Influence

One thing to note about FLASH, and these simulations in particular, is that there are a number

of different solvers and solver options, such as slope limiters, to choose from. Choosing different

solvers will change the simulation results as seen in Figure 4.26. These images are the same sim-

ulation parameters as has been presented, just using a different solver. Plume features, position,

and temperature are all different from the previous simulation. Therefore, it should be emphasized

that these simulations are intended to be representative of the impact and expansion, and not perfect

descriptors.

An interesting feature from the results with the new solver is the clearer high temperature region

at the front of the plume near the target surface. In the other simulations this region was present,

but not as pronounced. The material in this region is from the onset of jetting. As can be seen in

Figure 4.27 it is composed of both the target and the projectile. In reality it should just be the target,

as the jetting starts from the target, but the projectile material is in there from the expansion of the
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(a)

(b) (c)

Figure 4.26: Temperature evolution of the plume using the base conditions but a different solver in

FLASH.
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projectile. The material in this plume travels at a horizontal velocity of around 10 km/s and does

not seem to be slowed like the contact surface. This behaviour is what was observed from the outer

expansion. Therefore, it is likely that this plume feature may evolve into the outer expansion part of

the plume, especially when combined with the acceleration from the electron front, seen in the high

speed images.

(a) (b)

Figure 4.27: (a) Fraction of impactor material (b) fraction of target material

Low Background Pressure

To determine the overall effect of the background gas on the plume geometry an impact simulation

was performed with a background pressure of 5×10−6 Torr. This approximates the MPI background

pressure. The density result of this simulation 0.5 µs after impact is presented in Figure 4.28. In

order to have the plume geometry be accurate the initial temperature of the aluminum was set to

10 K. This reduced the expansion of the projectile which was significant with the lower pressure

background and allowed the jetting angles to be more correct. As observed in the 50 K aluminum

case above this does limit the energy in the system, slowing the plume, but the plume still expands

significantly faster than in the 0.5 Torr background.

At 0.5 µs after impact the plume has already expanded to almost 1 cm from the impact site in

the X direction, something that took over 1.0 µs in the base simulation. This horizontal expansion

of the plume is still due to the jetting. The spikes on the sides of the plume are the extent of jetting

while the two vertical lobes are from vapor expanding. Compare this to the base simulation where

the vapor expanded mostly horizontally. It appears that this horizontal expansion was the result of

the jetted material sweeping the background gas and creating a void for the expanding vapor to fill.

Plume Geometry with Dust

The potential for the condensed and heated plume from gas dynamics to influence the dust charge

and trajectory has been described above. Additionally, as observed in the tungsten shot, the dust

can also influence the plume geometry. In Figure 3.17 the inner plume can be observed to have

a peak in the middle of its radial distribution. This peak is the result of dust that can be clearly

viewed in the later stages of the expansion. FLASH simulations on an impact on tungsten showed

the same general geometry as observed in the aluminum simulations, an expanding ellipsoid when

viewed in 2D. The additional features observed in the high speed images are just a consequence
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Figure 4.28: Plume density 0.5 µs after impact in a micro-Torr pressure background.

of the large dust particles that are visible. In this case the dust is clearly separating components of

the plume which could lead to charge separation and RF radiation. Additionally, the plasma around

this dust will oscillate at a different frequency than the plasma without dust due to altered density

distributions and the electric potential that the dust accumulates. It is likely that the dust also altered

the evolution of the RTI. Dust moves plume material away from the impact plane and concentrates

it around the dust, lessening the amount of material at the contact surface. This could cause the RTI

to occur sooner in the expansion process. Unfortunately this cannot be confirmed with FLASH due

to the inability to model dust.

4.3.4 FLASH Modeling Summary

Hydrodynamic modeling of the hypervelocity impact plume dynamics observed during the AVGR

experiments was performed using the FLASH code. Both a top view of the instability dynamics

and a side view of the impact plume formation and propagation were obtained. These simulations

used basic hydrodyamics without ionization and solid material properties. A simple fluid equation

of state was utilized which is accurate for the portions of the simulations of interest.

From both simulation types the slowing of the plume due to interaction with the background

was observed. In addition, the Rayleigh-Taylor instability very clearly occurred. The position of

the plume approximated what was observed in experiment. This slowing lead to the density of

the plume becoming increased at the plume front and consequently the temperature of the plume

rising at the plume front due to collisions. The bunching and heating could lead to increased charge

concentration in the plume as the impact produced charge bunches and more charge particles are

produced due to additional ionization from the heated plume. These effects have a significant effect

on the dust as the dust would propagate through more density and more charge than would occur in

a vacuum. Additionally, this heating on the plume front explains the observed light from the plume.

4.4 Dust charging

Condensed phase impact debris will acquire a surface charge due to interactions with the plasma,

potentially leading to dusty plasma effects. Light gas gun impacts, which generally occur at subor-

bital velocities, produce a significant quantity of condensed phase material. Such impacts have been
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described as dusty for decades [15]. Experimental data show evidence of charged dust in the form

of impulsive plasma signals, both positive and negative, and charge attachment may drive macro-

scopic charge separation and long range electric fields [12, 17, 23]. Moreover, a significant quantity

of plasma is dragged along the dust trajectory, modifying the plume geometry. If charge attachment

is sufficient, localized electron depletion occurs, fundamentally altering the plasma evolution and

associated waves, oscillations, and emissions. The presence of a “slow” dust species may mitigate

RF emissions compared with a purely electron-ion plasma, but charged macroscopic particles may

pose a direct threat to electronics in their path.

Hydrodynamic simulations using a simple model for charge attachement to the condensed phase

show qualitative agreement with experimental data [14], but no previous study has attempted to

explicitly model the charging and evolution of condensed phase particles in an impact-generated

plasma. Dust charging and transport, however, has seen increased attention in the context of Toka-

maks, where material ablated from the reactor walls poses a serious operational hazard [75, 8, 92].

Impact plasmas typically have temperatures on the order of 0.5−2 eV, and span many orders of mag-

nitude in density as they expand into the vacuum, decaying from an initial density that may exceed

1023 m−3 depending on impact conditions [32, 58, 46, 102, 35]. Temperatures on the order of 10–

20 eV and densities of 1019–1021 m−3 typical of Tokamak edge plasma [8, 76, 91] are comparable to

conditions in the expanding plasma. Flow velocities of up to a few km/s peak and dust velocities on

the order of 1 km/s in Tokamak edge plasma [75, 80] are also similar to those in impact-generated

plasmas; impact studies show plasma and ejecta velocities up to a few km/s [17, 23, 46]. Models of

dust charging and transport in Tokamaks typically rely on orbital motion limited (OML) theory due

to its analytic simplicity. The limitations of OML, however, necessitate modifications to account

for large dust, flowing plasma, emissions, ablation, and other physical processes.

We make the first explicit estimates of dust charging in hypervelocity impacts using experimen-

tal observations of plasma conditions and the ejecta particle size distribution combined with a dust

charging and dynamics model based on OML. The model includes modifications to extend dust

charging theory to the post-impact environment. In particular, we focus on impacts on aluminum

and regolith targets, which serve as analogues for spacecraft and small solar system bodies, respec-

tively. We compare model predictions with data from light gas gun impact campaigns and predict

that a sufficient proportion of electrons attach to dust shortly after impact that dusty plasma effects

are likely.

4.4.1 Plasma expansion model

The impact and subsequent expansion are complex, three-dimensional phenomena and the plume

velocity and geometry depend on the impactor and target materials, target bias, and impactor mass

and velocity [86, 33, 23]. The expansion requires both hydrodynamic and kinetic theory to fully

characterize due to coupling between the ejecta, plasma, and neutral components. Analytic models

typically attempt to capture general properties of the expansion in space and time by assuming

one-dimensional, spherically symmetric expansion. For example, Close et al. [12] used a time-

dependent model for the electron density at the surface of the expanding plasma

ne(t) =
ne0

(1+ cst/r0)
3
, (4.17)

where ne0 is the initial electron density, r0 is the initial radius, and cs =
√

γkTe/mi is the acoustic

speed given specific heat ratio γ . Ju et al. [46] suggest an alternative, spatially-dependent model for
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the density in the “fully-formed” plasma

ne =
(r0

r

)3

ne0
1

(

1+ vexptfor

) , (4.18)

where vexp is the plasma expansion velocity and tfor = Dp/vp is the formation time for a projectile

with diameter Dp impacting at velocity vp.

We instead propose using an analytic renormalization-group (RG) symmetry model for an ex-

panding plasma bunch [52, 51] modified to account for an initial expansion speed. Derived from

kinetic theory, such a model has the advantage of providing the velocity distribution function as a

function of both space and time. We define the frequency variable Ω = vti/L0 assuming an initial

scale length L0 and initial ion thermal speed vti =
√

kTi0/mi. Integrating over the velocity distribution,

the density and bulk velocity are

nα(r, t) =
nα0

(1+Ω2t2)3/2
exp

(

−1

2

Ω2

1+Ω2t2

(

r− v0t

Cs

)2
)

(4.19)

vexp(r, t) =
Ω2rt + v0

1+Ω2t2
, (4.20)

where v0 is the initial expansion velocity, Cs =
√

kTi0+ZikTe0

mi+Zime
is the initial ion acoustic speed for ions

with charge Zie, and nα0 is the initial density of species α . To enforce quasineutrality, ne0 = Zini0.

Asymptotically, the density predicted by the RG model shows cubic decay in time, as expected

in a 3D expansion; the RG model deviates from cubic decay in space because the velocity of the

plasma front is non-constant, as Figure 4.29 shows. Note the RG model prediction that the plasma

rapidly cools to T ∼ 0 after a few microseconds is inconsistent with experimental observations. The

temperature discrepancy may be due to interactions with neutrals or another mechanism. Assuming

a constant temperature throughout the expansion is reasonable to order-of-magnitude.

Specifying the scale length L0, initial velocity v0, and quantity of charge produced Qimp closes

the system. The charge produced is approximately [64]

Qimp = 0.1mp

(

1011 mp

)0.02
(0.2vp)

3.48, (4.21)

where Qimp is the charge produced in C, and mp and vp are the projectile mass and velocity in g and

km/s, respectively. We approximate the scale length using the crater radius, L0 = rc. Cratering in

impacts on solid aluminum agrees well with [26]

rc = km0.352
p ρ

1/6
t v

2/3
p , (4.22)

where the rc is the crater radius in cm, mp and vp are again in g and km/s, ρt is the target density in

g/cm3, and k is a material constant (k = 0.42 for aluminum). For the powdered regolith simulant, we

estimate the scale length using experimental observations and approximate mi using the weighted

average atomic mass of the constituent species. Given L0 and Qimp, the initial density at r = 0 to

close (4.19) assuming hemispheric expansion is

ne0 =
Qimp√
2π3e

(

Ω

Cs

)3

. (4.23)

To close (4.18) we simply compute ne0 by dividing total charge produced by crater volume.
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Figure 4.29: Density profile computed using the RG model (4.19) for select times and choices of

v0 compared with the profile obtained using (4.18) with vexp = 10km/s [46]. Profiles assume a

5.25 km/s aluminum-on-aluminum impact with mp = 6mg. We use (4.21) and (4.22) to compute

the charge produced and crater radius.

In Figure 4.30 we compare currents observed by the plasma sensors with the density predicted

by (4.19) at those radial positions. Shots 2, 4, and 7 correspond to aluminum targets biased to 0 V,

+300 V, and −300 V respectively, while shot 12 corresponds to the unbiased powdered regolith

simulant. Results from the ejecta curtain correspond sensors 60° from the horizontal for aluminum

impacts and vertically from the target for the regolith impact. Contrary to the spherical expansion

assumption the expanding plasma is highly anisotropic. The bulk plasma jets in a plane nearly

parallel to the target surface. Plasma readings in the ejecta curtain are due to condensed phase

material pushing through the plume and dragging a portion of the plasma [23].

We find v0 ≈ 10km/s and Te0 = Ti0 ≈ 1eV result in a time to peak density and peak width that

agrees well with observations from the aluminum-on-aluminum impacts. Using v0 ≈ 1km/s and

Te0 = Ti0 ≈ 0.33eV results in reasonable time to peak and density values in the ejecta curtain, and

the slower decay time is consistent with observations. A possible explanation is that condensed

phase debris are ejected slightly after the bulk plasma and pass through plasma that has had time

to cool slightly. At both sensor locations, the powdered regolith impact shows a delayed time-to-

peak, likely because impact, cratering, and ejection occurs over a much longer time in the granular

medium.

We also apply a simple peak detection algorithm based on the wavelet transform to search for

possible dust impacts; dots on the timeline in Figure 4.30 indicate such peaks. We previously found

evidence of impulses, which may indicate dust, in plasma sensor data from the ejecta curtain, and

these measurements show up as thin bands when the passing the data through a wavelet transform

[23, 78]. We detect such impulses by first computing the wavelet transform using Morlet wavelets

[88] and rectifying the power spectrum to eliminate bias towards low frequencies [60]. We then

integrate the power spectrum in frequency space and use a peak detection algorithm to identify

impulses, which appear as narrow, prominent peaks in the integrated power. This method effectively

separates impulses from slower variation.
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Figure 4.30: Currents measured by the plasma sensors and density at the sensor predicted by (4.19).

Currents are normalized by the peak value recorded by the sensor for each shot. The modeled den-

sity profiles correspond to a 5.25 km/s aluminum-on-aluminum impact with mp = 6mg using (4.21)

and (4.22) to compute the charge produced and crater radius. Impact parameters for the regolith sim-

ulant yield a qualitatively qualitatively similar density profile. (a) Readings at the sensor positioned

10° from the horizontal along with (4.19) assuming v0 = 10km/s and Te0 = Ti0 = 1eV. (b) Read-

ings from the ejecta curtain along with (4.19) assuming v0 = 1km/s and Te0 = Ti0 = 0.33eV. Dots

correspond to impulses in the signal, which may indicate secondary impacts by charged dust.
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4.4.2 Dust charging and dynamics model

Orbital motion (OM) theory gives the exact solution for the equilibrium currents and potential dis-

tribution around particle immersed in a stationary, Maxwellian plasma [55, 49], including when

electron emission is significant [18]. In practice, however, dust models seldom use the full OM

theory because it is computationally complex and breaks down in drifting systems due to loss of

spherical symmetry. Instead, dust charging models typically use the orbital motion limited (OML)

theory developed by Mott-Smith and Langmuir [69]. OML solves for the surface potential and

plasma currents to a charged particle immersed in a stationary plasma in the absence of potential

barriers assuming particles approach from infinity and conserve angular momentum and kinetic en-

ergy. The resulting charging collision cross-section is easily integrated for Maxwellian species to

obtain analytic expressions for the currents and solve for the floating potential [3, 49].

OML is only strictly valid when particles are vanishingly small compared to the screening length

and there are no potential barriers [4]. In practice, however, OML produces reasonable estimates of

the surface potential and plasma currents for particles up to a few Debye lengths in size when Ti ∼ Te

[49, 21]. Moreover, with appropriate modifications, OML-like models reasonably approximate the

surface potential of large dust and particles immersed in a drifting Maxwellian plasma [96, 97].

Integration over the momentum and kinetic energy of incoming particles leads to expressions for

the OML contributions to the drag force and energy balance [79].

Describing the evolution of dust particles requires accounting for additional terms beyond OML

[61, 75, 80, 8]. Electron reflection and thermionic and secondary electron emission may play a

significant role in determining the dust charge and surface potential in high energy density systems,

leading to positive surface charge under certain conditions. We neglect secondary emission and

electron reflection effects, as the contribution is small for Te . 1 eV [8, 90], but thermionic emission

may play an important role in impact plasma conditions. The force balance includes drag due to

ions scattered by coulomb collisions, momentum transfer from direct collisions, and terms due to

external fields [79]. Finally, energy balance at the dust surface includes the OML contribution,

energy lost to emitted particles, and surface processes, such as thermal radiation, neutralization and

recombination at the surface, and ablation [61]. These terms are illustrated in Figure 4.31.

Accounting for all of these terms leads to a set of coupled ODEs for the dust charge Qd, velocity

vd, specific enthalpy hd, and mass md as functions of time

Q̇d = ∑
α

Ic,α − Ith (4.24)

mdv̇d = ∑
α

Fc,α +Fsc,i +Fext (4.25)

mdḣd = ∑
α

Pc,α +Pth +Psurf +Pabl (4.26)

ṁd = Γacc −Γabl. (4.27)

Γ, I, F and P correspond to the mass, charge, momentum, and energy fluxes, respectively. Sub-

script “c,α” indicates the contribution due to OML collection by species α , including neutrals,

and subscript “th” corresponds to the thermionic electron current. Fsc,i is the drag due to Coulomb

scattering of ions, Fext is the sum of body forces due to interactions with external fields, Psurf and

Pabl account for contributions to the energy balance by surface processes and ablation, and Γacc and

Γabl correspond to mass fluxes due to like particle collection and ablation. Enthalpy is related to
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Figure 4.31: Schematic of a dust particle experiencing a grazing OML collision with an incoming

particle with velocity v, annotated with the charge (red), momentum (orange), energy (blue), and

mass (black) fluxes included in the model.

the temperature Td by hd =
Td
∫

0

mdcp(T )dT , where cp is the heat capacity. Dust mass and radius are

related by md =
4
3
πρtr

3
d when ejecta are of the target material.

Dust charging occurs much faster than other processes of interest, and terms in the current,

force, energy, and mass balance depend on the surface potential φd, not the charge Qd. In practice,

we solve for the equilibrium potential holding all other terms constant instead of integrating (4.24)

and evolve the remaining terms using standard ODE integration techniques. Many of the terms

depend on the dust material and closing the system requires a material model; the properties of

aluminum are well characterized, but this is non-trivial for complex materials, such as regolith. We

approximate the regolith simulant using a material model for silica (SiO2), which has comparable

average atomic mass and qualitatively similar properties, and assume a single ion species with the

average atomic mass of 20 proton masses. The following subsections describe the solution of the

surface potential, calculation of the force and energy balance, and relation between the surface

potential and dust charge.

Current balance and the surface potential

Assuming plasma particles approach a small spherical grain with radius rd and surface potential φd

from infinite distance leads to the well-known OML currents [3, 49]. We normalize the currents

j = |I|/
√

8πr2
dene∞vte, where ne∞ = Zini∞ is the electron density in the bulk plasma assuming a

single ion species and vtα =
√

kTα/mα is the thermal speed of species α . In a stationary plasma

the normalized currents are

jOML
c,e (ϕd) =

{

exp(ϕd) , ϕd < 0

1+ϕd, ϕd > 0
(4.28)

jOML
c,i (ϕd) =







√

βiµ
−1
i

(

1−Ziβ
−1
i ϕd

)

, ϕd < 0
√

βiµ
−1
i exp

(

−Ziβ
−1
i ϕd

)

, ϕd > 0
, (4.29)

where Zie is the ion charge, βα = Tα/Te, µα = mα/me, and ϕ = eφ/kTe.
Non-zero drift velocity violates spherical symmetry assumption inherent to OML and wake

formation leads to an anisotropic potential distribution [40, 41, 98, 97]. The OML charging cross-
section, however, remains integrable for a drifting Maxwellian plasma, yielding shifted OML (SOML)
expressions for the ion currents. When the flow speed is small compared to the electron thermal
speed, (4.28) is a good approximation of the electron current and the normalized ion current is
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[79, 80]

jSOML
c,i (ϕd) =



































































1

2

√

βiµ
−1
i

(

√

π

2

(

u−1 +ui

)

erf
(

ui/
√

2
)

+ exp
(

−u2
i /2
)

−

√
2πu−1

i Ziβ
−1
i ϕd erf

(

ui/
√

2
)

)

,

ϕd < 0

√

π

32

√

βiµ
−1
i u−1

i

(

(

1+u2
i −2Ziβ

−1
i ϕd

)

(erf(ui+)+ erf(ui−))+

2√
π

(

ui+ exp
(

−u2
i−
)

+ui− exp
(

−u2
i+

))

)

,

ϕd > 0

(4.30)

where uα = |vd − vα |/vtα is the relative flow speed normalized by the thermal speed, and ui± =

ui/
√

2 ±
√

Ziβ
−1
i ϕd. Taking the limit ui → 0 recovers the standard OML ion current from the

SOML expression.

OML and SOML yield a reasonable surface potential for particles up to a few Debye lengths in

radius when βi is of order unity (Ti ∼ Te) [49, 41]. Shortly after impact, however, the Debye length

is on the order of nanometers, orders of magnitude smaller than the ejecta of interest. In the thin

sheath limit, the sheath geometry is approximately planar, but the thick pre-sheath must be treated

in a spherical coordinate system [96, 97]. Using the sounds speed as the Bohm condition, ions enter

the sheath with speed vse =
√

µ−1
i v2

te +Ziγv2
ti, and the normalized potential drop across the sheath

in the absence of electron emission is [83]

∆ϕ =
1

2
ln
(

2πµ−1
i (1+Ziγβi)

)

. (4.31)

The adiabatic specific heat ratio γ = 5/3 empirically yields the best estimate of the floating potential

[97]. Assuming ions entering the sheath reach the dust surface, we compute the ion current using the

OML expression at the sheath edge; in the thin-sheath limit jTS
c,i (ϕd)= jOML

c,i (ϕd −∆ϕ). Substituting

ϕd−∆ϕ into (4.29) and (4.30) and solving for the equilibrium potential results in the modified OML

(MOML) and shifted, modified OML (SMOML) potentials, respectively.

Secondary electron emission, photoemission, and thermionic emission all play a role in dust

charging under certain conditions [79]. In hypervelocity impact plasma conditions, however, thermionic

emission is the dominant emission mechanism. OML currents decrease and the relative contribution

of the thermionic current becomes significant as the plasma density drops off away from the impact

site.

The thermionic current for negatively charged dust is given by the Richardson-Dushmann equa-

tion [81]

Ith,0 = λR

16π2r2
demek2T 2

d

h3
exp

(

− W

kTd

)

, (4.32)

where h is the Planck constant, λR is a material-dependent factor, and W is the material work

function. We use W = 4.08eV for aluminum and W = 4.16eV for silica. Normalizing as before,

we define ĵth = Ith,0/
(√

8πr2
dene,∞vte

)

. When the dust charge is negative jth = ĵth.

A potential well forms near the dust surface and the charge becomes positive when the thermionic

current is large [19]. For finite-size dust, the potential well formation and positive charging occurs

at a negative surface potential ϕ∗
d , beyond which reabsorption of emitted electrons due to the poten-

tial well reduces the net thermionic current [20]; failure to account for the formation of the potential
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well results in a significant overestimate of the heat flux and underestimate of dust lifetimes [90].

Defining τ = Td/Te and j∗th as the critical thermionic current for which Qd = 0, the normalized

thermionic current is

jth = ĵth

(

1+
ϕd −ϕ∗

d

τ

)

exp

(

−ϕd −ϕ∗
d

τ

)

(4.33)

when ĵth > j∗th [81, 20].

We must address the effect of emission on the sheath potential drop in the thin-sheath limit.

Defining the ratio of emitted to OML electrons δ = jth/ jc,e, the sheath drop is approximately ∆ϕ =
∆ϕ| jth=0 − ln(1−δ ) for moderate values of δ [83]. The relation is singular, however, for δ →
1. Alternatively, one can use analytic expressions for a planar source-collector-sheath system to

estimate the sheath drop even after a potential well forms [7]. Computing ∆ϕ in this manner enables

reasonable estimates of the floating potential for strongly emitting particles, but underestimates

the sheath drop and floating potential compared with (4.31) in the absence of emission. When a

potential well exists ∆ϕ ≈ 0 [7]. We therefore propose a simplified model for the sheath drop in

which we apply a linear correction to (4.31) in the presence of emission

∆ϕ =

{

∆ϕ = 1−δ/δ ∗

2
ln
(

2πµ−1
i (1+ γβi)

)

−
(

ln(1−δ )− δ
δ ∗ ln(1−δ ∗)

)

, δ < δ ∗

0, δ ≥ δ ∗
. (4.34)

This expression converges to the appropriate value of ∆ϕ in the absence of electron emission, rea-

sonably approximates the sheath drop for large, emitting grains, and alleviates the need to explicitly

solve for the planar sheath drop.

The floating potential is the solution to the equilibrium current balance jc,i = jc,e − jth. The

equilibrium condition for negatively charged dust takes the form (c0 − c1ϕd)exp(−ϕd) = c2 in the

OML limit. This has the explicit solution ϕd = −W
(

c2

c1
exp
(

c0

c1

))

+ c0

c1
, where W (x) is the prin-

cipal branch of the Lambert-W function. The thin-sheath potential also follows this form if ∆ϕ is

specified explicitly.

The potential drop across the sheath in the presence of electron emission depends on the equi-

librium potential implicitly via the ratio of collected to emitted electrons δ = jth exp(−ϕd). We

therefore must simultaneously solve for the δ and ϕd that yield a self-consistent equilibrium so-

lution for negatively charged dust in the thin-sheath limit. ϕd has an explicit solution once δ is

specified. We recast the problem as the solution to δ − jth exp(−ϕd(δ )) = 0, solve for δ using

standard numerical root-finding methods, and analytically compute the corresponding ϕd.

We interpolate between the OML and thin-sheath solutions in the transition regime using [96]

ϕd(ρ) =















ϕOML
d , ρ ≤ ρOML

ϕTS
d , ρ ≥ ρTS

ϕTS
d −ϕOML

d

ln(ρTS)−ln(ρOML)
ln
(

ρ
ρTS

)

+ϕTS
d , ρOML < ρ < ρTS

, (4.35)

where ρ = rd/λDe is the dust radius normalized by the Debye length λDe =
√

ε0kTe/(nee2), and

ϕOML
d and ϕTS

d are the solutions to the equilibrium potential in the OML and thin-sheath limits,

respectively. Using ρOML = 1.25β 0.4
i +0.37u2.1

i and ρTS = 50 as limits for applying the OML and

thin-sheath solutions, respectively, leads to predictions of the floating potential in good agreement

with simulation over a wide range of conditions when βi < 2 [98].
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Finally, jth depends non-linearly on exp(−ϕd) when the surface charge is positive, precluding

an analytic solution. The exact form of the equilibrium condition depends whether ϕ∗
d < ϕd < 0 or

ϕd > 0. Both cases, however, yield expressions easily solved numerically using Newton’s method.

The OML and thin-sheath potentials are identical in this regime because ∆ϕ ≈ 0 for positively

charged dust.

Equilibrium solutions for negatively charged emitting grains in the thin-sheath limit and for

positively charged grains in general require knowledge of the critical emission current j∗th and cor-

responding potential ϕ∗
d . Assuming spherical symmetry, the potential distribution around a dust

particle is the solution to the Poisson equation

∇2ϕ(z) = ρ2 ne +nth −ni

ne,∞
, (4.36)

where z = r/rd, ne and ni are the plasma electron and ion densities, and nth is the emitted electron

density. The ratios ne(z,ϕ)/ne,∞, ni(z,ϕ)/ne,∞, and nth(z,ϕ)/ne,∞ have analytic forms under the

OML assumptions as long as the potential is monotonic ( jth ≤ j∗th) [5, 21, 20].

The OML potential distribution is the solution to the two-point boundary value problem for the

Poisson equation. At the grain surface, we enforce ϕ(z = 1) = ϕOML
d . For R >> 1,ρ−1, reasonable

choices for the boundary condition are ∇ϕ(z = R) = 0 or ∇ϕ(z = R) = −2ϕ(R)/R [20, 21]. We

use the latter condition corresponding to a 1/r2 potential far from the dust. We solve for the value

of j∗th and corresponding ϕ∗
d by enforcing the additional constraint of ∇ϕ(rd) = 0 corresponding to

the onset of a potential well [20, 90]. The value of j∗th depends non-trivially on the dimensionless

parameters µi, βi, ρ , ui, and τ , and solving a boundary value problem at every point in the time

evolution of a dust grain is computationally impractical. Holding the mass and temperature ratios

µi and βi constant, we pre-compute a lookup table of critical emission current as a function of ρ ,

ui, and τ , and use cubic spline interpolation between the precomputed points. This allows us to

accurately estimate the values of j∗th and ϕ∗
d over the parameter range of interest at minimal cost.

Surface charge

Predicting the initial degree of charge attachment shortly after impact and charge deposition by dust

grains impacting the plasma sensors requires knowledge of both the surface potential and charge

state of dust particles. Assuming a conducting spherical grain and spherically symmetric potential,

Gauss’s law yields the surface charge

Qd = 4πε0r2
d

dφ

dr

∣

∣

∣

∣

r=rd

. (4.37)

We define the normalized charge Qd = Qd/
(

4πene∞λ 3
Deρ
)

= − dϕ
dz

∣

∣

∣

z=1
. This normalization has

the convenient property that the normalized charge in the limit of infinite Debye length (ρ → 0) is

simply Qd = ϕd, and Qd/ϕd is a metric of non-linearity in the dependence of surface charge on

dust size.

The Debye-Hückel potential, obtained by solving the linearized Poisson equation, reasonably

approximates the potential distribution around probes or particles of small but non-neglible size

compared to the Debye length. Taking the derivative at the dust surface results in the Whipple

approximation [95]

Qd =

(

1+ρ
λDe

λs

)

ϕd. (4.38)
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Using the linearized Debye length λ−2
l = λ−2

De +λ−2
Di for the screening length λs results normalized

charge

(

1+ρ
√

1+β−1
i

)

ϕd. The Whipple approximation with λs = λl well-approximates the

charge when ρ ≪ 1, but overestimates the surface charge for particles with radii approaching or ex-

ceeding the Debye length [85]. Solving the Poisson equation (4.36) with the OML surface potential

ϕOML
d as the boundary condition results in potential distributions and surface charge predictions in

good agreement with particle-in-cell (PIC) simulations for ρ . 10 in the absence of emission [21].

Applying an empirical modification to the screening length

λs = λl

(

1+0.48

√

−β
−3/2

i ρϕd

)1/2

(4.39)

also predicts the potential distribution and surface charge up to ρ ∼ 10 with reasonable accuracy

[77, 6].

Given a solution for the potential distribution, the surface charge is easy to extract in principle,

but a limited subset of existing OM and PIC solutions report the surface charge; data for large dust or

emitting grains are particularly lacking. We performed simulations using SCEPTIC1, a 2D spherical

PIC for dust charging [39, 40, 41], to examine the behavior of the surface charge of large, non-

emitting grains. The simulations assume βi = 1 and span the range of 0.01≤ ρ ≤ 200 and 0≤ 0≤ 5.

Defining µp as the proton-to-electron mass ratio, we computed data for µi = µp for validation and

comparison to literature [41, 42, 21], and µi = 27µp and µi = 20µp for the representative materials,

aluminum and silica.

In Figure 4.32 we compare the PIC results with the Whipple approximation using (4.38) and

with empirical modifications to the screening length. The Whipple approximation using λl as the

screening length overestimates the charge for ρ & 1 and the error approaches a material-dependent

constant factor in the limit of large ρ . In the extreme-size limit, the surface charge is proportional

to the surface area, as predicted by (4.38), but with a smaller proportionality constant; the effective

screening length approaches a constant value λs > λl. The empirical modification to λs of (4.39)

predicts the surface charge to within a factor of two for a wide range of ρ , but will underestimate

the charge as ρ → ∞ due to the ρ1/4 dependence in that limit.

Based on the PIC simulation data, we propose an alternative empirical fit for βi = 1

λs = f1(ρ,ϕd) f2(ρ)λl. (4.40)

Noting the Whipple approximation accurately predicts the charge for small ρ , and errs by a con-

stant factor for large ρ , we find f1(ρϕd) = 1+ 3.30 |ϕd|1/4ρ/(ρ + 1) results in accurate predic-

tions of Qd in the thin-sheath and thick-sheath limits, but underestimates the surface charge in

the intermediate range. The remaining error after normalizing by ‖ϕd‖1/4
is nearly independent

of ion mass in the range of µi probed. Empirically, a log-normal correction factor f2(ρ) = 1−
2.32exp

(

−(ln(ρ)−0.92)2 /
(

2 ·2.142
)

)

/
(

2.14
√

2π
)

results in good agreement with PIC data in

the range of ρ , µi, and ui examined. SCEPTIC results for ρ > 200 were unreliable, but the predicted

charge for larger ρ continued to agree closely with simulation data; we expect this empirical fit to

give a reasonable estimate of the surface charge in the limit of ρ → ∞.

In the absence of emission, using the analytic expressions instead of the PIC potential in the

surface charge calculation incurs a negligible error. Computing the surface potential as described

1The version used in this work is available on GitHub at github.com/ihutch/sceptic/tree/

9f44a09d9c4eeaa04409bae6a540ca3fdc51fd8f.
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Figure 4.32: Nonlinearity of the surface charge as a function of ρ . PIC simulation data computed

with SCEPTIC are compared with the Whipple approximation with different definitions of the ef-

fective screening length λs in the range 0.01≤ ρ ≤ 200. For βi = 1 and 1≤ µi/µp ≤ 27, the effective

screening length from (4.40) results in a surface charge nearly indistinguishable from PIC data.

in Section 4.4.2 results in agreement with PIC data to within a few percent. Variation of surface

charge with drift velocity is nearly proportional to variation in surface potential for moderate values

of ui. The discrepancy between the PIC data and analytic expressions remains within 5% for ui ≤ 2

and within 15% for ui ≤ 5. Note these results are specific to Ti = Te (βi = 1) and will be inaccurate

for arbitrary βi.

SCEPTIC assumes Boltzmann electrons and does not explicitly simulate electron motion and is

unable to probe the effect of thermionic emission on the surface charge. Fortuitously, the thermionic

current is negligible compared with the OML currents immediately after impact, and by the time

ejecta reach the plasma sensors, the plasma density drops off sufficiently that ρ . 1 for ejecta

particles of interest. Solving the Poisson equation using the OML expressions for the density yields

reasonable predictions of the potential distribution and surface charge when ρ is order unity [21, 20].

Solving for the charge as a function of the thermionic emission current is a matter of solving the

boundary value problem with boundary conditions ϕ(z = 1) = ϕd and ∇ϕ(z = R) = −2ϕ(R)/R

when jth < j∗th. Empirically, the surface charge is approximately

Qd( jth) = Qd| jth=0

(

ϕd −ϕ∗
d

ϕd| jth=0 −ϕ∗
d

)0.9

(4.41)

for a wide range of conditions when 0 ≤ jth ≤ j∗th (Figure 4.33). The potential is non-monotonic and

OML density expressions are no longer valid when jth > j∗th. No data exist for the surface charge

of positive dust grains and we must extrapolate using (4.41). We expect the extrapolation to be

sufficiently accurate for order-of-magnitude estimates of the surface charge in this regime.

Force balance

A number of forces may drive the dynamics of charged dust depending on ambient conditions.

Broadly, these include forces due to interactions with other particles and external forces due to the
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Figure 4.33: Variation of the surface charge with thermionic emission current for 0 ≤ jth ≤ j∗th for

a range of conditions. Marks indicate solutions to the Poisson equation using the OML density

expressions, and dotted lines correspond to predictions using (4.41). Solutions shown correspond

to ρ = 1 and βi = 1, but the empirical fit yields good surface charge estimates for a wide range of

conditions.

environment. Particle forces include drag due to momentum transfer by direct collisions with ions,

electrons, and neutrals, drag due to Coulomb scattering of ions and electrons, and interactions with

other charged dust particles [79, 80]; we include only ion and neutral drag forces. The electron

contribution is typically negligible due to the small mass and assumption that the drift velocity is

much smaller than the electron thermal speed and our model implicitly assumes that the impact

debris are sufficiently separated that dust particles act as isolated grains. Non-particle contribu-

tions to the force balance may include electromagnetic, pressure, gravitational, polarization, dipole,

thermophoretic, radiation pressure, and rocket forces [79, 80, 6]. The OML-based model assumes

unmagnetized species, and under impact plasma conditions magnetic fields are sufficiently weak

that only the electric field component of the Lorentz force is relevant. Even in ground-based experi-

ments the gravitational force is negligible over the expansion time scale of milliseconds; the role of

gravity will be even less in impacts on spacecraft and small solar system bodies. Figure 4.34 shows

the force contributions shortly after impact as a function of particle size.
The ion drag force includes both direct momentum transfer from collected particles and momen-

tum exchange with ions scattered by Coulomb collisions. Integrating over a shifted Maxwellian,
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Figure 4.34: Acceleration shortly after impact due to the force terms as a function of dust size.

Conditions are computed from the expansion model assuming an aluminum-on-aluminum impact

with scale length on the order of the crater size. Particle drag forces assume a relative velocity of

1 km/s. The ambient neutrals are assumed to be air at 300 K and 0.5 Torr, representative of the

partial vacuum in the AVGR environment. Solid lines indicate force in the direction of motion and

dashed lines indicate a decelerating force. Forces due to the impact products are initially large, but

decay rapidly as density drops off with distance and time; in lieu of an ambient neutral background,

particles behave ballistically after the first few microseconds.
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the OML collection force is [80, 41, 89]

F
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c,i =
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(4.42)

where the normalized force in the relative drift direction is F = F/
(

πr2
dne∞kTe

)

. In the OML

limit and for positively charged dust we simply set Fc,i = F OML
c,i . The above expression, how-

ever overestimates the drag force for large, negatively charged dust grains due to sheath forma-

tion [41]. Computing ion currents at the sheath edge using the presheath potential in (4.42),

Fc,i = F OML
c,i (ϕd −∆ϕ), yields a good estimate of the drag force in the thin-sheath limit [98].

There is no obvious definition of ∆ϕ for intermediate-size dust, so we define an effective potential

by imposing current balance, jc,i(ϕeff) = jc,e(ϕd)− jth. Plugging into the ion current and solving

for ϕeff yields

ϕeff =


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(4.43)

The drag due to ions scattered by Coulomb collisions is [50, 42]

Fsc,i = 4βi

(

Ziβ
−1
i ϕd

)2
u−2

i

(

erf
(

ui/
√

2
)

−
√

2

π
ui exp

(

−u2
i /2
)

)

lnΛ, (4.44)

Setting the upper impact parameter cutoff such that the distance of closest approach is equal to some

effective screening length λsc, the Coulomb logarithm is

lnΛ = ln

(

b90 +λsc

b90 + rd

)

, (4.45)

where b90 is the large angle scattering parameter. A great deal of ambiguity remains with respect to
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Figure 4.35: Comparison of the normalized ion forces computed with SCEPTIC and using the

analytic expressions. Results shown are for hydrogen, but data for other mass ratios show similar

trends.

the optimal definitions of b90 and λsc [42]. We take an approach similar to [6] and define

b90

rd

= |ϕd|β−1
i (1+ui)

−1
(4.46)

λsc

rd

= ρ−1 λs

λDe

+1, (4.47)

where we compute λs using (4.40).

As Figure 4.35 shows, computing the ion forces in this manner gives reasonable agreement with

PIC simulation over a broad range of ui and ρ when βi = 1. We find a minor underestimate of the

drag force in the thin sheath limit, where the scattering component is negligible and the collection

force dominates. Adding ui/2 to the normalized force accounts for the discrepancy in the thin-

sheath limit remarkably well [98]. We do not include this correction, however, because the physical

motivation is unclear and the <10% error has minimal effect on dust dynamics.

Setting ϕd = 0 in (4.42) gives the neutral drag force

Fc,n = βn
nn

ne∞

(

√

2

π

(

un +u−1
n

)

exp
(

−u2
n/2
)

+
(

2+u2
n −u−2

n

)

erf
(

un/
√

2
)

)

. (4.48)

Neutral drag includes both contributions from material vaporized on impact and from gases present

in the ambient environment, and may dominate other forces depending on ambient and impact

conditions.

The ion and neutral drag forces dominate throughout the expansion under most plausible con-

ditions. We include contributions due to the electric field, pressure, and polarization forces for
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completeness, however, as they may be non-negligible immediately after impact depending on con-

ditions. These forces, neglecting higher order terms, are [30, 6]

FE = QdE (4.49)

Fp =−4

3
πr3

d

∂ p

∂ r
(4.50)

Fpol =− Q2
d

8πε0

(

λ 2
s + r2

d

)

∂λs

∂ r
, (4.51)

where FE is the force due to the electric field, Fp is the force due to the pressure gradient, and Fpol is

the force due to surface charge polarization by the electric and pressure fields. The total body force

due to external fields is Fext = FE +Fp +Fpol.

Taking the gradient of the potential, the electric field consistent with the expansion model is

E(r, t) =−dΦ

dr
=− 2

r− v0t
Φ(r, t). (4.52)

The pressure is p = ∑α nαkTα and the gradient is d p/dr = ∑α kTαdnα/dr. For impact-generated

species the density gradient is

dnα

dr
=− Ω2(r−u0t)

C2
s (1+Ω2t2)

nα(r, t). (4.53)

The gradient of λDe =
√

ε0kTe/(ne∞e2) is

∂λs

∂ r
=

Ω2 (r−u0t)

2C2
s (1+Ω2t2)

λs. (4.54)

as long as λs/λDe varies much more gradually than the density.

Energy and mass balance

The energy flux from collected particles, assuming all kinetic energy is converted to heat and trans-

ferred to the dust surface, consists of the kinetic energy of the particles in the bulk plasma and the

energy gained or lost in the sheath

Pc,α = Pk,α +Ps,α . (4.55)

Defining the normalized energy flux P = P/
(√

8πr2
dne∞kTevte

)

and accounting for the chosen

sign convention, the sheath contributions to the electron and ion energy fluxes, respectively, are

Ps,e = jeϕd and Ps,i =− jiϕd. Integrating over a Maxwellian distribution yields the kinetic flux at

zero drift velocity [80]

P
OML
k,e =

{

(2−ϕd)exp(ϕd) , ϕd < 0

2+ϕd, ϕd > 0
(4.56)

P
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−1
i ϕd
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, ϕd > 0,
(4.57)
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and, integrating over a drifting Maxwellian when u > 0 results in

P
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
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(4.58)

To account for the decreased ion flux to large dust due to sheath formation, we compute Pk,i with

the effective potential ϕeff previously defined. Evaluating at ϕ = 0, the energy flux due to neutral

collection is

Pk,n =


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(4.59)

The heat lost to thermionic electrons emitted at the dust surface temperature is, on average, W +2kTd

per particle, so Pth =− jth (W/kTe +2τ).
We account for recombination, thermalization, blackbody radation, and ablation at the dust

surface Psurf = Pneu + Ptherm + Prad. Assuming all collected ions recombine and the dust surface

absorbs the emitted energy, Pneu = UiIc,i/Zie, where Ui is the total energy to reach the ionization

state Zi; normalizing, Pneu = Z−1
i jiUi/kTe. Particles of unlike material leave the surface at the dust

temperature [61], resulting in a cooling energy flux of Ptherm,amb =−2kTdΓn,amb/mn,amb. We assume

the dust is of like material to the ions and neutrals ejected on impact and the “unlike” contribution

is due only to fluxes from ambient neutrals; recombined ions will also contribute to this term if the

dust and ions are of unlike material. Computing the OML mass flux with ϕd = 0,

Γn =




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(4.60)

Treating dust grains as blackbody radiators described by the Stefan-Boltzmann law,

Prad =−4πr2
dεdσsb

(

T 4
d −T 4

w

)

, (4.61)
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where εd is the material emissivity and σsb is the Stefan-Boltzmann constant. We use σsb = 0.63 for

aluminum and σsb = 0.18 for the regolith simulant. In space, Tw ≈ 0, but in a confined environment

the presence of a chamber wall at non-negligible temperature Tw reduces the heat lost to thermal

radiation.

Ions and neutrals generated on impact are of the same material as the condensed phase debris,

so mn,imp = mi and the dust growth rate is Γacc = miIi/Zie+Γn,imp. The cooling energy due to these

particles thermalizing and combining with the dust surface is Ptherm,acc =−Γacchd. If the heat flux to

the surface is sufficient, dust particles will ablate, potentially leading to dust destruction. We model

ablation at the surface using an evaporation model [99]

Γabl = 4πr2
dmmat

psat√
2πmmatkTd

, (4.62)

where mmat is the molecular weight of the dust material and psat is the saturation pressure given by

the Clausius-Clapeyron equation

psat = pexp

(

mmat∆hvap (Td −Tb)

kTdTb

)

, (4.63)

where ∆hvap is the heat of vaporization and Tb is the boiling point at pressure p = ∑α nαkTα . The

associated energy flux is Pabl = −Γabl∆hvap. Sputtering processes may significantly contribute to

dust erosion [61, 75], but play a negligible role on temperature, density, and time scales relevant to

impact plasma.

4.4.3 Dust modeling results

Dust survival

Ejected particles experience temperatures on the order of 1–2 eV and densities ne > 1023 m−3 dur-

ing the first few microseconds after impact. Under these conditions, rapid ablation may limit the

survival time of nano-scale particles. We study the effect of plasma density and dust size on sur-

vivability by integrating (4.26) and (4.27), holding the ambient conditions constant. We define

destruction as the point when rd < 10nm. The exact value of this parameter has minimal effect

on the computed survival time because md ∝ r2
d while the energy fluxes and ablation scale as r2

d.

Consequently, decreasing dust size leads to a positive feedback loop and accelerating destruction.

Figure 4.36 shows the effect of plasma density and dust radius on survival time in a 1 eV alu-

minum plasma. Particles that survive the first microseconds after impact will experience negligible

ablation at later times because the plasma density and temperature drop rapidly; indeed, minor dust

growth may occur due to particle collection. The conditions immediately after impact remain un-

certain, but these results suggest ablation at early time may impose a lower bound on debris size.

Ablation may also limit dusty plasma effects in micrometeoroid impacts because impacts by smaller

particles traveling at greater relative velocities lead to less condensed phase ejecta and higher plasma

densities.

Simulated dust trajectories

We compare results obtained from the dust model with experimental data by integrating dust tra-

jectories using the dust charging and dynamics model with plasma conditions computed from the
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Figure 4.36: Dust survival time as a function of plasma density and initial dust radius for an alu-

minum dust particle immersed in an aluminum plasma with Ti = Te = 1eV. The results shown

assume plasma and dust expanding at 1 km/s and an impact-generated gas density nn,imp = 100ne.

Computed survival times vary with the expansion velocity, nn,imp/ne, plasma conditions, and mate-

rial, but results are qualitatively similar for reasonable choices.

renormalization-group expansion model. We use a plasma temperature of Ti = Te = 0.33eV, ini-

tial expansion velocity of v0 = 1km/s, and impact-generated neutral density nn,imp = 100ne unless

otherwise noted. Ions are singly charged and we treat the regolith simulant as a ion species with

the average atomic mass of 20 proton masses. We assume a 0.5 Torr background neutral popula-

tion at 300 K, which corresponds roughly to nn,amb = 1.6 ·1022 m−3, to account for the low vacuum

environment at AVGR.

We estimate the total charge produced using (4.21). The initial scale length for the aluminum

impact is estimated by the crater radius computed using (4.22). The regolith impact occurs over

a longer time scale and ejects much of the debris at later time and with lower velocity; the bulk

of charge attachment, however, occurs shortly after impact. We therefore use the radius of the

initial plume of fast, vertically traveling ejecta as the scale length. Based on high speed imagery,

L0 ≈ 1cm.

Dust charging occurs on short enough time scales that the surface potential and charge are

quasi-equilibrium given rd, Td, and vd. Evolution of the dust temperature and velocity, how-

ever, depends strongly on the ejection temperature Td0 and velocity vd0. Experimental obser-

vations provide a rough bound on the ejection speed, but no data exist for the debris tempera-

ture after impact. We integrate many trajectories with initial conditions uniformly selected from

vd0,Td0 ∈ [500,2000]m/s× [1000,2400]K to study the effect of initial temperature and velocity.

We conduct the simulation for particles with rd = 1µm and rd = 5µm to probe size effects.

In Figure 4.37 we overlay the surface potential as a function of distance from impact site from

all integrated trajectories. The Debye length is on the order of tens of nanometers initially, so

rd ≫ λDe and the thin-sheath limit applies. Plasma currents are sufficient that the thermionic cur-

rent is negligible by comparison. As dust travels into regions of lower plasma density, however, the

thermionic current may become dominant, and some particles charge positively. Small grains may

cool sufficiently before reaching the sensor (roughly 1 m) that the surface charge changes twice.

This suggests that both sensor location and ejection conditions determine the sign of charge ob-

served.

Regolith grains charge positively under a wider range of conditions than aluminum due to

thermionic emission. This is consistent with the observation of mostly negative charge in the plasma
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Figure 4.37: Normalized surface potential as a function of distance from target for aluminum and

regolith particles ejected with varying initial temperature and velocity. Each trajectory corresponds

to an initial condition uniformly sampled from the space vd0,Td0 ∈ [500,2000]m/s× [1000,2400]K.

The surface charge may remain strictly negative (blue), transition from negative to positive (orange),

or change signs twice before reaching the target (green).

data from aluminum impacts and positive charge in impacts on regolith simulant. The material de-

pendence is especially evident for small grains; the charge on a rd = 1µm aluminum particle remains

strictly negative under most conditions, but regolith grains of the same size may charge positively.

Reasons for this behavior are twofold. First, aluminum has much lower melting and boiling temper-

atures and heat loss due to ablation regulates the temperature. Second, the energy flux to the surface

by collected particles is greater for the regolith because the atomic mass is less than aluminum. Ion

and neutral collection power (4.58) and (4.59) depend on µ
−1/2
i,n and more massive ions lead to a

more negative surface potential and decreased electron current and heat flux.

Figure 4.38 shows the surface charge at the plasma sensor distance of 1 m as a function of the

initial temperature and velocity. The difference in surface charge trends is less pronounced for

larger particles, but regolith debris tend to charge more positively. The surface charge of small

ejecta exhibits a strong dependence on the initial velocity; fast particles have less time to cool

enough that the surface charge returns to negative. The initial temperature such that grains reach the

plasma sensors with positive surface charge is inversely related to grain size. Small grains, however,

are ejected at higher velocities than larger debris and heat more rapidly after impact due to higher

surface area-to-mass ratio. Conditions in the post-impact environment are sufficiently extreme to

heat regolith grains with rd . 1–2µm and aluminum grains with rd . 5µm past the melting point

within a few microseconds. This is consistent with evidence of liquid-phase ejecta in impacts on

both materials [78].
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Figure 4.38: Surface charge 1 m from the target (approximately the distance to the plasma sensors)

in units of electron charge (Qd/e) for aluminum and regolith particles as a function of ejection

temperature and velocity. The sign of charge strongly depends on grain size, material, and initial

conditions.
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5 Conclusions

Within this project, we developed and deployed a new suite of hypervelocity impact sensors, in-

cluding RF antennas, plasma faraday cups, and witness plates. We executed a ground-based hy-

pervelocity impact experiment at the AVGR to make measurements of impacts over a range of

target materials and target bias. Finally, we developed new models to interpret these measurements.

Restating our major findings:

1. The background gas slowed the expanding plasma plume from approximately 16 km/s to 10

km/s, which resulted in generation of a Rayleigh-Taylor instability. Using high-speed im-

agery, we found that the expanding, charged dust ring pulled the plasma, causing the plasma

duration to increase by a factor of 10. The dusty plasma was highly negative with current

densities up to 0.1 A/m2, which is 1000 times denser than previously predicted. This has

profound implications for spacecraft safety due to RF emission from dusty plasmas.

2. The dust distribution for regolith simulant followed power law with a D-value of 1.69, which

is in agreement with results from disruption studies on solid basalt. We observed a transition

with increasing ejecta size from circular to more irregular shapes, which provides information

about the phase of the material.

3. Through extension of the OML theory, we were able to characterize the evolution of ejecta

interactions with the background, accounting for physical terms important in high energy

density environments, such as thermionic emission and radiation. The model outputs the

charge, momentum, energy and mass flux across a range of physical regimes spanned by the

expanding plasma.

This research has led to two peer-reviewed journal publications to date, with several more in

progress, in addition to 11 conference and seminar presentations. We expect that the measurements

gathered in the experimental campaign will continue to provide research opportunities for new

students in the future. The OML dust charging model and hydrodynamics simulations developed

through this project will be crucial in capturing dusty plasma effects and plasma expansion geometry

both in future ground-based experiments as well as extrapolating this phenomena to the impacts

experienced by spacecraft in the vacuum of space.
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