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Abstract

Within visual range air combat involves execution of highly complex and dynamic

activities, requiring rapid, sequential decision-making to survive and defeat the ad-

versary. Fighter pilots spend years perfecting tactics and maneuvers for these types

of combat engagements, yet the ongoing emergence of unmanned, autonomous vehi-

cle technologies elicits a natural question – can an autonomous unmanned combat

aerial vehicle (AUCAV) be imbued with the necessary artificial intelligence to perform

challenging air combat maneuvering tasks independently? We formulate and solve

the air combat maneuvering problem (ACMP) to examine this important question,

developing a Markov decision process (MDP) model to control an AUCAV seeking

to destroy a maneuvering adversarial vehicle. The MDP model includes a 5-degree-

of-freedom, point-mass aircraft state transition model to accurately represent both

kinematics and energy while maneuvering. The high dimensional and continuous

nature of the state space within the ACMP precludes the implementation of clas-

sical solution approaches. Instead, an approximate dynamic programming (ADP)

approach is proposed wherein we develop and test an approximate policy iteration

algorithm that implements neural network regression to attain high-quality maneuver

policies for the AUCAV. A representative intercept scenario is specified for the pur-

poses of computational testing wherein an AUCAV is tasked with defending an area of

responsibility and must engage and destroy an adversary aircraft attempting to pene-

trate the defended airspace. Several designed experiments are conducted to determine

how aircraft characteristics and adversary maneuvering tactics impact the efficacy of

the proposed ADP solution approach. Moreover, designed experiments enable effi-

cient algorithmic hyperparameter tuning. ADP-generated policies are compared to
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two accepted benchmark maneuver policies found in the contemporary ACMP liter-

ature, one considering position-only and one considering both position and energy.

Across the 18 problem instances investigated, ADP policies outperform position-only

benchmark policies in 15 of 18 instances and outperform position-energy benchmark

policies in 9 of 18 instances, attaining improved probabilities of kill among problem

instances most representative of typical air intercept engagements. As an interesting

excursion, and for qualitative validation of our approach, maneuvers generated by

the ADP policies are compared to standard, basic fighter maneuvers and common

aerobatic maneuvers. Results indicate that our proposed ADP solution approach

produces policies that imitate known flying maneuvers.
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AIR COMBAT MANEUVERING VIA OPERATIONS RESEARCH AND

ARTIFICIAL INTELLIGENCE METHODS

I. Introduction

“Fighter aircraft exist to destroy other aircraft. The airplane itself may
be considered only a weapons platform designed to bring the weapons
system into position for firing.” (Shaw, 1985)

The primary mission of the United States Air Force (USAF) is air superiority. Achiev-

ing air superiority is often viewed as a necessary precursor to any military operation

(United State Air Force, 2015). The USAF conducts counterair operations continu-

ously using fighter aircraft (i.e. aerial vehicles) to achieve the desired level of control

over an area of responsibility (AOR). The joint counterair framework comprises both

offensive counterair (OCA) and defensive counterair (DCA) operations (Joint Chiefs

of Staff, 2018). OCA operations include the following combat activities: attacking

airfields, suppressing enemy air defenses, and performing fighter escort and sweep

missions. DCA operations include executing active air and missile defense missions

as well as performing many passive activities including camouflage, concealment, dis-

persion, and hardening (United States Air Force, 2019).

Active DCA operations primarily focus on air and missile defense wherein di-

rect defensive actions are taken to destroy, or reduce the effectiveness of, attacking

air and missile threats. Although air-to-air combat has historically been performed

by manned fighter aircraft, the United States Department of Defense (DOD) recog-

nizes the opportunity presented by the ongoing development of autonomous robotic

systems. The DOD predicts the emergence of these systems working together in
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groups to perform complex military tasks, including making autonomous decisions

and delivering lethal force (Joint Chiefs of Staff, 2016). Indeed, many countries, in-

cluding the United States and Australia, are flight testing semi-autonomous aircraft

(Gregg, 2019; Insinna, 2020). Byrnes (2014) contends that the convergence of these

new technologies indicate an impending revolutionary change to air warfare tactics.

More recently, at the 2020 Air Force Association’s Air Warfare Symposium, Elon

Musk, when asked how aerial combat could be revolutionized, declared that locally

autonomous drone warfare is the future and that the fighter jet era has passed. In

response, retired USAF Lieutenant General David Deptula writes that manned fight-

ers will dominate for decades, but does concede that it might be possible one day

to have one-versus-one (1v1) within visual range (WVR) air combat that is fully au-

tonomous (Deptula, 2020). Although the specific timeline is debatable, most agree

that autonomous combat aerial vehicles (AUCAVs) are on the horizon.

Aircraft have performed combat operations since the early days of aviation. The

Wright brothers took the first powered flight in December of 1903 and, shortly after,

the United States military purchased its first aircraft in August of 1909. Early air

combat consisted of pilots employing small arms fire from their cockpits in an attempt

to shoot down enemy aircraft. The first recorded instance of aerial combat occurred in

November of 1913 during the Mexican Revolution. Over the Arizona-Mexico border,

two pilots fired revolvers while circling each other for about 15 minutes, with neither

achieving any hits (Woodman, 1989).

As aviation became a mature science, the military formalized its use with the

National Defense Act of 1920, creating a permanent air service within the United

States Army. From the speed and high altitude emphasis of the 1950s, to the stealth

and maneuverability of the 1990s, as technology advanced so, too, did tactics. With

each new revolutionary change in air combat technology, tactics were developed,
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evaluated, modified, tested, and passed down to the next generation of fighter pilot.

This “human” evolutionary optimization process has proven successful over the years.

However, it loses applicability in the context of AUCAVs. If the human pilot is re-

moved from the aircraft, the natural question becomes: how do we imbue an AUCAV

with the necessary artificial intelligence (AI) to accomplish complex tasks such as air

combat?

One possible solution is to program the AUCAV with so called rules-based logic,

developed from current tactics, wherein the aircraft executes a prescribed maneuver

based on some combination of features of the air combat situation such as the current

geometry. This approach suffers from two major flaws. First, it precludes the ability

to learn new tactics. For example, if scientists and engineers develop a new air-to-air

missile, human pilots must somehow develop employment tactics for both the new

weapon and the autonomous aircraft they cannot fly themselves. Second, it limits

AUCAV performance based on a constraint it no longer has: a human pilot.

To date, WVR air combat tactics have been driven by human limitations. Indeed,

contemporary air combat only involves those maneuvers that human pilots can phys-

ically withstand. Without the physical limitation of a human pilot, an AUCAV has

a much wider range of maneuvers available to it. It can freely pull higher positive

and negative G loads for longer periods of time compared to human pilots. These

higher performance maneuvers yield tighter turns and faster turn rates, providing a

significant advantage in air combat. As an example, Shaw (1985) describes an out-of-

plane lag pursuit roll maneuver used to decrease closure rate and avoid an overshoot

when approaching a target with low angle off tail (AOT) and high overtake. In this

maneuver, the defending aircraft is executing a horizontal turn. The attacking air-

craft pulls up out of the defender’s plane of turn, executes a slow roll as it passes over

the defender, matches turn rate, and dives back down into the defender’s six o’clock
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position. The purpose of the attacker’s slow roll maneuver is to allow the attacking

pilot to keep eyes on the defender (i.e., maintain situational awareness) throughout

the maneuver. For an AUCAV not limited by human eye sight, would this roll be

necessary? Could the AUCAV execute a modified maneuver that puts it in a better

position to counter the defender’s reaction while still allowing it to employ weapons

effectively? Existing fighter aircraft typically employ fixed forward-firing guns, which

drives the desire to maneuver into the defender’s six o’clock position. What if the

AUCAV carried directed-energy weapons capable of firing at targets abeam of, or

directly below, the attacker?

A better solution for generating intelligent AUCAV behavior is to use approximate

dynamic programming (ADP) and reinforcement learning techniques to discover and

optimize maneuvers based on the AUCAV’s capabilities, unhindered by human limi-

tations. This AI approach does not suffer from the flaws of the rules-based method-

ology because, as new capabilities are delivered, new near-optimal maneuvers can be

computed without bias from past experiences.

AI-based air combat maneuver (ACM) policies can inform weapon concept de-

velopment, improve testing and evaluation, and enhance training. Incorporating AI-

based ACM policies (i.e., intelligent behavior models) into existing simulations such as

the Advanced Framework for Simulation, Integration, and Modeling (AFSIM) (West

and Birkmire, 2019) and the Joint Simulation Environment (JSE) (Casem, 2019) in-

creases the realism of the scenarios and usefulness of the results. For example, when

performing simulation-based studies to evaluate effectiveness of futuristic weapons,

the inclusion of intelligent entities yields more meaningful results and better informs

concept development decisions. Moreover, including intelligent entities in a man-in-

the-loop simulator significantly increases its flexibility as both a test and training tool

by allowing for the development of more complex and realistic scenarios (Toubman,
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2020).

This research examines the 1v1 WVR ACM problem (WVR-ACMP) wherein an

AUCAV must make maneuver decisions in the context of a DCA mission. A pa-

trolling friendly (i.e., blue) AUCAV must defend an AOR by destroying an attacking

adversary (i.e., red) aircraft. The resulting WVR-ACMP is formulated as an infinite-

horizon, discounted Markov decision process (MDP) wherein the sequential decisions

consider changes in pitch, roll, and throttle setting. The MDP model determines how

to maneuver the blue AUCAV with the goal of attaining and maintaining a position

of advantage, relative to the red aircraft, from which weapons can be employed.

The MDP formulation is used to develop maneuver policies for a simple yet repre-

sentative intercept scenario. We develop 18 problem instances to explore the efficacy

and robustness of the ADP-generated ACM policies. Moreover, we compare our

ADP-generated policies against two benchmark ACM policies derived from common

decision functions found in the ACMP literature. We also comment on the ability

of the ADP generated policies to replicate common aerobatic maneuvers and basic

combat tactics as described by (Shaw, 1985).

The remainder of this research is organized as follows. Chapter II provides a review

of research relating to the ACMP and aircraft trajectory optimization. Chapter III

presents a description of the 1v1 ACMP, presents the MDP formulation, and describes

the ADP solution approach used to determine the blue AUCAV maneuvers. Chapter

IV presents a quantitative analysis of the resulting maneuver policies as compared

to the benchmark policies and provides qualitative comments on the ability of the

ADP-generated ACM policies to generate common maneuvers. Chapter V concludes

the research and proposes several directions for future research.
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II. Literature Review

Air combat is a highly complex activity that requires the consideration of many

disciplines. Although the goal of this research is to find high-quality air combat ma-

neuver (ACM) policies via stochastic optimization, it is important to understand air

combat and its current issues in general so that appropriate features can be included

in the model. Four areas of literature inform the development and analysis of the

one-versus-one (1v1) within visual range (WVR) air combat maneuvering problem

(ACMP). The first concerns the dynamics of flight and air combat geometry. The

second concerns current and emerging air combat weapons technology. The third con-

cerns the physiological effect of acceleration on human pilots. The fourth concerns

the modeling approaches taken by different communities.

2.1 Aircraft Dynamics

Consider an aircraft in flight. One way to model the motion of the aircraft is to

treat it as a point mass moving through space. Figure 1 shows the angles associated

with this type of point mass model where γ is the flight path angle, χ is the heading

angle, and V is the velocity. The aircraft in this model is free to translate along the

x, y, and z axes. This model is considered a three degree of freedom (3DOF) point

mass aircraft model and represents the lowest level of fidelity for modeling aircraft

motion in three-dimensional space.

Figure 1 shows two frames of reference: the Earth frame and the body frame. The

Earth frame of reference is that of an observer on the ground and is denoted with an

e subscript. It is important to note the Earth frame is centered at a fixed arbitrary

point relative to the Earth and does not follow the center of gravity of the aircraft.

The Earth frame axes are drawn from the aircraft center of gravity to highlight flight
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Figure 1. 3DOF Point Mass Aircraft Model

angles. The body frame of reference is fixed to the aircraft with its origin at the center

of gravity. From Figure 1 it is straightforward to derive the equations of motion for

this 3DOF point mass model.

dx

dt
= V cos γ cosχ (1a)

dy

dt
= V cos γ sinχ (1b)

dz

dt
= V sin γ (1c)

The 3DOF point mass aircraft model can be described as flying a velocity vector

though space where the control inputs are changes in flight path angle, heading angle,

and velocity. This model is popular primarily due to its simplicity and has been

used with ADP techniques to develop reasonable maneuver policies (Wang et al.,

2020). One problematic feature of the 3DOF point mass model is its lack of forces.

For example, intuitively the aircraft should slow down due to drag. However, the

equations of motion as written (i.e., Equations (1a)-(1c)) allow the aircraft to maintain

velocity indefinitely with a commanded change in velocity of zero. Moreover, the

equations of motion do not include the influence of gravity. The model implies a

flight condition with no drag wherein the only means of increasing or decreasing
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altitude is by commanding a positive or negative flight path angle γ.

Consider the same aircraft with all forces acting through the center of gravity while

angular momentum of the rigid body is ignored. Figure 2 shows the forces and angles

associated with this point mass model. The aircraft is free to translate along the x,

y, and z axes. Additionally, the aircraft is free to rotate (i.e., roll, pitch, yaw) about

the x, y, and z axes. This model is considered a six degree of freedom (6DOF) point

mass aircraft model and represents a medium level of fidelity for modeling aircraft

motion in three-dimensional space.

Figure 2. 6DOF Point Mass Aircraft Model

The additional degrees of freedom (i.e., rotation about each axis) necessitate the

addition of a third frame of reference: the wind frame, indicated with a subscript

w. The positive xw axis is defined to be aligned with the velocity vector. Figure 2

shows the forces acting on the aircraft in flight are lift (L), weight due to gravity

(W ), thrust (T ), drag (D), and side-force (Y ). The forces on the aircraft result in

the velocity vector (V ). Five angles are shown, four of which relate to the velocity

vector with the last relating the two frames of reference. The angle of attack (α) and

sideslip angle (β) measure the angle between the velocity vector and the body frame.

The flight path angles (γ, χ) measure the angle between the velocity vector and the

Earth frame. The bank angle (µ) measures the angle between the body frame and
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the Earth frame. The angles α, β, and µ are referred to as aerodynamic angles while

γ and χ are called flight path angles.

The four primary aerodynamic forces are lift, which counters weight, and thrust,

which counters drag. The side-force is the result of non-zero sideslip and/or direct

side-force control (DSFC), which induces lateral accelerations independent of the

aircraft roll and yaw. DSFC can be useful for terminal area tasks (i.e., approach and

landing) and weapons delivery (Binnie and Stengelf, 1979; Watson and McAllister,

1977). Lift always acts along the yw axis, drag always acts along the negative xw

axis, and the velocity vector always acts along the positive xw axis. We assume

thrust always acts along the xb axis. Although not considered in this research, for

completeness, it should be noted that advanced maneuverability systems such as

thrust vectoring violate this assumption. The force of gravity always acts along the

ze axis. Lift, drag, and thrust are functions of velocity, altitude, and aircraft specific

parameters.

L =
1

2
ρV 2SCL (2a)

D =
1

2
ρV 2SCD (2b)

Y =
1

2
ρV 2SCY (2c)

W = mg (2d)

T = f(V, h, E) (2e)

Equations (2a) - (2c) can be found in any entry level aerodynamics text, where

ρ is the density of the atmosphere at the current altitude h; S is the wing planform

area; and CL, CD, and CY are the non-dimensional coefficients of lift, drag, and side-

force, respectively. In general, the non-dimensional coefficients are functions of the

Mach number, angle of attack, and sideslip angle. Equation (2d) is the force of gravity
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wherein m is the mass of the aircraft and g is the constant acceleration due to gravity.

Equation (2e) indicates thrust, which is generally a function of velocity, altitude, and

other engine parameters E, such as the fuel-air ratio and exhaust velocity (Hill and

Peterson, 1992).

Consider the sideslip angle β in Figure 2. When β is commanded to be zero, the

aircraft is said to be in coordinated flight. When β is non-zero, drag is increased,

and for some aircraft, there exists the possibility of entering dangerous flight con-

ditions such as a spin. For these reasons, β is typically commanded to zero during

normal flight operations. Fixing β to be zero allows for some simplification in the

dynamic model (i.e., thrust is always inline with velocity, and side-force is always

zero). Moreover, it reduces the action space in the subsequent MDP formulation,

which improves our ability to find high-quality solutions via ADP. For these reasons,

we set aside a 6DOF aircraft model and instead construct a 5DOF model wherein the

sideslip angle is assumed fixed at zero. This constriction represents an assumption

of coordinated flight. Consider that, in a military context, it may be useful to induce

non-zero sideslip for the purpose of pointing the nose of the aircraft towards a target

to employ weapons. However, this is not a common tactic and is not considered in

this research.

Although more complex, the equations of motion can be derived from Figure 2

using classical mechanics and the coordinated flight assumption (i.e., β = 0 and

Y = 0).

dVwx
dt

=

(
1

m

)
(T cosα−D −W sin γ) (3a)

dVwy
dt

=

(
1

m

)
L sinµ (3b)

dVwz
dt

=

(
1

m

)
(T sinα + L cosµ−W cos γ) (3c)

10



dV

dt
=
dVwx
dt

(3d)

dγ = arctan
dVwz
V

(3e)

dχ = arctan
dVwy
V

(3f)

dx

dt
= V cos γ cosχ (3g)

dy

dt
= V cos γ sinχ (3h)

dz

dt
= V sin γ (3i)

dm

dt
= −cT −

∑
w∈W

Iwmw (3j)

wherein Vwx, Vwy, and Vwz are the decomposed changes in velocity in the wind frame,

α is the angle of attack, and µ is the bank angle. Equations (3a) - (3c) give the

decomposed change in velocity in the wind frame due to the forces of thrust, lift,

drag, and weight. Equation (3d) gives the change aircraft velocity along the xw axis.

Equations (3e) and (3f) give the change in flight path and heading angle, respectively.

Equations (3g) - (3i) are carried forward from the 3DOF model. Equation (3j) gives

the change in aircraft mass over time, wherein c is the specific fuel consumption, Iw

is an indicator functions that returns 1 if the wth weapon in the set of weapons W

has been fired, and mw is the mass of a projectile for the wth weapon. During an

air combat engagement mass is lost in two ways: fuel burn and weapon expenditure.

Mass loss due to fuel burn is a function of the specific fuel consumption and current

thrust while the mass lost due to weapon expenditure is a function of the total

number of weapons expended. For simplicity many aircraft models assume changes

in aircraft mass are negligible over the short duration of combat maneuvering, which

Shaw (1985) notes can be five minutes or less. However, for aircraft that carry many

weapons or have large internal fuel tanks, the change in mass may be influential and

thus should be considered. If the engine and weapons parameters are known, there

11



is no reason to neglect the change of mass over time and risk neglecting a potentially

significant term.

Control surfaces (e.g., ailerons, rudder, elevators, and canards) are aerodynamic

surfaces used to control an aircraft in flight. To execute a maneuver such as a roll, the

control surfaces are deflected, which causes moments about the center of gravity of the

aircraft. These moments translate to changes in the angle of attack and bank angle,

which in turn cause a change in the flight path of the aircraft. Due to mechanical and

electrical efficiencies, the deflections of control surfaces are limited to specified rates

(e.g., the ailerons can be deflected at a maximum rate of 90 degrees per second). Based

on the design of the aircraft, this control surface rate limit corresponds to aerodynamic

angle rate limits (e.g., angle of attack can be changed at a maximum rate of 45 degrees

per second), which in turn corresponds to flight path angle rate limits (e.g., vertical

flight path angle can be changed at a maximum rate of 30 degrees per second). In

terms of fidelity, using control surface deflections as the control variable represents the

highest level of fidelity in aircraft path modeling while using flight path angles (i.e.

γ, χ) represents the lowest. Specifying angle rates at any level implicitly assumes the

modeled aircraft can achieve sufficient rates at lower levels to support the assumed

rate. For example, if we specify that an aircraft can change its vertical flight path

angle γ by 20 degrees per second, we implicitly assume that the aerodynamic angle

rates can support this specification and that the design of the aircraft and control

deflection rates can in turn support those aerodynamic angle rates. In general, the

angular rate limits at any level (i.e., flight path, aerodynamic, control surface) are

specific to the aircraft under consideration.

The models presented thus far have considered the aircraft as a point mass. The

highest fidelity model considers the aircraft as a rigid body, accounts for angular

momentum, and allows for 6DOF motion. The derivation of a 6DOF rigid body
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aircraft model is beyond the scope of this research. Interested readers should consult

the text by Stevens et al. (2015).

At a higher conceptual level, air combat can largely be described as a non-

cooperative geometry problem. That is, a major consideration in air combat is the

relative positions of the aircraft. The primary angles and vectors of concern are shown

in Figure 3 wherein λ is the radar angle, or antenna train angle, ε is the aspect an-

gle, and R is the range between aircraft. The geometric position is defined by these

values. For example, when the attacker’s radar angle and aspect angle are both zero

(i.e., λA = 0◦, εA = 0◦), the attacker is directly behind and pointed at the target.

If the range R is between the minimum and maximum gun range, then the attacker

is able to employ guns on the target. The aspect angles are related and represent

important features in a zero-sum game, which lends itself to a game theoretic view of

air combat.

Figure 3. Air Combat Geometry

Taken from one aircraft’s perspective, the position situation of air combat can

generally be classified as either: advantage, disadvantage, or neutral. Position clas-

sifications are based on regions of vulnerability. For fighter aircraft specifically, the

traditional region of vulnerability is the rear hemisphere as both guns and missile
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are most easily employed against a defender from the rear. For example, when the

attacker’s radar angle and aspect angle are both zero, the attacker is said to have

position advantage. Figure 4a shows this situation wherein the aircraft at the bottom

of the figure is the attacker with a position advantage. The aircraft at the top of

the figure is the defender with a position disadvantage. The zero-sum relationship

between aspect angles results in a mutually exclusive classification of position. When

one aircraft has a position advantage, the other aircraft is at a position disadvan-

tage. Figures 4b and 4c show two neutral orientations wherein neither aircraft has

the advantage.

During air combat both aircraft maneuver to obtain a position advantage for

the purpose of weapons employment. From any geometric position, this involves

turning both to deny an attacker position advantage and to gain position advantage.

Intuitively, the more maneuverable aircraft in terms of turn rate has a better chance

of winning the engagement.

(a) Advantage (b) Neutral (c) Neutral

Figure 4. Air Combat Position Classifications

Another consideration in air combat is aircraft energy. Energy maneuverability

theory was developed by John Boyd and Thomas Christie in the early 1960s as a way

to relate the energy-state of the aircraft with agility (David Aronstein, 1997). At any

given time, the total specific energy of an aircraft is given by the sum of its potential
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energy and kinetic energy, as shown in Equation (4).

Es = h+
V 2

2g
(4)

An aircraft can increase its energy state anytime excess power is available (i.e.,

thrust is greater than drag). This excess power may be used to gain altitude or

increase velocity. Shaw (1985) notes that, in general, being in a higher energy-state

relative to the adversary is advantageous. The pilot with more energy has more

options available. For example, an aircraft with ample potential energy can quickly

gain speed by diving. Conversely, an aircraft with sufficient kinetic energy can climb

easily and quickly.

Aircraft energy is related to the geometric position through turn rate. For exam-

ple, at a constant flight velocity the turn rate can be increased by decreasing altitude

(i.e., energy). That is, energy can be exchanged for increased maneuverability and

thus a better position. The optimal balance between position and energy is a critical

aspect of air combat that is difficult to quantify. Experienced fighter pilots learn to

trade effectively between energy and position to maneuver into and out of positions

of advantage and disadvantage, respectively.

2.2 Air Combat Weapons

2.2.1 Gun

The most ubiquitous air combat weapon is the gun. First used in 1913, the ma-

chine gun was the primary weapon for air combat throughout World War I with most

fighters employing two fixed forward-firing .30 caliber machine guns (Shaw, 1985).

Aircraft performance and armament improved dramatically during the interwar pe-

riod. Increased aircraft performance gave pilots the ability to carry heavier weapons
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such as larger (in size and number) machine guns and cannons (guns that fired explo-

sive shells). Popular fighters during World War II included the P-51 Mustang armed

with six or eight .50 caliber machine guns and the German Me-262 armed with four

30 mm cannons. With the introduction of missiles in the 1950s, focus shifted away

from the gun as the fighter’s primary weapon. As a result many aircraft, such as the

F-4 Phantom II, were designed without a gun. F-4 combat experience in Vietnam

proved the value of the gun, and it was reintroduced by the late 1960s (Dwyer, 2014).

All modern fighters in the USAF inventory are designed with an internally carried

gun although the missile continues to be the primary weapon in air combat (USAF,

2015; Host, 2019). Table 1 lists internal gun parameters for several modern fighter

aircraft (Jackson, 2019; Hunter, 2019).

2.2.2 Air-to-Air Missiles

Air to air missiles (AAMs), first introduced in the mid 1950s, consist of four main

subsystems: seeker, guidance module, propulsion, and warhead (fuze). AAMs can

generally be categorized by employment range and guidance type. Short range AAMs

(SRAAMs) are designed for WVR engagements and typically employ infrared (IR)

or heat seekers and solid rocket motors. Medium and long range AAMs (MRAAMs

and LRAAMs) are designed for beyond visual range (BVR) engagements and gener-

Table 1. Gun Capabilities for Selected Modern Fighters

Aircraft Gun Ammunition Fire Rate (RPM) 1s Bursts
F-15C M61A1 20mm 940 6000 9.4
F-16 M61A1 20mm 511 6000 5.1
F/A-18 M61A2 20mm 400 6000 4
F-22 M61A2 20mm 480 6000 4.8
F-35A GAU-22/A 25mm – 3300 –
J-10B GSh-23 23mm – 3500 –
J-20 GSh-301 30mm 150 1800 5
Su-35 GSh-301 30mm 150 1800 5
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ally employ one of several radar guidance methods. To maximize range, MRAAMs

and LRAAMs use a variety of motors including liquid fuel or even ramjet engines.

SRAAMs are the primary AAM of interest for the 1v1 WVR ACMP.

SRAAMs primarily employ IR seekers, which track and guide the missile toward

IR sources such as a target aircraft’s engine exhaust or, to a lesser extent, its skin,

which radiates in the IR band due to aerodynamic heating. Since the mid 1970s,

IR seekers have been sufficiently sensitive to lock and track a target from all aspect

angles. The range at which a lock is achieved depends on the aspect angle. Engine

exhaust provides a stronger IR return than the aircraft’s heated skin; thus an IR lock

on the rear of a target can be achieved at a much greater distance than from a high

aspect approach. For example, the Russian made RVV-MD IR missile is advertised

to have a maximum range of 40 km against strong IR targets and a 10 km range

against a fighter sized target approaching head on (Udoshi, 2017).

Arguably the most limiting factor of SRAAMs is the seeker field of view (FOV).

Generally a target must be contained within the seeker FOV in order for a launch

to occur. Early missiles had narrow FOVs that required the aircraft to be pointed

at the target long enough for the missile to acquire and track the target. Advances

in seeker technology led to improved missiles with FOVs encompassing the entire

forward hemisphere. Table 2 contains parameters for selected SRAAMs (Udoshi,

2017).
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Table 2. Capabilities for Selected Short Range Missile

Range (mi) Seeker FOV

Missile Weight (slug) Min Max Launch Flight Max Speed (M) Max G

AIM-9X 5.8 – 6.2 ±90◦ ±90◦ – –

IRIS-T 6.2 – 15.5 ±90◦ ±90◦ – –

A-Darter 6.4 – 12.4 ±90◦ ±90◦ – 100

PL-5E 5.7 0.5 9.9 ±25◦ ±40◦ 2.5 40

PL-9C 7.9 0.5 13.7 ±30◦ ±40◦ 3.5 40

TY-90 1.4 0.5 3.7 ±40◦ ±40◦ 2 20

R-60 3.0 – 5.0 ±20◦ ±20◦ 2 –

RVV-MD 7.3 0.3 24.9 ±75◦ ±75◦ – –

Among the various guidance laws for interceptor missiles, proportional navigation

(PN) is the most well known. First developed in the 1950s, PN has seen widespread

use among missile systems and is the basis of many modern guidance laws. PN

is a straightforward method for homing guidance wherein the commanded missile

acceleration is proportional to the rotation rate of the line of sight (LOS) vector

between the missile and target. Equations (5a)-(5d) give the commanded acceleration

~a of the missile wherein ~Ω is the LOS rotation vector, ~Vr is the relative velocity

between the target and missile, ~Vt is the velocity of the target, ~Vm is the velocity

of the missile, ~R is the range between the target and missile, ~Rt is the range of the

target, ~Rm is the range of the missile, and N is the proportionality constant.

~a = N~Vr × ~Ω (5a)

~Ω =
~R× ~Vr
~R · ~R

(5b)

~Vr = ~Vt − ~Vm (5c)
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~R = ~Rt − ~Rm (5d)

Equation (5a)-(5d) provide a simple form of PN that is optimal for a non-maneuvering

target but is sub-optimal for maneuvering targets. Several modern guidance laws have

augmented simple PN to achieve better results against maneuvering targets (Mur-

taugh and Criel, 1966).

2.2.3 Directed Energy Weapons

The world’s first optical laser was introduced in 1960 by researchers at the Hughes

Aircraft Company (Maiman, 1960). Light detection and ranging (LIDAR) systems

were developed in the 1970s and 80s and proved useful for mapping and target desig-

nation. These systems require very low power and were thus easier to develop. They

have since been widely proliferated (Wilson, 2018).

Directed energy weapons (DEWs) are generally more complex systems and re-

quire significantly more power. During the 1970s, the first DEW, Airborne Laser

Laboratory (ALL), was tested and demonstrated the ability to shoot down missiles

in flight. The ALL system utilized a 400 kW chemical laser installed in a KC-135

aircraft (Sabatini et al., 2015). The follow on effort to ALL was the Airborne Laser

(ABL) system (shown in Figure 5a), which used a chemical laser mounted in a Boeing

747-400F aircraft. The ABL was capable of firing at most 40 3-5 second laser bursts.

The ABL successfully demonstrated the ability to shoot down multiple targets in

2011 (Sabatini et al., 2015).

After the cancellation of the ABL program in 2012 the advanced tactical laser

(ATL) program was initiated to adapt the ABL technology for use by smaller aircraft

such as the C-130H (shown in Figure 5b) with the goal of developing a 100 kW class

laser with range greater than 10 km (Hambling, 2020). Other projects include (1)
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DARPA’s Aero-Adaptive/Aero-Optic Beam Control (ABC) program, which seeks to

develop turrets (shown in Figure 5c) that give 360 degree coverage around an aircraft

to enable high-energy lasers to engage other aircraft and incoming missiles, and (2)

the Air Force Research Lab’s (AFRL) Self-Protect High-Energy Laser Demonstrator

(SHiELD) program, which seeks to provide a high power laser within the size, weight,

and power confines of an F-15 pod by FY2021 (Keller, 2014; Cohen, 2019). Air Force

Special Operations Command (AFSOC) announced that it intends to flight test a 60

kW laser installed in an AC-130J gunship by 2022 (Hambling, 2020).

(a) ABL (b) ATL (c) ABC

Figure 5. Progression of Aircraft DEW Technology

Clearly, since their introduction in 1960, lasers have become smaller, more avail-

able, and more powerful at an increasingly rapid pace. Although not possible today,

it is reasonable to assume that a laser weapon similar to that installed on the AC-130J

scheduled for test in 2022 could be further developed to fit a fighter aircraft internally

in the near future.

For the purpose of this research, we consider aircraft with only an internally

carried gun. The inclusion of additional weapons into the MDP model is discussed

in Chapter III.

2.3 Physiological Effects of Acceleration

Acceleration is one of the many physical stresses that occur during air combat.

Loss of consciousness (LOC) during certain aerobatic flight maneuvers was first re-

ported in 1918. As aircraft performance improved dramatically during the 1980s,
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acceleration-induced loss of consciousness (G-LOC) due to a lack of cerebral perfu-

sion (i.e., lack of blood and oxygen to the brain) became a reoccurring issue for fighter

pilots that persists today (Newman, 2016).

G-LOC occurs during turning flight when the pilot experiences centripetal acceler-

ation due to the additional force required to turn the aircraft. Consider an aircraft in

a coordinated horizontal turn (i.e., zero sideslip angle and altitude remains constant),

as shown in Figure 6, where R is the turning radius and n = L/W is the load factor.

To maintain the horizontal turn, lift L must be increased such that L cosµ = W .

The vector nW opposes the lift and is the apparent weight felt by the pilot, along

the zb axis, where the load factor n is the number of Gs pulled. As an example, a

coordinated horizontal turn with bank angle µ = 60◦ is a +2 G maneuver. By conven-

tion positive Gs (+Gz) occur when the pilot feels the apparent weight pulling down

(i.e., when their head points to the inside of the turn) and negative Gs (-Gz) occur

when the pilot feels the apparent weight lifting them from the seat (i.e., when their

head points to the outside of the turn) such as in a steep dive. G loads along the

transverse (Gx) and lateral (Gy) are possible but uncommon during typical flight.

All following references to G loads refer to the positive vertical (+Gz) axis unless

otherwise specified.

Figure 6. Coordinated Horizontal Turning Flight
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Balldin (2002) provides a thorough description of G-LOC. When a pilot experi-

ences a positive acceleration, the apparent weight of their blood is increased, and it

becomes difficult for the heart to sustain adequate perfusion to the brain (i.e., blood

pressure above the heart drops). Sustained G loads can lead to brain ischemia, or

a lack of blood flow to the brain, which results in grayouts (dimming of vision and

narrowing of visual fields), blackouts (loss of vision), and after 10 seconds, LOC.

Although not as common, negative accelerations (-G) have the opposite effect with

regard to arterial blood pressure, inducing a redout or reddish fogging of the vision,

increased ocular pressure, and in sever cases, compression of brain tissue. A com-

bination of negative G loads followed by positive G loads, known as the push-pull

effect, can significantly reduce a pilot’s G tolerance causing them to become more

susceptible to G-LOC.

The effect of G loads on pilots has been studied for many years and continues to

be an active area of research (Tripp et al., 2006; Whinnery and Forster, 2013; Whin-

nery et al., 2014; Newman, 2016). Researchers have found that, depending on the

rate of G load onset, pilots may experience degraded memory and tracking abilities

about 10 seconds prior to the G-LOC event. Pilots remain unconscious for about 12

seconds (absolute incapacitation) and then experience a 12-second period of confusion

while regaining consciousness (relative incapacitation). Full task performance recov-

ery from the onset of G-LOC symptoms could take upwards of 87 seconds. In terms

of air combat, a G-LOC event would likely prove fatal as even a 30-second period of

incapacitation followed by instantaneous recovery would provide an adversary ample

time to obtain an advantageous position.

An unprotected human can tolerate about 4G before losing consciousness. Several

devices and techniques have been introduced in an effort to improve this tolerance

level. The anti-G straining maneuver (AGSM) and anti-G suits (AGS) were intro-
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duced in the 1940s and allowed pilots to withstand limited periods of 7G loads.

Aircraft of the 1980s and 90s were structurally capable of sustaining 9G maneuvers;

however, their maneuverability was limited to about 7G due to the maximum human

tolerance with pilot AGSM and early model AGSs. Skilled use of the AGSM paired

with modern AGSs allow experienced pilots to operate at levels up to 9G. Performing

the AGSM is particularly fatiguing at high G (Newman, 2016). Subsequent advance-

ments in anti-G equipment include the extended coverage AGS (ECGS), balance

pressure breathing vests, and assisted positive pressure breathing for G protection

(PBG) systems.

ECGSs provide a slight improvement in peak G tolerance. As noted by Newman

(2016), researchers have found the ECGS increases a pilots peak G tolerance from

about 9.4G with the standard ASG and AGSM to 10.6G with a full ECGS and AGSM

(Paul, 1996). The PBG system works to eliminate the fatigue associated with the

AGSM at high G. Although it does not eliminate the need to execute an AGSM,

it reduces the workload and allows the pilot to tolerate the high G environment for

longer periods of time. In simulated air combat maneuver profiles, experienced pilots

have successfully endured alternating 10 second periods of 5G and 9G loads for more

than 12 minutes (Balldin, 2002). However, even with these advancements G-LOC

continues to be an issue in modern fighters. Within the USAF alone, 18 mishaps

between 1982 and 1990 were attributed to G-LOC events (Lyons et al., 1992). More

recently, G-LOC was determined to be the cause of two F-16 mishaps (Bacon, 2011;

Cunningham, 2018), and symptoms of G-LOC onset (known as almost LOC or A-

LOC) were determined to cause an F-22 mishap (Eidsaune, 2009).

All modern fighter aircraft have been developed for human pilots and thus have

been structurally designed for flight up to about 9Gs, which coincides with the cur-

rent acceleration tolerance levels of pilots. Advances in autonomy have made possible
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the concept of autonomous fighter aircraft that could be designed with structural

tolerances greater than 9Gs. Although limited information is available regarding the

upper acceleration limit for purpose-built unmanned fighter aircraft, Balldin (2002)

notes that recent aircraft improvements have necessitated study of human acceler-

ation up to 12G. Many human centrifuges have been built to withstand sustained

30G loads, and, although not a direct comparison, many missiles can withstand com-

manded accelerations of 40G or more (Bates and Santucci, 1990; Udoshi, 2017). It is

conceivable that an AUCAV may be designed to withstand sustained loads of 12 to

20G or more for an indefinite period of time. This increased loading greatly expands

the design space and flight envelope for such aircraft, which could allow for much

more aggressive tactics (Anderson, 2008).

2.4 Modeling Approaches

The ACM literature can generally be divided into three broad categories defined by

the specific modeling approach employed: operations research methods, control the-

ory, and game theory. Each of these approaches are rooted in different communities:

operations research, engineering, and economics, respectively. Aircraft maneuvering

has been studied extensively by the engineering community since the 1940s. Until

recently, operations research and game theory approaches saw limited application due

to the computational complexity of the ACMP and limitations in computer resources.

2.4.1 Operations Research

The field of operations research is concerned with applying analytical methods to

decision making problems. The 1v1 WVR ACMP can be viewed as a sequential deci-

sion making problem wherein the pilot must make maneuver decisions with the goal of

maneuvering to a position of advantage from which weapons can be employed against
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the adversary. At the time, dynamic programming (Bellman, 1952) received little

attention as a solution procedure for this type of problem due to the computational

complexity of relevant air combat scenarios.

McGrew et al. (2010) appear to be the first to demonstrate the feasibility of

applying an approximate dynamic programming (ADP) solution procedure to an air

combat problem. The authors consider a two-dimensional, altitude restricted, fixed

velocity, 1v1 WVR air combat scenario and formulate the problem as an MDP. The

system state is defined by the absolute position and orientation of each aircraft while

the action space is limited to basic movements across the two dimensional plane:

roll-left, maintain current bank angle, or roll-right. The aircraft motion is governed

by two dimensional point mass motion equations. The reward structure incentivizes

maneuvering to a position aft of and pointed towards the adversary aircraft. Unique

to the work is a flight test of the policy with micro unmanned arial systems (UAS)

in a lab environment to compare computational trajectories with flight test data.

The reward structure of an MDP formulation of this type of problem defines the

weapon engagement zones (WEZs), or the areas from which weapons can be employed

on the target. The reward structure used by McGrew et al. (2010) corresponds to

a desire to maneuver into a six o’clock position relative to the adversary aircraft

(i.e., directly behind the adversary aircraft). Although this is generally considered

the most advantageous position in air combat, it is not the only position from which

weapons, such as fixed forward-firing guns, can be employed. For example, Shaw

(1985) notes that the gun can be employed at almost any aspect although some are

more effective than others. In particular, gun shots on the nose are more lethal

because of the increased projectile kinetic energy. The reward structure defined by

McGrew et al. (2010) is limiting because it defines only a portion of the true gun

employment envelope and precludes policies that would employ the gun at high aspect
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angles. As an example, several behavior models participating in the Defense Advanced

Research Projects Agency (DARPA) AlphaDogfight Trials exploited uncommon, but

feasible, gun shots and were able to defeat a trained fighter pilot in simulated combat

(Everstine, 2020).

Fang et al. (2016) extend McGrew et al. (2010) by considering the third dimension,

altitude. In their model, the state of the system is defined by the absolute position

and orientation of each aircraft while the action space consists of seven standard

maneuvers: maintain steady flight and six maximum G loading maneuvers including

pull-up, dive, left bank, right bank, acceleration, and deceleration. The authors

incorporate a 4DOF point mass aircraft model by adding roll control to a 3DOF point

mass model. The reward structure borrows from McGrew et al. (2010) but includes

an additional term for aircraft energy. Although an improvement of McGrew et al.

(2010), two limitations are evident. First, the energy-position tradeoff is defined

explicitly in the reward function. Second, the authors use primarily maximum G

loading maneuvers as action choices.

The reward structure used by Fang et al. (2016) is similar to McGrew et al.

(2010)’s and is limiting for the same reasons. At its core, air combat is a game

of position and geometry. The concept of energy maneuverability and its trade off

with position was developed from air combat experience and is influenced by existing

aircraft capabilities and human experience. This experience has been passed forward

to younger generations, and pilots are taught when to maneuver for energy and when

to trade that energy for position. By explicitly including a weighted energy score

into the reward function and tuning the weights, the behavior of the agent (i.e.,

computer pilot) is being influenced. Much like the human experience, the agent in

these solution approaches is being instructed on a particular trade off based on human

experience with existing aircraft. This forced preference mechanism is undesirable for
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the purpose of exploring novel AUCAV configurations and maneuver policies that may

not yet exist. It is possible that new configurations are best utilized under a different

trade off scheme than what is currently taught to human pilots. It is preferable for

the aircraft dynamic model to be of sufficient fidelity to implicitly capture energy

effects and for the concept of energy maneuverability and energy-position trade-off

to be learned by the agent.

Bang-bang guidance describes a system wherein controls are driven to their lim-

its regardless of the magnitude of correction required. Considering only maximum

G loading maneuvers in the action space is a form of bang-bang guidance and is

a strong assumption for air combat maneuvering as there are scenarios where fine

control maneuvers are preferred. For example, an out of plane lag-roll maneuver, as

described by Shaw (1985), is used to reduce the closure rate between two aircraft.

In this situation the attacking aircraft should pull-up just enough (not necessarily to

maximum G loading) to reduce airspeed to facilitate maneuvering into the six o’clock

position. Moreover, during a simulation with a time step of 0.01 seconds, sudden

large changes in command inputs such as maximum loading left bank to maximum

loading right bank might not actually be possible in an aircraft due to control rate or

overall G limits. An action space defined in terms of changes in control inputs, rather

than absolute control positions, would alleviate these issues. It should be noted that

this type of action space is incompatible with the 4DOF model used by the authors.

Wang et al. (2020) contribute the most recent work in this area. The authors

consider the three dimensional 1v1 WVR ACMP with the system state defined by

the absolute position, orientation, and velocity of each aircraft, similar to Fang et al.

(2016). The action space consists of sets of discrete incremental changes to the flight

path and velocity, addressing the bang-bang guidance issues of Fang et al. (2016).

The authors incorporate a 3DOF point mass aircraft model. The reward function is
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identical to that used by McGrew et al. (2010) but parameterized to represent ranges

applicable to full size fighters rather than micro-UASs.

As with any modeling choice, there are advantages and disadvantages with the

3DOF point mass approach. The primary advantage (beyond simplicity) is that it is

generally aircraft agnostic. In other words, by specifying flight path rates that are

representative of a particular class of aircraft (e.g., fighter aircraft), one can find a

high-quality flight path. Utilizing the maneuver generator process described by Snell

et al. (1989) and a 6DOF rigid body aircraft model, Wang et al. (2020) are able to

generate high-fidelity simulations of a particular aircraft attempting to execute the the

high-quality flight path. This approach requires additional analysis to determine how

well the aircraft of interest follows the high-quality flight path. It is possible that a

high-quality flight path for a 3DOF point mass model is actually a lower-quality path

for the 6DOF model or that the 6DOF model cannot reasonably follow the prescribed

flight path at all due to features of the 6DOF model that are not accounted for in

the lower fidelity 3DOF representation (e.g., limits on control surface rates).

Being platform agnostic is also a disadvantage. Depending on the difference be-

tween the flight path rate limits selected for modeling and the flight path rates of the

specific aircraft of interest, a 6DOF rigid body simulation may not be able to follow

the prescribed flight path exactly. In the worst case, the simulated aircraft will be

unable to follow the prescribed path and instead exhibit much lower-quality behav-

ior. In other words, by generalizing the model, we risk finding high-quality maneuver

paths, as intended, for a 3DOF point mass model that are actually of low-quality

when executed by a subsequent higher-fidelity model, such as a 6DOF rigid body

model in the case of Wang et al. (2020). Moreover, this approach does not necessarily

capitalize on the full capabilities of any given aircraft because it does not account for

specific aircraft parameters.
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A secondary disadvantage of the 3DOF point mass model is its implicit restricting

of the reward function. For the ACMP, the stochastic optimization process involves

construction of reward functions that represent WEZs. The 3DOF point mass model

does not control any of the aerodynamic angles shown in Figure 2 and thus precludes

the use of reward structures that are functions of these angles.

A simple albeit non-fighter example of this issue is the AC-130 gunship. The

gunship contains three weapons: 25mm, 40mm, and 105mm cannons. These cannons

are mounted to fire out of the port (left as viewed by the pilot) side of the aircraft

at targets on the ground. As depicted in Figure 7, the WEZs for these weapons are

clearly a function of the bank angle µ, altitude he, and weapon FOV. A 3DOF point

mass model that does not specify bank angle is insufficient for the reward function

that describes the WEZs of these weapons. For reward structures that utilize the

aerodynamic angles, a model with additional DOFs must be used. In the context

of air combat, a laser weapon could be an example of a WEZ that is a function of

aerodynamic angles. The WEZ of the turret shown in Figure 5a is independent of µ,

whereas the WEZs of the turrets shown in Figure 5b and 5c are both functions of µ.

Figure 7. Notional µ Dependent WEZ
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2.4.2 Control Theory

The field of control theory (see Frank, 2018) is rooted in the engineering com-

munity and is concerned with the control of dynamic systems. The optimization of

aircraft trajectories with control theory has been studied for many years. The highly

coupled and nonlinear nature of the differential equations governing aircraft dynamics

makes the problem of optimizing general maneuvers difficult. Optimization criteria

typically involve time to complete a maneuver; linear approximation methods, such

as perturbation theory (see Naidu, 2002), have been used to simplify the problem

although other numerical methods exist (Lachner et al., 1995). These methods have

been applied to small fighter combat problems such as a 180 degree turn to fire a

missile, the minimum time to intercept a target, minimum time heading reversal, and

a head-on missile duel (Jarmark and Hillberg, 1984; Rajan and Ardema, 1985; Boc-

varov et al., 1994; Jarmark, 1985). Another difficulty with control theory solutions

to the ACMP is capturing the uncertainty regarding the opposing aircraft’s actions.

Although these methods are useful for studying maneuvers in idealized scenarios,

they have not proven to be well suited for developing full maneuver policies in a 1v1

ACMP scenario.

One possible approach utilizing this work is to develop a number of individualized

scenarios for study, find optimal maneuvers for each, and then compile a maneu-

ver library that can be indexed when a particular situation arises in an air combat

simulation. A similar process, based on basic fighter maneuvers (BFM) rather than

optimized maneuvers, has been implemented in several different air-to-air models with

varying results (Burgin and Sidor, 1988). This rule based approach uses a decision

matrix to choose the maneuver that maximizes the pilot’s objective function (e.g.,

reduce the distance between the attacker and defender). Two major limitations with

early implementations of this approach are the inability to allow for adaptation be-
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tween maneuvers and the heavy influence of existing tactics. Each maneuver from

the library is treated as an event that, once selected, is executed fully. The resulting

state of the air combat is determined, and a new maneuver is selected based on a

pre-defined set of engagement phases. In reality, pilots in combat rarely complete

these basic maneuvers fully because of the constant changes in the situation as each

aircraft respond to the other. To address this issue, Burgin and Sidor (1988) apply a

so called trial-maneuver approach that considers smaller “tactical” maneuvers (i.e.,

continuation of the current flight path, or maximum G turn) rather than complete

BFM maneuvers. By shrinking the decision horizon and the scope of a maneuver,

the ability to adapt between maneuvers can be achieved. However, the system still

suffers from the second limitation.

2.4.3 Game Theory

The field of game theory is concerned with modeling self-interested, rational de-

cision makers and is rooted in the economic community. The analysis of ACMPs can

generally be traced back to the homicidal chauffeur pursuit-evasion game originally

described by Isaacs (1951). Although pure pursuit-evasion formulations are useful for

certain types of air combat problems (e.g., an aircraft evading a missile), they are

inappropriate for the 1v1 WVR ACMP. The primary shortfall is that pursuit-evasion

assumes distinct roles, that one aircraft is the pursuer and the other is the evader.

In other words, the evader never becomes the pursuer. In reality, each aircraft is

pursuing the other and both have the opportunity to “win” the engagement.

From the game theoretic perspective, the 1v1 WVR ACMP is a two-target differen-

tial game, as discussed by Blaquière et al. (1969) and Getz and Leitmann (1979). The

game is commonly viewed as zero-sum with each aircraft using the same target sets

(i.e., WEZs), which corresponds to each aircraft possessing the same weapons. The
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literature distinguishes between two solution methodologies: qualitative and quanti-

tative (Grimm and Well, 1991). A qualitative approach considers the four possible

outcomes of the game (i.e., single kill of either aircraft, mutual kill, or draw) and com-

putes the regions in space from which a particular outcome is guaranteed to occur.

The qualitative approach does not yield optimal flight paths to achieve the identified

outcomes. Qualitative solutions have been found for variations of the 1v1 ACMP by

following the methodology first developed by Isaac (1965) and expanded by Shinar

and Davidovitz (1987) (see Merz, 1985; Davidovitz and Shinar, 1985, for examples).

Quantitative approaches tend to use solution procedures common in the control

theory field. Austin et al. (1990) use a game-matrix approach to determine maneuver

policies for helicopters. Virtanen et al. (2006) use an influence diagram over a limited,

moving horizon to determine maneuvers in a 1v1 air combat scenario. As noted by

McGrew et al. (2010), longer planning horizons than those implemented by Virtanen

et al. (2006) are desired so as to avoid greedy maneuver decisions.
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III. Methodology

3.1 Problem Description

Air combat is the primary mission of the United States Air Force (USAF). The

most basic form of air combat is the one-versus-one (1v1) within visual range (WVR)

engagement. During the course of a typical air combat engagement each aircraft

attempts to maneuver into a position from which weapons can be employed. Simul-

taneously, each aircraft maneuvers to deny the adversary an opportunity to employ

weapons. As a first step toward analyzing the general 1v1 WVR air combat ma-

neuvering problem (ACMP) with higher fidelity aircraft and weapons models, we

consider the special case wherein the attacking aircraft is a high fast flyer (e.g., an

interceptor aircraft or cruise missile) attempting to penetrate a defensive zone and

attack high value assets. The defending aircraft is an autonomous unmanned combat

aerial vehicle (AUCAV) with limited armament (i.e., only an internally carried gun

representative of currently fielded technologies).

In a defensive counter air (DCA) or airborne missile defense (AMD) operation, a

friendly (i.e., blue) AUCAV patrols a bounded area of responsibility (AOR) forward

of friendly assets that may be vulnerable to attack, such as tanker, mobility, or

intelligence, surveillance, and reconnaissance aircraft. The blue AUCAV loiters in

the AOR for the duration of the assigned mission, which may be limited by time or

fuel status. We assume the blue AUCAV carries external fuel tanks when patrolling

the AOR and immediately drops them upon an incursion by an attacking (i.e., red)

aircraft. Hence, we assume the blue AUCAV begins all engagements with a full fuel

tank.

When a red aircraft enters the AOR, the blue AUCAV moves to engage the threat.

We assume the red aircraft’s mission is to pass through the AOR, employing one of
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two evasive maneuver schemes. The first evasion tactic is employed as follows. Upon

entry into the AOR, the red aircraft is flying at cruising speed. If the blue AUCAV

approaches within an alert distance d1 of the the red aircraft, it evades by increasing

its velocity by an amount proportional to the relative velocity between itself and the

blue AUCAV (i.e., the closing speed of the blue AUCAV). For example, suppose the

red aircraft is cruising at 530 ft/s with an alert distance of d1 = 5, 280 ft (i.e., one

mile). As the blue AUCAV approaches within one mile of the red aircraft at a velocity

of 1,000 ft/s, the red aircraft increases its velocity by p(1, 000− 530) wherein p is the

proportion of the relative velocity by which the red aircraft increases its own velocity.

In this example, if p = 1/10 the red aircraft increases its velocity by 47 ft/s. We call

this policy the “Burn” evasive maneuver because the red aircraft attempts to escape

by only increasing its speed.

The second evasion tactic is a modification of the Burn maneuver. The red air-

craft increases its speed as in the Burn maneuver. Additionally, if the blue AUCAV

approaches within a second alert distance d2 of the red aircraft, it evades by in-

creasing its flight path angle and executing a right turn. The red aircraft continues

its climbing turn until the blue AUCAV is no longer within the first alert distance

d1, at which point the red aircraft turns back to a heading of 0◦ to continue its ef-

fort to maneuver through the AOR. We call this policy the “Turn & Burn” evasive

maneuver because the red aircraft attempts to escape by increasing its speed while

simultaneously executing a climbing turn.

The engagement terminates due to one of three conditions: (1) the red aircraft

is destroyed by the blue AUCAV, (2) the red aircraft leaves the AOR, (3) the blue

AUCAV departs the AOR. The blue AUCAV is considered to have departed the AOR

when its fuel reserves are depleted (i.e., it crashes due to fuel). If the red aircraft is

destroyed before departing the AOR, the blue AUCAV is credited with a victory. If
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the red aircraft departs the AOR, the blue AUCAV is credited with a defeat. If the

blue AUCAV departs the AOR, or crashes, it is credited with a loss (i.e., worse than

a defeat).

AUCAV aerodynamic and engine performance data are derived from National

Aeronautics and Space Administration (NASA) technical reports (Smith et al., 1979;

Gilbert et al., 1976; Fox and Forrest, 1993) on several developmental variants of the

F-16. While representative of modern jet fighters, the data used in this research is

not intended to represent any specific aircraft. The AUCAV is limited to a maximum

acceleration load of 18G (i.e., twice the approximate human threshold) for an indefi-

nite amount of time. We assume the AUCAV structure can handle the sustained load

with no other limitation on time.

We assume the blue AUCAV and red aircraft have perfect information. That

is, the AUCAV knows the exact position and attitude of the target red aircraft and

the red aircraft knows the speed of the blue AUCAV at all times. In an operational

context this corresponds to having perfect sensors or receiving perfect data from an

outside source such as an airborne early warning and control (AWACS) aircraft.

3.2 MDP Formulation

The objective of the Markov decision process (MDP) model is to determine high-

quality maneuver policies for the blue AUCAV given a set of weapons and acceleration

limitations in order to maximize expected total discounted reward over an infinite

horizon. Sequential maneuver decisions are made according to a fixed time step δt.

Let T = {0, δt, 2δt, ...} be the set of decision epochs over which the engagement occurs

and maneuver decisions are made.
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3.2.1 State space

We extend Wang et al. (2020) when developing the state space for our MDP

model. Let St = (Bt, Rt) ∈ S denote the state of the system wherein Bt is the status

tuple for the blue AUCAV and Rt is the status tuple of the red aircraft at time t.

The state of the AUCAV is given as a tuple

Bt = (KtB, Gt), (6)

wherein KtB is a tuple describing the kinematic status and Gt is a tuple describing

the status of the internally carried gun at time t.

The kinematic status of the AUCAV at time t is given as a tuple

KtB = (xt, yt, zt, Vt, γt, χt, αt, µt, T
thl
t ,mt, ft), (7)

wherein xt, yt, zt is the three dimensional position of the aircraft in the fixed Earth

reference frame; Vt is the velocity of the aircraft along the x axis of the wind reference

frame; and γt and χt are the flight path and heading angles in the fixed Earth frame,

respectively. The variables αt and µt are respectively the angle of attack and roll

angle of the aircraft; T thlt is the throttle setting, mt is the mass of the aircraft; and ft

is the amount of fuel remaining.

The status of the internally carried gun at time t is given as a tuple

Gt = (agt ), (8)

wherein agt is the amount of gun ammunition remaining.
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The state of the red aircraft is given as a tuple

Rt = (KtR), (9)

wherein KtR is a tuple describing the kinematic status of the red aircraft at time t.

The kinematic status of the red aircraft at time t is given by

KtR = (xt, yt, zt, Vt, γt, χt), (10)

wherein xt, yt, zt is the three dimensional position of the cruise missile in the fixed

Earth reference frame; Vt is the velocity of the missile along the x axis of the wind

reference frame; and γt and χt are the flight path and heading angles in the fixed

Earth frame respectively.

3.2.2 Action space

The decision of the blue AUCAV at time t is given as a vector

xBt = (xαt , x
µ
t , x

thl
t , xgt ), (11)

wherein xαt is the change in angle of attack; xµt is the change in roll angle; xthlt is the

throttle setting, and xgt is the binary decision to fire the gun.

Let ZB be the set of states for which the blue AUCAV is in the weapon engagement

zone (WEZ), which is given by

ZB = {St : λt,B < 30◦, 500 ≤ R(Bt, Rt) ≤ 3000} (12)

wherein λt,B is the radar angle of the blue AUCAV and R(Bt, Rt) denotes the range

between the blue AUCAV and the red aircraft at time t.
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For the firing decision xgt , 0 indicates a decision to not fire the gun and 1 indicates

a decision to fire the gun. When the blue AUCAV is in the WEZ (i.e., St ∈ ZB) it

can employ weapons against the target, i.e., xgt ∈ {0, 1}. When the blue AUCAV is

not in the WEZ (i.e., St /∈ ZB) it cannot employ weapons against the target, i.e.,

xgt = 0. The aerodynamic angle rates are a function of the specific aircraft being

modeled and the selected time step δt. Let αLi and αUi denote the lower and upper

bound on the angle of attack.

The discrete sets of allowable state dependent actions for each decision variable

are given by

X α(St) =
{
xαt ∈ {−δα, −δ

α/2, −δα/5, 0, δα/5, δα/2, δα} : αL ≤ αt + xαt ≤ αU
}
, (13a)

X µ(St) = {−δµ, −δµ/2, −δµ/5, 0, δµ/5, δµ/2, δµ}, (13b)

X thl(St) = {0, 0.2, 0.4, . . . , 1}, (13c)

X g(St) =


{0, 1} if agt > 0, St ∈ ZB

{0} otherwise

, (13d)

Equation (13a) indicates that the AUCAV can increase, decrease, or leave unchanged

the angle of attack by a proportion (i.e., 1, 1/2, 1/5) of the discrete amount δα, up to the

lower or upper bound. For example, the F-16 is limited to a maximum angle of attack

of αU = 25◦. If the aircraft is currently at this condition, the set of allowable actions

for the angle of attack control is X α
t = {−δα, −δα/2, −δα/5, 0} (i.e., the aircraft is not

allowed to exceed the limit αU = 25◦). Equation (13b) indicates that the AUCAV can

increase, decrease, or leave unchanged the roll angle by a proportion (i.e., 1, 1/2, 1/5) of

the discrete amount δµ. Equation (13c) indicates that any discrete throttle position

can be selected in any given time step. Equation (13d) indicates that the AUCAV

can choose to either fire or not fire the internally carried gun as long as ammunition

38



is available and the target is in the WEZ.

Let J = {1, 2, . . . , 4} be the index set of the decision variables in the decision

vector xBt (i.e., xBt,1 = xαt , x
B
t,2 = xµt , and so on) and their corresponding decision

spaces (i.e., X1 = X α(St),X2 = X µ(St), and so on). Let LGt be the G load on the

AUCAV at time t and Lgmax be the maximum allowable G load on the AUCAV. The

set of feasible decisions for the blue AUCAV at time t can be written as

XB(St) =
{

(xBtj)j∈J : xtj ∈ Xj(St), LGt (St, xt) ≤ Lgmax
}
. (14)

Equation (14) indicates that allowable decisions include those that do not exceed the

aerodynamic angle and G load limits of the aircraft.

Let I = {B,R} denote the set of aircraft in the air combat scenario wherein

B indicates the blue AUCAV and R indicates the red aircraft. Let Xπi : S →

X i(St), St ∈ S denote the decision function based on policy πi that maps the state

space to the action space for the ith aircraft. That is, XπB(St) returns the maneuver

decision xBt the blue AUCAV takes when in state St at time t. Similarly, XπR(St)

returns the maneuver decision xRt of the red aircraft when in state St at time t.

In this research we train the blue AUCAV against a red aircraft employing fixed,

high-performing benchmark policies from the literature.

3.2.3 Transitions

Let ∆o∈O denote the terminal state for the outcome o ∈ O = {RK , BD, RD} of

the engagement, wherein RK indicates the red aircraft was killed by the blue AUCAV

and RD (BD) indicates the red (blue) aircraft departed the AOR.

The AUCAV makes maneuver decisions during each time step of the engagement.

Manuever and weapon firing decisions occur deterministically. Once a weapon is

fired, the outcome of the shot (i.e., whether or not the shot results in a kill) occurs
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stochastically. For example, if the AUCAV chooses to fire the gun the system may

transition to a terminal state with some probability that is a function of the aspect

angle of the AUCAV to the target. Let SM denote the system model. The general

state transition function is written as

SM(St, x
B
t ,Wt+1) = St+1, (15)

wherein Wt+1 indicates the stochastic exogenous information of whether or not the

weapon shot destroyed the target.

Following the previously defined state decomposition, the state of the system at

time t+ 1 is given by

St+1 = (Bt+1, Rt+1). (16)

The state of the blue AUCAV at time t+ 1 is given as a tuple

Bt+1 = (Kt+1,B, Gt+1). (17)

Let KM
B denote the kinematic model of the blue AUCAV, which governs the

deterministic evolution of the kinematic state. Hence

KM
B (St, x

B
t ) = Kt+1,B, (18)

wherein Kt+1,B is computed from the 5DOF kinematic model as previously intro-

duced. The model is re-expressed as follows.

xt+1 = xt + (Vt+1 cos γt+1 cosχt+1) δt (19a)

yt+1 = yt + (Vt+1 cos γt+1 sinχt+1) δt (19b)

zt+1 = zt + (Vt+1 sin γt+1) δt (19c)
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Vt+1 = Vt +
δt

mt

(T cosαt+1 −D −W sin γt) (19d)

γt+1 = arctan

(
δt/mt (T sinαt+1 + L cosµt+1 −W cos γt)

Vt+1

)
(19e)

χt+1 = arctan

(
δt/mt (L sinµt+1)

Vt+1

)
(19f)

αt+1 = αt + xαt (19g)

µt+1 = µt + xµt (19h)

T thlt+1 = xthlt (19i)

mt+1 = mt − (xgt r
gmg) δt (19j)

ft+1 = ft − (cT ) δt (19k)

The above equations are presented in the order of appearance in the tuple Kt+1,B, not

in the order of calculation. For example, Equation (19d) and (19e) must be computed

before Equation (19c).

Let GM denote the deterministic gun ammunition transition model of the AUCAV.

GM(St, x
B
t ) = Gt+1, (20)

wherein Gt+1 = agt+1 is computed as follows

agt+1 =


agt − rgδt if xgt = 1

agt otherwise

, (21a)

wherein rg is the rate of fire of the gun. Equation (21a) indicates the ammunition

should be reduced if the decision is made to fire the gun.

Let KM
R denote the kinematic model of the red aircraft, which governs the deter-
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ministic evolution of the kinematic state. Hence

KM
R (St, π

R) = Kt+1,R, (22)

wherein πR is the predetermined policy of the red aircraft. The red aircraft actions

are deterministic reactions to the decisions of the blue AUCAV and thus are included

in the red aircraft transition function. The tuple Kt+1,R is computed from the 3DOF

kinematic model previously introduced. The model is re-expressed as follows.

xt+1 = xt + (Vt+1 cos γt+1 cosχt+1) δt (23a)

yt+1 = yt + (Vt+1 cos γt+1 sinχt+1) δt (23b)

zt+1 = zt + (Vt+1 sin γt+1) δt (23c)

Vt+1 = Vt + xV (23d)

γt+1 = γt + xγ (23e)

χt+1 = χt + xχ (23f)

Note the above equations are presented in the order of appearance in the tuple Kt+1,R,

not in the order of calculation. For example, Equation (23d) and (23e) must be

computed before Equation (23c).

The actions of the red aircraft are given as a vector xRt = (xγt , x
χ
t , x

V
t ) wherein xγt

is incremental change in flight path angle, xχt is the incremental change in heading,

and xVt is the incremental change in velocity. In this research the red aircraft employs

one of two fixed, predetermined policies: XπRBurn(St) and XπRTurn & Burn(St). The policy

XπRBurn(St) describes a Burn evasion maneuver and is given by

xγt = 0 (24a)
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xχt = 0 (24b)

xVt =


p(V B

t − Vt) if R(Bt, Rt) ≤ d1, V
B
t ≥ Vt

V cruise − Vt if R(Bt, Rt) > d1, Vt ≥ V cruise

0 otherwise

, (24c)

wherein p ∈ [0, 1] is the proportion of the relative velocity by which the red aircraft

increases its speed by (i.e., the Burn maneuver parameter); V B
t is the velocity of the

blue AUCAV; the function R(Bt, Rt) indicates the range between the blue AUCAV

and the red aircraft; d1 is the alert distance of the red aircraft; and V cruise is the cruise

speed of the red aircraft. Equations (24a) and (24b) indicate the red aircraft does

not change its flight path angle or heading in any case. Equation (24c) indicates the

red aircraft increases its speed proportionally to the closing speed of the approaching

aircraft if it is within its alert radius d1. If the approaching aircraft maneuvers outside

of the alert radius, the red aircraft immediately returns to its cruising speed. If the

red aircraft is not threatened, it remains at its cruise velocity. If the Burn maneuver

parameter p = 0, the red aircraft is a non-maneuvering, constant velocity target.

The second policy XπRTurn & Burn(St) describes a Turn & Burn evasion maneuver

and is given by

xγt =


0.1 if R(Bt, Rt) ≤ d2, γt = 0

−0.1 if R(Bt, Rt) > d1, γt > 0

0 otherwise

(25a)
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xχt =



10 if R(Bt, Rt) ≤ d2

−10 if 180 ≥ χt > 0, R(Bt, Rt) > d1

10 if 180 ≤ χt < 360, R(Bt, Rt) > d1

0 otherwise

(25b)

xVt =


p(V B

t − Vt) if R(Bt, Rt) ≤ d1, V
B
t ≥ Vt

V cruise − Vt if R(Bt, Rt) > d1, Vt ≥ V cruise

0 otherwise

, (25c)

wherein d2 < d1 is a second alert distance dictating when the red aircraft should

execute a climbing turn away from the incoming AUCAV. Equation (25a) indicates

the red aircraft should begin a 0.1◦ climb when the AUCAV is within its alert radius

d2 and return to level flight once the AUCAV is at least a distance d1 away (i.e., it

has fallen outside of the first alert radius). Equation (25b) indicates the red aircraft

should turn away from the incoming AUCAV at a rate of 20◦s of heading per second.

If the AUCAV maneuvers outside of the first alert radius d1, the red aircraft begins a

turn back toward a heading of 0◦ to continue its effort to maneuver through the AOR.

Equation (25c) indicates the red aircraft should speed up using the same procedure as

in the Burn maneuver policy. In general, this policy forces the red aircraft to increase

its speed when the AUCAV closes to within a distance d1 of the red aircraft. If the

AUCAV closes to within a distance d2, the red aircraft continues to speed up and

begins a climbing right turn away from the AUCAV.
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3.2.4 Contributions

Contributions (i.e., rewards) are earned each time step. The contribution function

is defined as follows

C(St, x
B
t , St+1) =



ν if St /∈ {∆o}o∈O, St+1 = ∆RK

−ν if St /∈ {∆o}o∈O, St+1 = ∆BD

−ζ if St /∈ {∆o}o∈O, St+1 /∈ {∆o}o∈O

0 otherwise

, (26)

wherein ν is a large positive contribution and ζ is a small contribution relative to

ν (i.e., ζ � ν). Equation (26) indicates that, if the blue AUCAV destroys the red

aircraft, it earns a large positive contribution. A transition to this terminal state is

considered a victory for the blue AUCAV. If the red aircraft departs the AOR, the

blue AUCAV earns no contribution and the engagement terminates. A transition

to this terminal state is considered a defeat for the blue AUCAV because it allowed

the target to pass through the AOR. If the blue AUCAV departs the AOR, it earns

a large negative contribution. A transition to this terminal state is considered a

total loss. For each time step in the engagement (i.e., when the system has not yet

reached a terminal state), the blue AUCAV earns a small negative contribution to

incentivize the AUCAV to seek the positive contribution. After transitioning to a

terminal state, the blue AUCAV earns no further contributions. For compactness, let

C(St, x
B
t ) = E

[
C(St, x

B
t , St+1)

]
.
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3.2.5 Objective function and optimality equation

The objective of the MDP model is to determine the optimal maneuver policy π∗B

that maximizes the expected total discounted contribution, given by

max
πB∈ΠB

E

[
∞∑
t=0

γtC
(
St, X

πB(St)
)]

, (27)

wherein γ ∈ (0, 1] is the fixed discount factor. For clarity, note that the discount factor

γ is different than the flight path angle γt. The optimal blue AUCAV maneuver policy

π∗B satisfies the following optimality equation

V (St) = max
xBt ∈XB(St)

(
C(St, x

B
t ) + γE [V (St+1)|St]

)
, (28)

wherein V (St) denotes the value of being in state St at time t.

3.3 ADP Solution Procedure

The high dimensionality and continuous nature of the state space make solving

for π∗B using exact dynamic programming intractable. Instead, we employ an ap-

proximate policy iteration (API) algorithmic strategy to find high-quality maneuver

policies for the blue AUCAV based on approximate value functions. This research

uses basis functions to capture important features of the ACMP and replaces the

true value function with a statistical approximation based on neural network (NN)

learning within the API framework. Our development follows that of Jenkins et al.

(2020) with two differences. Our implementation (1) approximates the value function

around the pre-decision state and (2) utilizes a parameterized rectified linear unit

(PReLU) activation function within the NN architecture.

Let φf (St) be a basis function where f ∈ F is a feature in the set of features

46



F . The selection of basis functions and features can be difficult, is highly problem

dependent, and has a direct impact on solution quality. Our development of basis

functions is informed by McGrew et al. (2010) and Wang et al. (2020). The first four

basis functions capture the position and orientation of the blue AUCAV.

φ1(St) = xtB (29a)

φ2(St) = ytB (29b)

φ3(St) = ztB (29c)

φ4(St) = γtB (29d)

Equations (29a)-(29c) describe the spatial position of the blue AUCAV at time t.

Equation (29d) is the flight path angle of the blue AUCAV.

The next six basis functions capture the relative kinematics between the blue

AUCAV and the red aircraft.

φ5(St) = γtR (30a)

φ6(St) = χtB − χtR (30b)

φ7(St) = VtB − VtR (30c)

φ8(St) = xtB − xtR (30d)

φ9(St) = ytB − ytR (30e)

φ10(St) = ztB − ztR (30f)

Equation (30a) is the flight path angle of the red aircraft. Equations (30b)-(30f) are

the relative heading, velocity, downrange position, crossrange position, and altitude,

respectively.
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The next four basis functions capture key features of the air combat geometry.

φ11(St) = e−
|R(Bt,Rt)−Rd|

κr (31a)

φ12(St) = 1− λt,B
180

(31b)

φ13(St) =
agt
ag0

(31c)

φ14(St) = εt,B (31d)

φ15(St) = λ̇t,B (31e)

The function R(Bt, Rt) indicates the range between the blue AUCAV and the red

aircraft; the range parameter Rd indicates the desired weapon employment range; the

tunable parameter κr controls the rate of decay of the range scaling, and the parameter

ag0 indicates the initial amount of gun ammunition with which the AUCAV begins the

engagement. Equation (31a) scales range information to the interval (0, 1] with the

highest value achieved when R(Bt, Rt) = Rd. After initial testing, the parameter

values were fixed at Rd = 1, 000 and κr = 3, 000. Equation (31b) scales radar angle

information to the interval [0, 1] with the highest value achieved when λt,B = 0, which

corresponds to the target being directly ahead of the aircraft. Equation (31c) scales

ammunition information to the interval [0, 1] with the highest value achieved when

the AUCAV has the maximum amount of ammunition. Equations (31d)-(31e) are the

blue AUCAV’s aspect angle and the rate of change of the radar angle, respectively.

The next two basis functions capture the energy state of the AUCAV over the

course of the engagement. Let

φ16(St) = (mtB + ftB)gztB, (32a)

φ17(St) =
1

2
(mtB + ftB)V 2

tB, (32b)
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wherein g is the standard acceleration due to gravity (i.e., 32.174 ft/s2) and the mass

of the AUCAV is defined as the mass of the aircraft hardware (mtB) and the mass

of the remaining fuel (ftB) at time t. Equation (32a) is the potential energy and

Equation (32b) is the kinetic energy of the blue AUCAV.

The final two basis functions capture interactions between variables related to

weapon employment.

φ18(St) = φ11(St)φ12(St)φ13(St) (33a)

φ19(St) = λt,Bλ̇t,B (33b)

Equation (33a) captures the interaction among the range between the aircraft, the

radar angle of the blue AUCAV to the red aircraft, and the amount of ammunition

remaining. These three variables constrain weapon employment. Equation (33b)

captures the interaction between the radar angle and its rate of change.

Similar to McGrew et al., we explore utilizing all first order interactions and

second order terms. This approach leads to NN convergence issues; thus, only selected

interaction terms are included in the final basis function vector. The final basis

function vector φ(St), with elements {φf (St)}f∈F , is scaled to the range [−1, 1].

We employ a three layer (i.e., input, hidden, output) feed-forward NN, wherein

the hidden layer contains a set of H = {1, 2, . . . , |H|} nonlinear perceptron nodes.

The input layer produces |H| outputs, given by

Υ
(2)
h (St) =

∑
f∈F

Θ
(1)
f,hφf (St), ∀h ∈ H (34)

wherein Θ(1) ≡ [Θ
(1)
f,h]f∈F ,h∈H is an |F|× |H| matrix of weights from the input layer to

the hidden layer. Our NN implementation applies a PReLU activation function with
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fixed parameter α = 0.05,

PReLU(z) =


z if z ≥ 0

αz if z < 0

, (35)

which is applied at each perceptron to produce the inputs to the hidden layer

Z
(2)
h (St) = PReLU

(
Υ

(2)
h (St)

)
, ∀h ∈ H. (36)

The hidden layer produces a single output given by

Υ(3)(St) =
∑
h∈H

Θ
(2)
h Z

(2)
h (St), (37)

wherein Θ(2) ≡ [Θ
(2)
h ]h∈H is an |H| × 1 matrix of weights from the hidden layer to

the output layer. The output layer produces a single output by applying the PReLU

activation function, which yields a state value function approximation

V̄ (St|Θ) = PReLU
(
Υ(3)(St)

)
, (38)

wherein Θ = (Θ(1),Θ(2)) is the compactly represented NN parameter tuple.

For a given set of NN parameters Θ, the NN-API algorithm makes decisions

utilizing the policy

XπB

ADP(St|Θ) = arg max
xBt ∈XB(St)

{
C(St, x

B
t ) + γV̄ (St+1|Θ)

}
. (39)

Replacing the value function with the NN statistical approximation in Equation 38

and substituting Equation 39 into Equation 28, we obtain the approximate state value
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function

V̄ (St|Θ) = C(St, X
πB

ADP(St|Θ)) + γE[V̄ (St+1|Θ)|St]. (40)

Having defined the NN-based approximate value function of the pre-decision state,

we proceed with the presentation the NN-API algorithm, shown in Algorithm 1. Our

algorithm is a modified version of the algorithm presented by Jenkins et al. (2020),

formulated around the pre-decision state.

Algorithm 1 NN-API

1: Initialize Θ0 . small, random values near zero
2: for m=1:M do . policy-improvement loop
3: for n=1:N do . policy-evaluation loop
4: Generate random state Snt . using state sampling scheme
5: Record basis function evaluation φn = φ(Snt )
6: Record a sample realization of the value v̂nt utilizing Equation (41)
7: end for
8: Compute Θ̂m using nonlinear programming iterative solution procedure
9: Update Θm utilizing Equation (42)

10: end for
11: return decision function XπB

ADP(·|ΘM) for policy πB

The algorithm begins by initializing Θ with small, random values near zero. It

then enters a policy-evaluation phase wherein, for each iteration n = 1, 2, . . . , N , it

generates a random state Snt utilizing a deliberately designed state sampling scheme;

records the scaled, basis function representation φn(St); and computes a sample re-

alization of the value utilizing the current policy

v̂nt = max
xBt ∈XB(St)

C(St, x
B
t ) + γV̄ (St+1|θ). (41)

At the end of the policy-evaluation loop, the algorithm has collected N samples of the

value of following the current policy. It then executes a policy-improvement procedure

wherein, for each iteration m = 1, 2, ...,M , it computes updated NN weights Θ̂m using

a quasi-Newton nonlinear programming (NLP) optimization procedure described in
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detail by Jenkins et al. (2020). It then updates the NN parameter tuple as follows

Θm = αmΘ̂m + (1− αm)Θm−1, (42)

wherein Θm is the tuple of NN parameters after the mth policy-improvement loop and

αm ∈ [0, 1] is a learning rate parameter that controls how much emphasis is placed

on recent samples. In this research, we adopt a polynomial learning rate given by

αm =
1

mβ
, (43)

wherein m is the current policy-improvement loop and β is a tunable parameter that

controls the rate of decay of the learning rate.

The general ACMP suffers from a sparse reward problem. Positive rewards are

only earned when the blue AUCAV successfully destroys the red aircraft. However,

there are many states from which the AUCAV cannot destroy the target (i.e., out

of range) and few states from which the AUCAV can destroy the target (i.e., the

WEZ). When choosing states randomly across the entire AOR, it is difficult to sample

enough rewardable states (i.e., states wherein the target is in the AUCAV’s WEZ) to

construct a useful statistical approximation of the value. For example, recall the blue

AUCAV’s WEZ ZB is defined as St ∈ ZB ⇐⇒ λt,B ≤ 30◦, 500 ≤ R(Bt, Rt) ≤ 3000.

That is, the blue AUCAV is in a rewardable state when it is at least 500 feet, but no

more than 3,000 feet, away from the target and the target is within a 60◦ cone off the

nose. Initial testing indicates that, for this WEZ, less than 1 in 100,000 random state

samples is a rewardable state. A statistical approximation of state value based on

this type of sample might be V̄ (St) = −ζ. That is, based on the sample, we expect to

receive a small negative reward regardless of the state observed. This is not a useful

value function as it indicates that all actions are equal and that there is no possibility
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of achieving positive rewards.

A common approach to addressing this issue is reward shaping, modifying the

small negative reward to incentivize the agent to move towards rewardable states.

For the ACMP in particular, reward shaping usually involves a heuristic measure of

relative position (McGrew et al., 2010; Wang et al., 2020; Yang et al., 2019) or an

empirically weighted combination of heuristic measures for position and energy (Fang

et al., 2016). Although these heuristic measures can improve algorithm performance,

they risk biasing the resulting maneuver policies. For example, one common reward

shaping heuristic incentivizes maneuvering to a position behind the target aircraft.

This heuristic ignores the possibility of snapshots (i.e., high aspect shots) on the target

that are sometimes taken in combat (Shaw, 1985). Additionally, in the context of an

ACMP, it is more desirable for our algorithm to learn an appropriate position-energy

trade-off given the problem parameters rather than specifying it a priori.

To address this issue we propose using a deliberately designed sampling scheme.

We note that one of the conditions for a rewardable state is range, defined entirely

by the position variables x, y, x of both aircraft. Instead of sampling randomly from

the large AOR for which there is little chance of choosing a state such that the

range meets the WEZ criteria (a necessary condition for a rewardable state), we

sample randomly from a much smaller region in the AOR. We begin with a region

small enough such that all sampled states meet the range criteria. This approach

gives a higher chance of choosing a rewardable state. The smaller sample region is

progressively increased as a function of the policy-improvement loop counter. As the

number of policy improvements increases, the sampling region eventually becomes the

entire AOR. We call samples drawn from this expanding region high-quality samples

as they are more likely to be rewardable states. The value function approximation

should be valid across the entire AOR, so we supplement our high-quality set with
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random samples over the entire AOR. These random samples over the entire AOR

are referred to as low-quality samples as they are unlikely to be rewardable states.

Our complete sampling scheme selects a combination of high and low-quality sam-

ples, given by

N̂H
m = dpmNe, (44a)

N̂L
m = N − N̂H

m , (44b)

wherein N̂H
m is the number of high-quality points to use in the mth policy-evaluation

loop, N̂L
m is the number of low-quality points, and pm is the percentage of high quality

points needed. We adopt a polynomial rule for the parameter pm given by

pm =
1

mβp
, (45)

wherein βp is a tunable parameter that controls the rate of decay of the percentage of

high-quality samples required. That is, over time we require less high-quality samples

to be deliberately selected because the value of being in these states has been defused

to a larger number of surrounding states.

This technique ensures early sample sets have a higher rate of rewardable states

to support construction of useful statistical approximations of the value function.

Using our gun WEZ, this technique results in the algorithm observing approximately

8% rewardable states when sampling during the first policy-improvement iteration,

a significant improvement over the less than 1 in 100,000 rate achieved with random

sampling over the entire AOR. Finding useful value function approximations early

helps diffuse the value from the few rewardable states to the surrounding states,

which provide a gradient of increasing reward the AUCAV can follow to find the large

reward. Our reward envelope expansion state sampling scheme implicitly diffuses the
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value from the few rewardable states to avoid explicitly diffusing the value with reward

shaping.
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IV. Computational Results and Analysis

This chapter presents a simplified one-versus-one (1v1) within visual range (WVR)

air combat scenario to demonstrate the applicability of our Markov decision process

(MDP) model, with its embedded 5 degree of freedom (DOF) point mass aircraft

dynamic model, to solving the air combat maneuvering problem (ACMP). We first

describe a simple yet representative intercept scenario that is used for the ensu-

ing analysis. We then discuss two benchmark policies, derived from reward shaping

functions found in the ACMP literature, that are subsequently compared to policies

generated by our approximate dynamic programming (ADP) solution approach. We

discuss our evaluation strategy and design of our computational experiments, the first

used for efficiently tuning algorithm parameters and the second used for exploring the

efficacy and robustness of the resulting policies. Finally, we present and discuss the

results of our computational experiments and make a numerical comparison of the

ADP policies to the benchmark policies. As an interesting excursion, we provide qual-

itative comments on the observed maneuvers of the ADP policies as they compare to

known aerobatic maneuvers and combat tactics described by Shaw (1985).

4.1 Scenario Description

This examination utilizes a notional scenario wherein a friendly (i.e., blue) au-

tonomous combat aerial vehicle (AUCAV) tasked with a defensive counterair (DCA)

mission is patrolling a bounded area of responsibility (AOR). Upon an incursion by

an enemy (i.e., red) aircraft (or cruise missile), the blue AUCAV moves to neutralize

the target. Once close to the target, the blue AUCAV must destroy the target before

it departs the AOR.

Recall the red aircraft employs one of two evasive maneuver policies: “Burn” or

56



“Turn & Burn”. The Burn evasive maneuver policy behaves as follows. If the blue

AUCAV is outside of its alert distance, the red aircraft continues along its path, flying

at its cruising speed. If the blue AUCAV is within its alert distance, it speeds up by

an amount proportional to the relative velocity between the two aircraft. The red

aircraft does not alter its initial heading or flight path angle at any time. The Turn

& Burn evasive maneuver policy behaves as follows. If the blue AUCAV is outside

the first alert distance, the red aircraft continues along its path, flying at its cruising

speed. If the blue AUCAV is within the first alert distance, the red aircraft speeds

up by an amount proportional to the relative velocity between the two aircraft. If

the blue AUCAV is within the second alert distance the red aircraft begins a shallow,

turning climb to escape the AUCAV. Once the AUCAV falls back outside the first

alert distance, the red aircraft levels off and turns back toward its original heading of

0◦ in an effort to exit the far side of the AOR.

The blue AUCAV is equipped with an internally carried gun that is capable of

firing on targets that are at least 500 feet, but no more than 3,000 feet forward of

the aircraft and within 30◦ of the centerline. These constraints define the AUCAV

weapon engagement zone (WEZ), shown as the shaded region in Figure 8. When

Figure 8. AUCAV Internal Gun WEZ

the AUCAV chooses to fire on the red aircraft it expends ammunition and may or

may not destroy the target. The effectiveness of a weapon shot is determined by
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the probability of kill (Pk) of the weapon (i.e., the internally carried gun) against

the target. For our scenario, we fix the weapon effectiveness (i.e., the Pk values).

Figure 9 shows the Pk map for the gun against the red aircraft. For simplicity, we

limit the Pk to be a function of the aspect angle only. In general, the Pk could be a

more complicated function of many other variables such as range, flight path angle,

speed, or G load.

Figure 9. AUCAV Gun Pk Map

4.2 Benchmark Policies

To determine the quality of our resulting ADP policies, it would be ideal to com-

pare them to current air combat maneuvering (ACM) policies. However, due to the

highly complex nature of the 1v1 WVR ACMP, there are no simple benchmark poli-

cies that accurately capture current practices because the decision making process of

military fighter pilots is learned over many years of training. The ideal method for

developing a benchmark policy for the 1v1 WVR ACMP is to record pilots flying a

series of prescribed engagements in a simulator. One could then directly compare an
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ADP policy to the recorded pilot performance. Unfortunately, this type of effort is

beyond the scope of this research.

In lieu of a benchmark policy that accurately represents the complete nature of

current ACM practices, we construct two benchmark policies that makes decisions

myopically according to several reward shaping functions found in the ACMP litera-

ture. The first reward shaping function is known as the range score because it scales

range information into the interval (0, 1] and is given by

SR = e−
|R(Bt,Rt)−Rd|

κr , (46)

wherein R(Bt, Rt) is the range between the blue AUCAV and red aircraft, Rd is

a tunable parameter related to the desired weapon employment range, and κr is a

tunable parameter that controls the decay of the range score as the range increases.

The second reward shaping function is known as the angle score because it scales

angle information into the interval [0, 1] and is given by

SA = 1− λB + εB
360

, (47)

wherein λB is the radar angle and εB is the aspect angle of the blue AUCAV to the

red aircraft.

The third reward shaping function is known as the energy score, given by

SE =


1 if k > 2

1/2 +
(k−k−1)

3
if 1/2 ≤ k ≤ 2

0 otherwise

, (48)

wherein k = HE,B/HE,R is the ratio of specific energy for the blue AUCAV to the red
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aircraft and HE = H + V 2/2g is the specific energy, wherein H is the altitude of the

aircraft, V is the velocity, and g is the standard acceleration due to gravity. This score

attempts to capture the relative energy state between the aircraft and presumes that

a higher energy state relative to the adversary is advantageous, a sentiment supported

by Shaw (1985).

The first benchmark policy considers only position information and makes myopic

decisions according to

arg max
xBt ∈XB(St)

{SRSA} . (49)

Equation (49) produces actions that minimize the range and aspect angle, which

results in a policy that generally drives the aircraft to a position that is a distance Rd

aft of the red aircraft. This position-only benchmark policy has no notion of firing

decisions, so we assume it takes all available shots against the target. Experimentation

indicates that range score parameter values of Rd = 1, 000 and κr = 2, 000 provide

good performance for our problem instances.

The second benchmark policy is a modification of the first that includes the energy

score. This position-energy benchmark policy makes decisions according to

arg max
xBt ∈XB(St)

{ωSRSA + (1− ω)SE} , (50)

wherein ω ∈ [0, 1] is an experimentally determined weighting coefficient. Equa-

tion (50) seeks to achieve some balance between aircraft position and energy state

while still driving towards a position that is a distance Rd aft of the red aircraft. This

position-energy benchmark policy has no notion of firing decisions, so we assume it

takes all available shots against the target. Experimentation indicates that an en-

ergy score parameter weight w = 0.95 provides good performance for our problem

instances.
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4.3 Evaluation Strategy and Experimental Design

We are primarily interested in how the AUCAV maneuvers to destroy the target

and not how it transits from its loiter position in the AOR to the target. Hence, we

evaluate policies over 132 starting configurations as shown in Figure 10. The blue

AUCAV is arranged on the surface of an engagement sphere (i.e., the engagement

begins when the AUCAV first crosses into the sphere), centered on the red aircraft,

with a radius of two miles (10,560 feet). We evaluate how the blue AUCAV intercepts

the red aircraft from positions every 30◦ of heading angle (azimuth) in the interval

[0◦, 360◦] and every 15◦ of flight path angle (elevation) in the interval [−75◦, 75◦]. The

starting positions are selected to determine the best flight path and aspect angle for

the blue AUCAV to approach the target. We evaluate the average performance of

each policy over all 132 initial states, across 18 problem instances.

Figure 10. Evaluation Configurations

Problem instances are characterized by the blue AUCAV’s initial velocity (V0,B)

as it crosses the engagement sphere, the cruise speed of the red aircraft (V cruise
R )

when not threatened, the Burn maneuver parameter (p), the red aircraft’s alert radii

(d1, d2), the red aircraft’s initial altitude (z0,R), and the evasion tactic of the red

aircraft. Table 3 gives the full factorial experimental design for the problem instance

parameters considered in this research. Although there are many more instances that

could be examined, we are interested primarily in how the 5DOF aircraft model allows
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the ADP policy to manage aircraft energy over the course of the engagement. Hence,

we choose to vary the initial velocity of the AUCAV, the burn maneuver parameter,

and the red aircraft evasion tactic. All other parameters are fixed. Specifically, the

cruise speed is fixed at 530 ft/s, the first alert radius is fixed at 5,280 feet, and the

second alert radius is fixed at 4,000 feet. The altitude is fixed relatively low at 15,000

feet to allow room for climbing maneuvers when the Turn & Burn evasion tactic is

used.

Table 3. Experimental Design for Problem Instances

Instance V0,B (ft/s) p Evasion Tactic
1 300 0 Burn
2 300 0.05 Burn
3 300 0.1 Burn
4 600 0 Burn
5 600 0.05 Burn
6 600 0.1 Burn
7 900 0 Burn
8 900 0.05 Burn
9 900 0.1 Burn
10 300 0 Turn & Burn
11 300 0.05 Turn & Burn
12 300 0.1 Turn & Burn
13 600 0 Turn & Burn
14 600 0.05 Turn & Burn
15 600 0.1 Turn & Burn
16 900 0 Turn & Burn
17 900 0.05 Turn & Burn
18 900 0.1 Turn & Burn

In our formulation, aircraft dynamics and maneuver decisions occur deterministi-

cally whereas weapon shots destroy the target stochastically as specified by Pk data.

We leverage these features to achieve computational savings when evaluating policies

by computing the expected reward exactly. We track each shot the policy takes and

use the Pk data to compute the exact expected reward, expected engagement time,

and probability of kill when the AUCAV engages the target from a particular starting
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point on the engagement sphere. Our ADP algorithm seeks to maximize expected

total discounted reward, which is highly correlated with the average probability of

kill over all 132 starting states. Hence, we use the more readily interpretable average

probability of kill as our primary metric for reporting results.

Table 4. Experimental Design for ADP Hyperparameter Tuning

Factor Parameter Setting Description
M {4, 8, . . . , 24} Number of policy improvement iterations
N {15000, 20000} Number of policy evaluation samples
|H| {35} Number of NN hidden layer nodes
λ {0.001} NN regularization parameter
β {0.4, 0.5, 0.6} Learning rate parameter
βp {0.2, 0.4} High-quality sample rate parameter
p {0.05, 0.1} Burn maneuver parameter

Table 4 displays the algorithmic parameters of interest. Initial testing informed

our selection of factor levels. Note that the Burn maneuver parameter shown in

Table 4 is the parameter used for training the blue AUCAV during the ADP algorithm

execution. A full factorial computational experiment is designed and executed on an

Intel Xeon E5-2680v3 workstation with 192 gigabytes of RAM. A high discount factor

of γ = 0.99 is used to incentivize the AUCAV to position itself to take advantage of

future opportunities.

We now present the results of our computational experiments. We first present

and discuss the performance of the policies generated from the hyperparameter tuning

experimental design, shown in Table 4, over the first nine problem instances (i.e.,

against a target performing the Burn evasive maneuver), shown in Table 3. We

identify the three superlative hyperparameter settings (i.e., ADP policies) among

this initial set of problem instances and then present and discuss the performance of

these policies over the last nine problem instances (i.e., against a target performing

the Turn & Burn evasion maneuver). Finally, we perform an interesting excursion

and give qualitative comments on observed maneuvers.
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4.4 Case 1: Red Aircraft Employing Burn Evasion Tactic

Table 5 gives the results of the hyperparameter tuning computational experiment

across the first nine problem instances, when the red aircraft is performing the Burn

evasive maneuver. The first column gives the ADP policy number. The next six

columns give the algorithmic and problem feature parameters. The last nine columns

give the superlative mean Pk obtained by the best performing ADP policy generated

from the corresponding algorithmic and problem features. Note the problem feature p

in Column 7 is the Burn maneuver parameter used during ADP algorithm execution

and is not the parameter used when evaluating problem instances. For example, ADP

Policy 1 is generated by experiencing a target that behaved with p = 0.05 whereas

Problem Instance 1 evaluates the resulting policy against a target that behaves with

p = 0.

The superlative ADP policies across the first nine problem instances are shown in

bold font. It is clear that ADP policy 15 performs the best in Problem Instances 1

through 3 whereas ADP policy 19 performs the best in Problem Instances 4 through

9. The top three performing ADP policies across the first nine problem instances

are indicated in Column 1 with a dagger symbol. That is, ADP policy 2, 15, and 19

are the best performing policies across the first nine problem instances, when the red

aircraft employs the Burn evasion tactic.

Table 6 summarizes the experimental results reported in Table 5 by comparing

the top performing parameter combinations (i.e., bolded ADP policies in Table 5)

to each benchmark policy, for each problem instance. The three left most columns

provide the problem instance number, AUCAV initial velocity, and red aircraft Burn

maneuver parameter. For compactness we do not include the evasion tactic employed

by the red aircraft in the table because the first nine problem instances use the

same evasion tactic, Burn. The next five columns provide the algorithm and problem
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feature parameters that generate the superlative policy for the problem instance. The

next two columns report the solution quality in terms of percent improvement over

the average probability of kill of the benchmark policies. For example, the superlative

ADP policy for Problem Instance 1 attains a mean probability of kill that is 16.6%

higher than Benchmark Policy 1, and 9% lower than Benchmark Policy 2. The

remaining two columns report the computational effort required to obtain the listed

policy and the mean Pk achieved by the policy in each instance.

The results from Table 6 indicate that, after relatively few policy iterations, the

ADP algorithm is able to generate policies that significantly outperform Benchmark

Policy 1 in the first three problem instances when the initial engagement speed is 300

ft/s. Benchmark Policy 1 only considers position information and has no notion of

aircraft energy. The benchmark policy has difficulty maintaining airspeed from some

starting locations whereas the ADP policy manages its airspeed to give itself a chance

to destroy the red aircraft before it exits the AOR. Benchmark Policy 2 considers both

position and energy through the inclusion of the energy score. Benchmark Policy 2

outperforms the ADP policy by nearly 9% in all three of the 300 ft/s initial velocity

instances. The differences between each policy are displayed in Figure 11, which

shows a sample trajectory from a particular starting location (i.e., Entry Point 107,

(270,30)) on the engagement sphere for the first problem instance. Figure 12 shows

the angle of attack (AOA) setting and velocity for each policy over the duration of

the engagements shown in Figure 11.

Figure 11a shows the AUCAV trajectory when executing Benchmark Policy 1.

Recall that it only considers position information when making decisions and that

actions taken during each decision epoch are changes in angle of attack (AOA), roll

angle, and throttle setting. The AUCAV begins the engagement in a relatively low

energy state (i.e., low altitude and low speed). Between the initial position and Point
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(a) Benchmark Policy 1
(position-only)

(b) Benchmark Policy 2
(position-energy)

(c) ADP Policy 15

Figure 11. Sample Trajectories versus Burn Evasion Tactic, Instance 1

1, it attempts to reduce the distance to the target by climbing at full throttle and

commanding increased AOA (i.e., generating the maximum amount of lift). At Point

1 the AUCAV’s airspeed (i.e., kinetic energy) is reduced to the point that it can

no longer climb, even with maximum throttle (i.e., the AUCAV only has potential

energy). The AUCAV begins to level off but still commands maximum AOA and

maximum throttle. The AUCAV is unable to increase speed (i.e., kinetic energy) and

match the target altitude because it still commands maximum AOA (see Figure 12b).

Recall the energy considerations discussed in Chapter II; an aircraft can increase its

energy state (i.e., the sum of potential and kinetic energy) anytime excess power is

available (i.e., thrust is greater than drag). Although maximum AOA maximizes lift,

it also maximizes drag. The AUCAV is unable to increase its energy state, which

is required to climb, because the thrust produced by the engines at max throttle is

entirely applied to overcoming the increased drag from commanding maximum AOA.

The AUCAV continues in a stable trajectory toward the red aircraft unable to increase

its speed effectively. The engagement ends when the red aircraft departs the AOR as

indicated by the red circle at the end of its trajectory.

Figure 11b shows the AUCAV trajectory when following Benchmark Policy 2,

which considers both position and energy information. The AUCAV begins the en-
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gagement in the same condition as for Benchmark Policy 1. It commands increased,

but not maximum AOA and maximum throttle to climb towards the target. After

a short time, the AUCAV begins to reduce AOA while retaining maximum throttle.

Recall that the force of lift is a function of both the AOA, through the coefficient of

lift, and velocity. A reduction in AOA reduces the lift but also reduces the drag, which

allows the AUCAV to increase speed. Following Benchmark Policy 2, the AUCAV

is able to continue its climb because it successfully transitioned from generating lift

through AOA to lift through velocity (i.e., it efficiently increased its kinetic energy

to support a continued climb towards the target). The AUCAV is able to match

altitude, chase down, and destroy the target with a high Pk shot.

Figure 11c shows the AUCAV trajectory when following ADP Policy 15. The ADP

policy exhibits a type of hybrid behavior with aspects of both benchmark policies. The

AUCAV initially commands maximum AOA at a faster rate than Benchmark Policy

1, forcing maximum throttle. At Point 1 in Figure 11c, the AUCAV has expended all

of its kinetic energy, faster than Benchmark Policy 1 (see Figure 12a), and it begins

to level off, unable to climb. This is evident in Figure 12a as the velocity profile

for ADP Policy 15 reaches a minimum (around 15 seconds into the engagement)

much quicker than the velocity profile for the Benchmark Policy 1, which reaches a

minimum around 28 seconds into the engagement. +

Between Points 1 and 2, the AUCAV reduces AOA to gain speed (i.e., gain kinetic

energy). At Point 2 the AUCAV is at a much higher energy state and is able to easily

climb up to the target altitude, chase down, and destroy the red aircraft with a

high Pk shot about 27 seconds before it departs the AOR. From the initial position

to Point 1, the AUCAV behaves similar to Benchmark Policy 1. From Point 2 to

Point 3, it behaves more like Benchmark Policy 2 in that it maneuvers to increase its

energy state. From Point 3 to the end of the engagement, the AUCAV successfully
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(a) Velocity Profile (b) Angle of Attack Profile

Figure 12. Selected Controls versus Burn Evasion Tactic, Instance 1

converts the excess energy gained during the previous leg into a position advantage

in order to employ weapons on the target. The moment the AUCAV initiates the

conversion of energy into position advantage is evident in Figure 12a as the slight

reduction in velocity about 80 seconds into the engagement and in Figure 12b as the

rapid increase in AOA at the same time. It is also clear from Figure 12 how the

performance of ADP Policy 15 falls between that of Benchmark Policy 1, which has

relatively poor performance for this trajectory, and Benchmark Policy 2, which has

high-quality performance for this trajectory.

The ADP policy performance is similar to both benchmark policies for the next

three problem instances, wherein the initial engagement velocity is 600 ft/s. Bench-

mark Policy 1 performs slightly better than both the ADP and Benchmark 2 Policies,

achieving a greater than 0.994 mean Pk across these three instances and leaving very

little room for improvement. We note that, due to the initial velocity, the initial

energy state of the AUCAV is sufficiently higher for these instances such that the

position only policy does not have to manage the energy in order to successfully de-

stroy the red aircraft. With an adequate amount of energy from the entry point, it
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is possible, and extremely efficient, to consider only position.

Figure 13 shows the expected Pk when approaching the target from any point on

the engagement sphere, achieved by following the listed policy. Note the horizontal

axis gives the approach heading and the vertical axis gives the approach flight path

angle, as seen by the red aircraft. The reader has the perspective of the AUCAV where

the red aircraft would be at (0,0) flying out of the page. For example, along the x-axis,

180◦ indicates approaching the red aircraft from the rear. Along the y-axis, the top

row at 75◦ indicates approaching the red aircraft from the top of the sphere. Figure 13

is a projection of the engagement sphere onto a two dimensional surface where each

black circle corresponds to an aircraft shown in Figure 10. The primary utility of these

figures is to compactly show from what approach vectors each policy is successful and

from which approaches the policies perform poorly. Hence, we call these type of

figures Pk approach maps. In Figure 13b we observe that Benchmark Policy 2 has

difficulty destroying the target when approaching head-on (i.e., 0 degrees heading)

from several flight path angles. In contrast, Figure 13a shows that Benchmark Policy

1 achieves a high Pk from any approach, outperforming both Benchmark Policy 2,

which considers energy information, and ADP Policy 19. Figure 13c shows the areas

where ADP Policy 19 struggles to destroy the target. Figure 13 visually indicates

(a) Benchmark Policy 1 (b) Benchmark Policy 2 (c) ADP Policy 19

Figure 13. Pk Maps versus Burn Evasion Tactic, Instance 6
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that, for this problem instance, there is very little room for improvement over the

benchmark policies.

ADP Policy 19 marginally outperforms both benchmarks in the next three problem

instances (i.e., Problem Instances 6 through 9) when the initial engagement speed

is high, at 900 ft/s. The largest improvement occurs in the final instance against

the most stressing Burn evasion tactic. Figure 14 compares a sample trajectory

from a particular starting location (i.e., Entry Point 3, (0,60), on Figure 16) on the

engagement sphere for this Problem Instance 9. In this case the AUCAV approaches

the red aircraft head-on at a steep downward trajectory (i.e., from the top of the

sphere). Figure 14b shows that Benchmark Policy 2 actually performs the worst from

this position, carrying too much energy through the first pass and maneuvering out of

the AOR ending the engagement. On its only pass by the target, Benchmark Policy

2 does get one high-aspect, low Pk snapshot, but misses, as indicated by the open

black circle over the red aircraft trajectory.

Benchmark Policy 1 and the ADP policy are both able to destroy the target with

Pk > 0.99 but have very different trajectories. Figure 14a shows the trajectory for

the AUCAV following Benchmark Policy 1. Starting the engagement in a high energy

state (due to the high initial velocity) the AUCAV races past the target after getting

a single (missed) snapshot. As soon as the AUCAV passes the target (Point 1), the

AUCAV pulls over 10 G to pitch up and maneuver back towards the target. Although

not apparent in the figure, all of the AUCAV maneuvering takes place in the vertical

plane along the x-axis. After pulling over the top, the AUCAV quickly descends to

the target altitude (Point 2) and begins a sprint to overtake and destroy the target

with a high Pk shot.

The ADP policy marginally outperforms Benchmark Policy 1 in this trajectory as

it is able to destroy the target with a similar Pk but nearly 3 seconds faster. Figure 15
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shows the trajectory for the AUCAV following ADP Policy 19. The AUCAV races

past the target, taking a low Pk shot along the way, similar to Benchmark Policy 1.

Instead of pulling up immediately upon passing the target, the AUCAV holds the

downward trajectory slightly longer, reaching a lower altitude before pulling up. This

delayed pull allows the AUCAV to gain slightly more kinetic energy (speed) than

when following Benchmark Policy 1. Figure 15 shows the slight difference in kinetic

energy and velocity around the 10 second mark. Although a minor difference, this

allows the AUCAV to carry more speed at the top of the trajectory (i.e., 20 second

mark) when it pitches over, back toward the target. At the 45 second mark, the

AUCAV reaches Point 2, a position lower than the target altitude. This maneuver

past the target altitude increases the kinetic energy further, allowing the AUCAV to

begin closing on the target earlier than with Benchmark Policy 1 (see Figure 15).

The AUCAV uses some of the increased kinetic energy to gain altitude and executes

Figure 15. ADP Policy 19 Energy-Range Profile, versus Burn Evasion Tactic, Instance
9

another energy maneuver (Point 3) at the 75 second mark, increasing its velocity

further and allowing the AUCAV to reach the target 3 seconds earlier than under
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Benchmark Policy 1. In contrast to Benchmark Policy 2, which considers energy

information through an a priori weighting scheme, this sample trajectory highlights

the energy-maneuver behaviors possible with our 5 DOF MDP formulation that are

difficult to capture with simple scores. This sample trajectory also highlights how

small changes in maneuvers early in the engagement (i.e., Points 1 and 2) can result

in better performance near the endgame.

Figure 16 shows the Pk approach maps for each policy. We note that Benchmark

Policy 2 does not perform well in the same area as in the medium speed (600 ft/s)

instances. Benchmark Policy 1 and ADP Policy 19 perform similarly.

(a) Benchmark Policy 1 (b) Benchmark Policy 2 (c) ADP Policy 19

Figure 16. Pk Maps versus Burn Evasion Tactic, Instance 9

Although our ADP policies do not outperform the benchmarks in all of the first

nine problem instances, the difference in terms of average probability of kill are small

for most instances. The tuned benchmarks perform very well for the selected problem

instances and do not leave much room for improvement in many problem instances.

We consider the marginal performance of the ADP policies relative to the benchmarks

an indication of the high-quality nature of the benchmarks for handling a scenario

wherein the red aircraft executes the simple Burn evasive maneuver. These results

illustrate that our reward envelope expansion sampling scheme is successful in implic-

itly diffusing the rewards from the small number of rewardable states in our model
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development. That is, our ADP algorithm generated policies that achieve perfor-

mance similar to common ACMP reward shaping functions without explicitly biasing

the reward structure. Moreover, as the results indicate, the 5DOF MDP formula-

tion can successfully generate subtle yet complex energy maneuvers not captured by

reward shaping functions.

Having presented the results over the first nine problem instances given in Table 3

and identified the top three performing ADP policies in Table 5 against a simply

maneuvering target, we now examine the robustness of the ADP policies. The next

section presents the results for the three superlative ADP policies, as indicated with

a dagger in Column 1 of Table 5, against a more maneuverable adversary employing

the Turn & Burn evasive manuever.

4.5 Case 2: Red Aircraft Employing Turn & Burn Evasion Tactic

To explore the robustness of the ADP policies, we compare the performance of

the three superlative ADP policies from the previous section against the benchmarks

when facing a more evasive target (i.e., Problem Instances 10 through 18). In the

following problem instances, the red aircraft employs the Turn & Burn evasion tactic,

which extends the Burn tactic. The red aircraft accelerates as before if the AUCAV

is within a distance d1 of the red aircraft. When the AUCAV approaches within a

distance d2, the red aircraft begins a shallow climb and turns to the right at a rate

of 20◦ of heading per second as long as the AUCAV is within distance d1. Once the

AUCAV is outside of the first alert distance d1, the red aircraft levels off at the new

altitude and turns back to a heading of 0◦ to continue on toward its targets, outside

of the immediate AOR.

We select the top three policies from Table 5, indicated with a dagger next to the

policy number, and evaluate those against a red aircraft employing the Turn & Burn
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evasion tactic. Table 7 summarizes these results. The first column gives the problem

instance, which corresponds to the instances listed in Table 3. The final nine columns

are divided into three groups of three columns each. Each group of three columns

gives the relative improvement over the benchmarks for each of the three superlative

ADP policies. For example, Column 2 indicates that ADP Policy 19 attains a mean

probability of kill that is 42.9% greater than Benchmark Policy 1. ADP Policy 15

attains a 47% increase over the same benchmark whereas ADP Policy 2 achieves a

48.6% increase.

The top performing policies against the simply maneuvering target of Problem

Instances 1 through 9 do not necessarily outperform the benchmark policies against

a more evasive target. However, ADP policy 2 exhibits superior performance, out-

performing Benchmark Policy 1 in all 9 Turn & Burn instances and outperforming

Benchmark Policy 2 in 6 of the 9 instances. Consider the column in Table 7 that

reports ADP Policy 2’s relative improvement over Benchmark Policy 2. For instances

with low energy initial conditions (i.e., Problem Instances 10 through 12) the bench-

mark is superior. For instances with an intermediate level of energy (i.e., speed) at

engagement start, the ADP policy is superior. For the final instances with a high

initial energy state, the ADP policy remains superior, but by a smaller margin than

in the intermediate instances.

Figure 17 shows the Pk approach maps for each policy from every approach vector

for Problem Instance 17. Benchmark Policy 1 has difficulty destroying the target

when approaching from the left side of the engagement sphere, as viewed by the

AUCAV. Benchmark Policy 2 performs better than Benchmark Policy 1 although it

still achieves a moderately low Pk, about 0.7, when approaching from the left. ADP

Policy 2 clearly performs better than both benchmarks for this instance. The ADP

policy obtains high Pk values when approaching from the left. We also note the ADP

77



T
a
b

le
7
.

S
u

p
e
rl

a
ti

v
e

A
D

P
P

o
li

c
ie

s
v
s

T
u

rn
&

B
u

rn
T

a
rg

e
t

M
a
n

e
u

v
e
ri

n
g

R
el

at
iv

e
(%

)
im

p
ro

ve
m

en
t

ov
er

P
k

A
D

P
P

ol
ic

y
19

R
el

at
iv

e
(%

)
im

p
ro

ve
m

en
t

ov
er

P
k

A
D

P
P

ol
ic

y
15

R
el

at
iv

e
(%

)
im

p
ro

ve
m

en
t

ov
er

P
k

A
D

P
P

ol
ic

y
2

In
st

an
ce

B
en

ch
m

ar
k

1
B

en
ch

m
ar

k
2

B
en

ch
m

ar
k

1
B

en
ch

m
ar

k
2

B
en

ch
m

ar
k

1
B

en
ch

m
ar

k
2

10
42

.9
-5

.5
0.

75
5

47
.0

-2
.7

0.
77

7
48

.6
-5

.9
0.

75
2

11
36

.1
-7

.9
0.

74
4

42
.1

-3
.9

0.
77

6
42

.5
-7

.6
0.

74
6

12
35

.0
-7

.2
0.

72
6

42
.1

-2
.3

0.
76

4
38

.2
-8

.1
0.

71
9

13
25

.3
8.

6
0.

84
4

13
.1

-2
.0

0.
76

2
37

.1
12

.2
0.

87
3

14
20

.0
5.

8
0.

83
3

13
.0

-0
.4

0.
78

4
28

.3
9.

1
0.

85
9

15
13

.9
-1

.9
0.

79
5

9.
9

-5
.4

0.
76

6
21

.1
3.

4
0.

83
8

16
26

.7
6.

4
0.

89
7

14
.6

-3
.7

0.
81

2
28

.3
7.

4
0.

90
6

17
18

.5
4.

5
0.

89
9

5.
7

-6
.7

0.
80

2
19

.2
4.

7
0.

90
0

18
13

.8
4.

2
0.

88
0

7.
0

-2
.0

0.
82

8
15

.9
2.

5
0.

86
6

78



policy has smaller regions of low Pk when approaching head-on (i.e., from a heading

of 0◦) but does perform worse when approaching head-on from above.

(a) Benchmark 1 (b) Benchmark 2 (c) ADP Policy 19

Figure 17. Pk Maps versus Turn & Burn Evasion Tactic, Instance 17

Figure 18 shows a wide view of sample trajectories for the AUCAV following

each policy from a particular starting location (i.e., Entry Point 116, (292.5,15), on

Figure 17). Figure 18a shows the AUCAV following Benchmark Policy 1. Beginning

the engagement with a high energy level, the AUCAV is able to reach the target

quickly. As the AUCAV gets into position to fire (Point 1) the red aircraft begins the

Turn & Burn evasive maneuvers. The red aircraft is able to deny the AUCAV high Pk

shots and is able to escape the initial phase of the engagement, turning back toward

a heading of 0◦. The more aggressive maneuvering around Point 1 leaves the AUCAV

in a lower energy state (i.e., it has lost speed due to maneuvering) and pointed away

from the target. The AUCAV maneuvers around and begins a slow climb back to

the target. The reduced energy state of the AUCAV after the initial pass results in

slow recovery maneuvers, allowing the red aircraft to penetrate farther into the AOR.

By the time the AUCAV recovers altitude and speed (Point 3), it is too late; the

red aircraft is able to build enough of a lead that it successfully exits the AOR as

indicated by the red circle at the end of its trajectory.

Figure 18b shows a sample trajectory of the AUCAV following Benchmark Policy

2. Similar to Benchmark Policy 1, the AUCAV is able to reach the target quickly and
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get off a few low Pk shots. Once the red aircraft begins the Turn & Burn maneuvers,

the AUCAV is denied additional shots and unable to turn with the red aircraft. Once

the AUCAV is far away from the target, it appears to lose interest in the target and

begins a steep dive manuever and departs the AOR ending the engagement. On initial

inspection it appears Benchmark Policy 2 lost control and executed a wild maneuver.

However, the steep dive is a product of the Benchmark Policy 2 decision function

and highlights the limitations of such functions. Recall that Benchmark Policy 2 is

a weighted combination of position information and energy information. It makes

decisions according to

arg max
xBt ∈XB(St)

{ωSRSA + (1− ω)SE} . (51)

For position, the decision function considers the product of a range and angle

score. The range score decays exponentially while the angle score decays linearly.

That is, an AUCAV following benchmark 2 seeks to maximize the weighted sum of

the position and energy score. The range score SR decays exponentially. Hence, when

the range between the AUCAV and target is large, the first term in Equation (51) is

near zero. Moreover, decision making based on changes in range and angles are sig-

nificantly reduced because the slope of SR is near zero. This results in a decision rule

that seeks to maximize energy. For energy, the decision function considers the ratio of

specific energy of the AUCAV to the red aircraft. The Turn & Burn evasive maneu-

vering scheme of the red aircraft is relatively stable and does not result in significant

changes in its energy state (i.e., it never changes altitude or speed drastically). Hence,

maximizing SE results in maximizing the specific energy of the AUCAV. Recall the

specific energy is given by

Es = h+
V 2

2g
. (52)
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The best way to maximize Equation (52) is to increase kinetic energy (i.e., velocity).

At Point 2 in Figure 18b, the AUCAV transitions to a state where the second term in

the decision function dominates the first. The result is a steep dive to increase kinetic

energy and then a pull up to increase potential energy (i.e., altitude). In pursuit of

maximizing its total energy, AUCAV flies out of the AOR because it has no concept

of AOR boundaries. Similar behavior is seen in Figure 14b. A detailed discussion of

the early phase maneuvering follows.

Figure 18c shows a sample trajectory of the AUCAV following ADP Policy 2.

Similar to the benchmarks, the AUCAV is able to reach the target quickly and,

through effective energy management, it is able to achieve better shots (i.e., higher Pk)

on the red aircraft, which results in successfully destroying the target. We examine the

differences in the close-in-maneuvering between Benchmark Policy 2 and ADP Policy

2 to better understand why the benchmark failed and the ADP policy succeeded.

Figure 19 provides a detailed view of the initial engagement depicted in Figure 18b.

As the AUCAV approaches the target (Point 1), it fires four low Pk shots, which all

miss (i.e., black dots on the AUCAV trajectory indicate taking shots, black circles

on the red aircraft trajectory indicate missing shots). At Point 1 the red aircraft

begins the Turn & Burn evasive maneuvers, turning into the AUCAV and denying

high Pk shots. As the AUCAV passes the red aircraft and approaches Point 2, the red

aircraft begins to turn back towards a 0◦ heading. At Point 2 the AUCAV conducts a

horizontal turn (as seen in Figure 19b) toward the red aircraft. Its speed at Point 2 is

significantly lower, having executed the tight turn moving from Point 1 to Point 2. As

the AUCAV approaches the red aircraft for the second pass (Point 3), the red aircraft

is able to speed up and maneuver away from the AUCAV. The AUCAV does not have

enough speed to close on the target before it maneuvers away. The AUCAV is left in

a low energy state, flying away from the target (Point 4). As the red aircraft increases
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the distance between itself and the AUCAV, the AUCAV enters a state wherein its

decision making becomes dominated by energy considerations, and the AUCAV takes

a steep dive seeking to increases its kinetic energy, ultimately maneuvering out the

the AOR and ending the engagement.

(a) Top View (b) Isometric View

Figure 19. Benchmark Policy 2 versus Turn & Burn Evasion Tactic, Instance 17

Figure 20 shows a detailed view of the initial engagement of the AUCAV following

ADP Policy 2, depicted in Figure 18c. The AUCAV takes nearly the same approach

to the target as with Benchmark Policy 2. The AUCAV takes, and misses, the same

low Pk shots at Point 1. The difference between Benchmark Policy 2 and ADP Policy

2 is that here the AUCAV makes a descending turn (as seen in Figure 20b) as it

maneuvers from Point 1 to Point 2. As with Benchmark Policy 2, as the AUCAV

comes out of Point 1 it has lost a significant amount of energy. The descending turn

through point allows the AUCAV to recover some airspeed as it approaches the red

aircraft, which has turned back towards a 0◦ heading. As the AUCAV approaches

for the second pass it now has enough energy to close to firing range and has the

opportunity to take several shots that eventually down the red aircraft.

The difference at Point 2, a horizontal turn for Benchmark Policy 2 and a descend-
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ing turn for ADP Policy 2, results in radically different outcomes for both policies.

Figure 21 shows a detailed energy and position comparison between the two sample

trajectories. The top row shows the energies (potential, kinetic, and total) for the

Benchmark Policy 2 (left) and ADP Policy 2 (right) over the course of the initial

engagement. The second row gives the range to the red aircraft over time with the

gun WEZ indicated as the region between the red horizontal lines. The last row gives

the radar angle to the red aircraft over time with the gun WEZ indicated as the

region below the red horizontal line at 30◦. When both the range and radar angle

gun WEZ constraints are satisfied (i.e., both curves are between or below the red

lines), the AUCAV can fire the gun at the target, as indicated by the black dots.

The AUCAV flying the Benchmark Policy 2 takes four initial shots on the target at

(a) Top View (b) Isometric View

Figure 20. ADP Policy 2 versus Turn & Burn Evasion Tactic, Instance 17

around 8 seconds into the engagement. The AUCAV executes a horizontal turn back

towards the target and almost earns a second shot opportunity around 25 seconds but

is just out of maximum gun range. The AUCAV flying ADP Policy 2 gets the second

opportunity because it executed the descending turn instead of the horizontal turn of

Benchmark Policy 2. This gives the AUCAV just enough extra energy (i.e., speed) to
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get inside of firing rage of the second shot at 25 seconds. The blue potential energy

curves in the top row shows the difference in potential energy between the two aircraft

between 10 and 25 seconds. Benchmark Policy 2 maintains potential energy whereas

ADP Policy 2 trades the potential energy for a slight increase in kinetic energy that

gives it the second shot opportunity which results in destruction of the red aircraft.

Figure 21. Shot Opportunities: Benchmark 2 versus ADP Policy 2

This sample trajectory demonstrates the importance of energy management through-

out the entire engagement and the advantage of our 5DOF model that implicitly al-

lows such energy management. Benchmark Policy 2 attempts to capture the energy

concepts that are critical to air combat but fall short. The flaw in Equation 51 is

that it represents a desire to increase total energy. Energy maneuverability consid-

erations are more nuanced. There are times when one should gain energy, times to
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trade kinetic energy for potential energy, times to trade potential energy for kinetic,

and times to trade total energy for position. Benchmark Policy 2 cannot capture

the interplay of potential and kinetic energy that is critical to effective and efficient

maneuvering. As demonstrated, ADP policies generated from our 5DOF model can.

4.6 Excursion: Maneuvers and Tactics

One objective of this research is to determine if the ADP approach can gener-

ate policies that exhibit realistic behaviors. This section examines four aerobatic

maneuvers and two basic fighter maneuvers (BFMs) that are observed from the top

performing ADP policies (i.e., Policies 2, 15, and 19). We note that no single ADP

policy exhibits all of the listed maneuvers. Moreover, the engagement scenario and

problem instances used in the previous analyses do not lead to situations where all of

the following maneuvers are expected to be used. Therefore, we construct situations

for which itis reasonable to use each of the manuevers to examine how well the ADP

policies replicate common aerobatic maneuvers and combat tactics. All aircraft icons

are spaced 10 seconds apart in the following figures.

4.6.1 Wingover

A wingover is an energy efficient maneuver used to quickly turn 180◦ with a small

turn radius. The basic wingover is executed as follows. The aircraft pulls up into a

vertical climb, converting nearly all of its kinetic energy into potential energy (i.e.,

conserving it). At the top of the climb, when airspeed is low and the aircraft nose

is pointed straight up, the aircraft turns in the vertical plane 180◦ until the nose is

pointed straight down. The aircraft descends, regains its kinetic energy, and pulls

level at the desired altitude. This results in the aircraft following nearly the same

trajectory as on the way up, but going the opposite direction (i.e., a 180◦ degree
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turn).

Figure 22. Wingover Maneuver

Figure 22 shows the AUCAV executing a wingover maneuver to quickly change

direction to follow the red aircraft after making a head-on pass. The AUCAV does not

end the wingover at the same altitude as it enters the maneuver because it needs to

increase its speed to catch up to the red aircraft. Note the bulge between the potential

and kinetic energy lines 25 seconds into the maneuver. This bulge is indicative of an

energy efficient maneuver where much of the kinetic energy is conserved as potential

energy during the maneuver and then converted back to kinetic energy at the end of

the maneuver.
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4.6.2 Immelmann

An Immelmann (i.e., half-loop) is a simple maneuver used to turn an aircraft 180◦

while also increasing altitude. An Immelmann is executed as follows. From a level

flight condition, pull up through the vertical until the aircraft is inverted and pointed

in the opposite direction (i.e., at the top of a half-loop), then roll 180◦ back to a wings

level condition. The aircraft is now on a reverse heading and at a higher altitude.

Figure 23. Immelmann Maneuver

Figure 23 shows the AUCAV executing an Immelmann to change direction and

increase altitude in pursuit of the red aircraft. In contrast to the wingover, this

maneuver is used to trade kinetic energy for potential energy (i.e., altitude) and
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position in the form of a heading reversal. The aircraft ends the maneuver with

increased potential energy and reduced kinetic energy.

4.6.3 Split-S

The split-S (i.e., half-loop) is used to reverse heading 180◦ while also descending

in altitude. The split-S is the opposite of the Immelmann and is executed as follows.

From a level flight condition, roll 180◦ inverted, then pull down. The aircraft passes

through the downward vertical and up into a level flight condition. The aircraft is

now on a reverse heading at a lower altitude.

Figure 24. Split-S Maneuver

Figure 24 shows the AUCAV executing a split-S maneuver to change direction
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and decrease altitude in pursuit of the red aircraft. Like the Immelmann, the split-S

is used to trade between kinetic and potential energy. At the end of a split-S, the

aircraft has increased its kinetic energy and reduced its potential energy.

4.6.4 Vertical Loop

The vertical loop is less commonly used but effective in situations with a high rate

of closure against a non-maneuvering target. The maneuver is executed by pulling

up, past the vertical, continuing to pull until the nose of the aircraft has completed

a full 360◦ loop and the aircraft is back on its original heading.

Figure 25. Vertical Loop Maneuver

Figure 25 shows a fast flying AUCAV in pursuit of a slow flying red aircraft. The
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AUCAV’s high closing speed causes the aircraft to overshoot the target. The AUCAV

pulls up sharply to reduce its velocity along the x-axis. About 30 seconds into the

engagement, the AUCAV is inverted at the top of the vertical loop. The red aircraft

continues along its trajectory flying past the AUCAV. As the AUCAV pitches down

and completes the second half of the loop, it is now aft of the red aircraft and in

position to make another high Pk gun pass. As with the wingover, the vertical loop

is an energy efficient maneuver that stores kinetic energy as potential energy as the

AUCAV waits for a better position relative to the red aircraft. At the end of the

maneuver the AUCAV uses the potential energy to attain the desired speed.

4.6.5 Low Yo-Yo

BFMs are a group of standard maneuvers, taught to all United States Air Force

pilots, that form the building blocks of fighter tactics. Many advanced tactics build

from the concepts of BFMs. The low yo-yo maneuver is a BFM used to increase the

closure rate between the pursuer and target when the pursuing aircraft cannot turn

its nose to point at the target either because of turn rate limitations or low speed. The

pursuing aircraft establishes a lead-pursuit curve (see Shaw (1985) for a discussion

of pursuit curves) while descending in a nose low attitude. The descent allows the

aircraft to increase its speed while the lead-pursuit cuts the corner of the defender’s

turn allowing the pursuing aircraft to close the distance to the target and achieve a

good firing position.

Figure 26 shows the AUCAV executing a low yo-yo maneuver from a speed disad-

vantage with less than half the speed of the red aircraft. Recall that aircraft icons are

spaced 10 seconds apart. The AUCAV immediately takes a descending turns toward

the target and achieves lead-pursuit (i.e., its velocity vector is pointed ahead of the

red aircraft) 20 seconds into the engagement. As the AUCAV increases its speed it
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reduces the distance to the red aircraft. 60 second into the engagement the AUCAV

transitions to pure-pursuit (i.e., its velocity vector is pointed at the red aircraft) and

pitches up to take a high Pk shot on the target.

(a) Isometric View (b) Top View

Figure 26. Low Yo-Yo Air Combat Maneuver

4.6.6 High Yo-Yo

The high yo-yo maneuver is a BFM used to prevent overshoots (i.e., flying past the

target) and reduce the aspect angle when the pursuer is at the same or higher speed

than the target. The pursuer pitches up out of the plane of the targets maneuver in

order to reduce speed and achieve a smaller turn radius while preventing an overshoot.

Once the desired separation is achieve, the pursuer dives down after the target.

Figure 27 shows what could be considered a high yo-yo. The AUCAV begins the

engagement with a speed advantage. It overshoots the red aircraft and pitches up to

reduce speed. About 20 seconds into the engagement, the AUCAV is at the top of

the maneuver and has regained a position aft of the red aircraft. The AUCAV dives

back down into the red aircraft’s plane of maneuver and lines up for a high Pk gun

shot.
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(a) Isometric View (b) Top View

Figure 27. High Yo-Yo Air Combat Maneuver
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V. Conclusions

This research examines the one-versus-one (1v1) within visual range (WVR) air

combat maneuvering problem (ACMP) with the intent of finding high-quality maneu-

ver policies that reasonably replicate known tactics and maneuvers while improving

the expected probability of kill for a generic intercept scenario. We develop a dis-

counted, infinite horizon Markov decision process (MDP) model with several unique

features that allow for examination of additional problem features not possible with

models present in the existing literature. For example, the inclusion of a 5 degree

of freedom (DOF) point-mass aircraft model allows for energy maneuverability con-

cepts to be represented implicitly within the system dynamics rather than specified

explicitly in the reward function. Moreover, the 5DOF model controls the aircraft roll

angle, which allows for the modeling of weapons with engagement zones that depend

on the roll angle, such as side firing weapons.

The high dimensionality and continuous nature of our MDP model preclude solv-

ing for the optimal policy exactly using dynamic programming. To address this curse

of dimensionality, we utilize approximate dynamic programming (ADP) techniques.

We design and employ an approximate policy iteration algorithm with a value func-

tion approximation based on neural network learning. Moreover, we develop a novel

reward envelope expansion state sampling scheme to address the the sparse reward

problem and avoid explicit reward shaping. We constructed a generic intercept sce-

nario wherein an autonomous unmanned combat aerial vehicle (AUCAV) tasked with

defending an area of responsibility must engage and destroy an adversary aircraft

attempting to penetrate the airspace and attack high value assets. In lieu of a sta-

tus quo benchmark policy for air combat, we compare maneuver policies generated

from our solution procedure to two benchmarks derived from common reward shaping

functions found in the ACMP literature. The first benchmark considers only position
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information whereas the second considers both position and the aircraft energy state.

We compare policies across 18 problem instances and against an adversary aircraft

exhibiting two different evasion tactics.

The results of our computational experiments indicate that the ADP policies

outperform position-only benchmark policies in 15 of 18 instances and outperform

position-energy benchmark policies in 9 of 18 instances, attaining improved proba-

bilities of kill among problem instances most representative of typical air intercept

engagements. We observe that the selected benchmarks perform well in simple air

combat situations such as ones with a non-maneuvering target, or ones with a target

executing simple evasion maneuvers such as the Burn tactic. Under these conditions

the benchmarks do not leave much room for improvement with respect to mean prob-

ability of kill. The benchmark policies do not perform as well against targets that

exhibit slightly more aggressive evasive maneuvers such as the Turn & Burn tactic.

The ADP generated policies are more robust, outperforming the benchmark policies

in 15 of the 18 problem instances against a red aircraft employing the Turn & Burn

evasion tactic. The improvement of the ADP maneuver policies over the benchmark

policies results from their ability to manage the AUCAV kinetic and potential energy

more effectively than either benchmark. The first benchmark has no notion of energy

state and as a result cannot manage the AUCAV energy. The second benchmark

considers the total energy state (i.e., the sum of the kinetic and potential energy)

of the AUCAV and is incapable of managing energy at the component level (i.e., it

cannot convert kinetic energy to potential energy and vice versa).

The qualitative comparison of the ADP maneuver policies ability to perform com-

mon aerobatic maneuvers indicate that our solution approach can successfully gen-

erate policies that reasonably replicate known behaviors. From an air combat per-

spective, we observe the ADP policies performing common fighter tactics such as
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utilizing lead, pure, and lag pursuit curves to maneuver into a a position from which

weapons can be employed. Moreover, we observe what appear to be specific basic

fighter maneuvers (BFMs), low yo-yo and high yo-yo, against a turning target. These

maneuvers are part of a subset of maneuvers (i.e., BFM) that form the building blocks

of fighter tactics and are taught to all Air Force fighter pilots.

This research is of interest to the analytical modeling and simulation community.

Analysts can apply our solution procedure to develop maneuver policies for 1v1 WVR

air combat with guns. These maneuver policies can be incorporated into air combat

simulations such as the Analytic Framework for Simulation, Integration, and Mod-

eling (AFSIM) (West and Birkmire, 2019) to improve the behaviors of constructive

entities. Our model formulation is flexible in that both the weapon effectiveness map

(i.e., gun pk map) and aircraft aerodynamic data can be easily changed which allows

for modeling of maneuvers based on specific aircraft-weapon combinations.

Extensions to our approach include modeling additional weapons such as those

discussed in Chapter II. The internally carried gun has historically been a fixture

of fighter aircraft and has driven the development of common tactics. However, all

modern fighters carry short range infrared air-to-air missiles that have a much larger

and less restrictive weapon engagement zone (WEZ) and are likely to be the primary

weapon of choice over the gun in any engagement. Recent advances in directed

energy weapons (DEWs) increase the likelihood of these types of weapons being

fielded on a fighter sized aircraft in the near future. The nature of DEWs (i.e., the

firing of coherent light versus projectiles) lend themselves to non-standard WEZs as

compared to the traditional forward firing gun and missiles. The addition of these

types of weapons could dramatically change the tactics associated with the 1v1 WVR

ACMP and should be investigated.
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