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Major Goals:  The major goals for the project, expanded from the Statement of Work, are as follows:

1)  Construct specialized optimization tools that are capable of aggregating and gleaning insights from continuous, 
ordinal, and multimodal judgement-elicitation data using different choices of distance functions. These models and 
algorithms will be equipped to solve problems with over 100 evaluation entities and agents

efficiently (i.e., in the order of minutes).

2) Develop customized statistical models for generating nontrivial problem instances with objectively defined 
degrees of collective similarity/dissimilarity from an underlying ground-truth set. The goal of the related tasks are to 
incorporate a variety of characteristics relevant to complex estimation tasks: incompleteness, sparsity,

noise/error, imperfect subtask overlap, and high dimensionality.

3)  Test the efficacy of the proposed aggregation methodologies, specifically to derive empirical parametric 
descriptions of the relationships of varying elicitation choices and statistical distribution configurations with the 
similarity between the aggregate estimate and the underlying ground truth; tests may also be performed on existing 
benchmarks for other applications; for example for wireless sensor network estimation in contested

environments. 

4) Validate the proposed tools in practice through the implementation of crowd based estimation tasks. These will 
be guided by standard crowd wisdom benchmarks of varying difficulties such as ranking the difficulties of puzzles, 
counting randomly distributed dots in images, and/or box-office prediction.

5) Leverage multidisciplinary collaborations to demonstrate the practical value of the developed tools. 

6) Prepare a final technical report summarizing the outcomes of the project. Prepare and submit manuscripts to 
peer-reviewed conferences and journals.

Accomplishments:  1) Developed a multimodal aggregation framework that represents a principled unification of 
data from different contrasting sources such as cardinal (ratings, assigns a scalar value to each of the objects) and 
ordinal (rankings, objects are ordered from most preferred to least preferred in the form of an ordered list) 
evaluations. The incorporation of these multimodal evaluations achieved better results than using single modality 
data separately. Additionally, proposed a convex relaxation of the Cardinal and Ordinal aggregation model capable 
of solving instances with large number of evaluation entities efficiently (i.e., small amount of time). Generalized 
distances used in the Cardinal and Ordinal Aggregation models to deal with evaluations that are highly incomplete, 
high-dimensionality, and contain ties. 

2) Performed a literature review of statistical models for generating synthetic data sets appropriate for both 
cardinal and ordinal aggregation models. Generated data from adaptations to the Mallows models on rankings 
data, in particular to generate rankings with ties and with 

3) Formulated exact mathematical models for Ordinal aggregation based on three different metric functions, 
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namely, Spearman’s Footrule, Chevyshev’s distance, and Hamming distance and compared their performance (i.
e., ability to recover ground truth) against Kemeny Snell Distance for ordinal aggregation. Tested different 
aggregation functions: L1 norm, L2 norm and normalized projected Cook Kress distance for Cardinal Aggregation 
in the Joint Aggregation model to compare their respective abilities to tackle challenges associated with the 
extraction of collective intelligence from complete evaluations. A report document outlining sets of tests for 
comparing the efficacy of the featured models on synthetic complete ranking and rating data is herein attached. 
Initial testing on synthetic complete ranking and rating data has been performed. 

4) Created a flexible web application using JavaScript, HTML and CSS that can be utilized to crowdsource tasks 
involving ranking and numerical estimation. Implemented REST API functionality using Node.js. Developed 
database schema using mongoDB and wrote scripts to manage and pull data using python. Utilized this web 
application to develop and deploy a crowdsourced activity involving ranking and numerically estimating the number 
of dots in images. Adjusted the activity to explore the effects of varying problem difficulty, varying problem sizes, 
and the distribution of incomplete problems. The dots activity was deployed on Amazon MTurk, a crowdsourcing 
website, to collect data from a total of 521 people across three different studies. The first study focused on the 
effects of different problem difficulty. The second study focused on the effects of distributing incomplete problems. 
The third activity explored the effects of distributing incomplete problems, along with the effects of varying problem 
sizes. The most notable results were found in the third study, which employed 300 participants. 

5) Established a collaboration with Dr. Lauren Huie at Air Force Research Labs, who heads a program on 
Wireless Sensor Networks in Contested Environments. Using models developed through this project, my PhD 
student Kyle Skolfield (at an internship in AFRL in NY), and I and my PhD student Romena Yasmin at ASU worked 
over the summer on related WSN problems. A related conference paper was recently accepted for the upcoming 
IEEE 6th World Forum on Internet of Things (WF-IoT 202), to be held virtually in June. 

Established a collaboration with Dr. Ross Maciejewski, associated professor in the Computer Science Engineering 
program at ASU. This collaboration was instrumental for deploying the proposed methodology to crowd based 
estimation tasks. 

6) Support from this award has resulted in an accepted journal publication to appear in the European Journal of 
Operational Research and in a submitted journal publication under review in Information Sciences. It also led to 
one conference paper for the upcoming IEEE 6th World Forum on Internet of Things (WF-IoT 202), to be held 
virtually in June 2020. Additionally, it resulted in an undergraduate honor’s thesis, which was defended on 
04/24/2020. This thesis will be expanded into a conference paper submission for the Thirty-Fifth AAAI Conference 
on Artificial Intelligence to be held in February 2021. Lastly, outputs from this project are part of a working PhD 
dissertation and other working manuscripts. The uploaded final report addendum contains this unpublished 
material.
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Training Opportunities:  A PhD student (Romena Yasmin) was recruited and hired to perform research during the 
reporting period. The student was trained in the following:

• Principled methods for aggregating ordinal and/or cardinal data.

• Statistical models for generating artificial data sets parameterized by ground truth and dispersion (i.e., noise) 
parameters

• Experimental designs for assessing the capability of aggregation methods to recover the ground truth from 
artificially generated data sets

• Working with the Linux operating system and writing bash scripts to run computational jobs related to these 
experiments on ASU’s HPC cluster.

• Applications of these concepts in Wireless Sensor Networks.



A second PhD student (Kyle Skolfield) was trained in principled aggregation to apply the tools developed through 
this project to Wireless Sensor Networks state estimation problems. The student was involved in the collaboration 
with Dr. Lauren Huie at Air Force Research Labs during summer of 2019, which was made possible through this 
award. 



A third PhD student (Yeawon Yoo) was hired to perform research during the second half of the reporting period. 
The student was trained in the following:

• Principled methods for aggregating ordinal and/or cardinal data. 

• Advanced methodologies for solving the consensus ranking problem with ties.

• Converting data from the standard PrefLib format.

• Applications of these concepts for crowd-based human computation.



An undergraduate student (Ryan Kemmer) was recruited and hired to perform research for the second half of the 
project. The student was trained in the following:

• Design crowdsourced estimation tasks from which to gather data that can be used to test the multimodal 
aggregation models.

• RESTful API development using Node.js and express. 

• Web design and development using javascript, HTML and CSS, with an emphasis on using the javascript d3 
library for user facing activites. 

• Database development using MongoDB NoSQL databases.

• Development and testing of object-oriented python scripts for data analysis, data pulling, and data cleaning 
utilizing pymongo, pandas, numpy, and json libraries.

• Statistical methods for evaluating the performance of aggregation methods. 

• Techniques for obtaining quality data through crowdsourcing.

Results Dissemination:  Support from this award has resulted in an accepted journal publication to appear in the 
European Journal of Operational Research and in a submitted journal publication under review in Information 
Sciences. It also led to one conference paper for the upcoming IEEE 6th World Forum on Internet of Things (WF-
IoT 202), to be held virtually in June 2020 (we will give a presentation of the paper therein). Additionally, it resulted 
in an undergraduate honor’s thesis, which was defended on 04/24/2020. This thesis will be expanded into a 
conference paper submission for the Thirty-Fifth AAAI Conference on Artificial Intelligence to be held in February 
2021. Results from this work will also be presented at the INFORMS Annual Meeting in late 2020.

Honors and Awards:  The application to crowd-based human computation became the subject of an 
undergraduate honor’s thesis, which was defended on 04/24/2020.

Protocol Activity Status: 

Technology Transfer:  In pursuit of a novel application of the methodologies developed in this project, we 
established a collaboration with Dr. Lauren Huie at Air Force Research Labs, who heads a program on Wireless 
Sensor Networks in Contested Environments. This results in a conference paper to be published and presented as 
part of the upcoming IEEE 6th World Forum on Internet of Things (WF-IoT 202), to be held virtually in June 2020.
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Final Report Addendum for ARO Award 74113NSII

Overall, this award led to many productive outcomes by the research team, who was able to achieve
the large majority of the stated goals. The PI feels encouraged about the possibilities opened up by this
research award. Results from this project will be used to apply to future funding opportunities including
the Newton Award for Transformative Ideas during the COVID-19 Pandemic and possibly the ARMY
Young Investigator Award and the AFOSR Young Investigator Program. These opportunities would have
not been possible without this ARMY STIR award, for which the PI is extremely grateful.

Support from this award has resulted in an accepted journal publication to appear in the European
Journal of Operational Research and to a submitted journal publication under review in Information
Sciences. It also led to one conference paper for the upcoming IEEE 6th World Forum on Internet of
Things (WF-IoT 202), to be held virtually in June 2020. Additionally, it resulted in an undergraduate
honor’s thesis, which was defended on 04/24/2020. This thesis will be expanded into a conference paper
submission for the Thirty-Fifth AAAI Conference on Artificial Intelligence to be held in February 2021.
All of these manuscripts have been uploaded to the ARO portal (see Products).

Lastly, outputs from this project are part of a working PhD dissertation and other working manuscripts.
This addendum contains this unpublished material. The first section deals with the methodology developed
during the project. The second section deals with the implementation of this theory to better harness crowd
wisdom in a human computation study associated with this project; the study obtained IRB approval from
ASU (STUDY00010770: Estimating the number of dots in an image).

1 Aggregation Models

The first part of this addendum consists of the outcomes from four computational experiments: The first
experiment evaluates the minimum number of judges required to achieve the ground truth for the three
models described in Escobedo et al. (2020). The second and third set of experiments evaluates different
ranking and rating metrics to determine which one provides a better consensus. The last experiment
tests how well each aggregation framework enhance the collective wisdom through a human computation
experiment.

Experiment Set 1:
This experiment set seeks to determine at what point the group consensus is closest to the ground truth
within a specified range. In this set three models are compared: Convex relaxation of Cardinal and Or-
dinal Aggregation(COAr) model, Exact MILP formulation of COA and the Correlation based version of
Ordinal Aggregation(OA) model. Each of these models are described in detail in Escobedo, Hochbaum
and Moreno-Centeno. The Normalized projected Cook-Kress distance(NPCK) was used as the distance
function for the complete ratings and the normalized projected Kemeny-Snell distance (NPKS) was used
for the rating vectors. Based on these distance measures the formulation of each of the models is given
below:
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Model 1.1: COAr: Convex relaxation of Cardinal and Ordinal Aggregation:

minimize
∑
k∈K

2Ck
∑

(i,j)∈Ak

tkij +
∑
k∈K

1

2
Dk

∑
(i,j)∈Bk

hkij

subject to, tkij ≥ µ(xi − xj)− pkij (i, j) ∈ Ak, k = 1, 2....m

tkij ≥ −[µ(xi − xj)− pkij] (i, j) ∈ Ak, k = 1, 2....m

hkij ≥ xi − xj + 1 (i, j) ∈ Bk, k = 1, 2....m; s.t. sign(bkj − bki ) = −1

hkij ≥ xi − xj (i, j) ∈ Bk, k = 1, 2....m; s.t. sign(bkj − bki ) = 0

hkij ≥ −xi + xj (i, j) ∈ Bk, k = 1, 2....m; s.t. sign(bkj − bki ) = 0

hkij ≥ −xi + xj + 1 (i, j) ∈ Bk, k = 1, 2....m; s.t. sign(bkj − bki ) = 1

hkij ≥ 0 (i, j) ∈ Bk, k = 1, 2....m

hkij unrestricted

0 ≤ xi ≤ (U − L)/µ i = 1, 2.......n

where,

n = number of objects

m = number of judges

Ak = set of objects rated by judge k

Bk = set of objects ranked by judge k

xi = aggregate rating of object i

pkij = aki − akj
aki = the rating value given by judge k to object i

bki = the ranking value given by judge k to object i

Model 1.2: COA: Exact MILP formulation of of Cardinal and Ordinal Aggregation:

maximize −
∑
k∈K

4Ck
∑

(i,j)∈Ak

tkij +
n∑

i=1

n∑
j=1

2B̂ijyij

subject to, tkij ≥ µ(xi − xj)− pkij (i, j) ∈ Ak, k = 1, 2....m

tkij ≥ −[µ(xi − xj)− pkij] (i, j) ∈ Ak, k = 1, 2....m

xi − xj ≤ (M + µ)yij − µ i, j = 1, 2...n

xi − xj ≥M(yij − 1) i, j = 1, 2...n

yij + yji ≥ 1 i, j = 1, 2...n

yij − ykj − yik ≥ −1 i, j, k = 1, 2...n

0 ≤ xi ≤ (U − L)/µ i = 1, 2.......n

yij ∈ {0, 1} i, j = 1, 2...n
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where,

yij =

{
1, if object i is assigned an equal and higher rating than object j
0, if object i is assigned a lower rating than object j

bij =


1, if bi ≤ bj
−1, if bi > bj
0, if i = j, or, bi or, bj not defined

B̂ij =
m∑
k=1

bkij
|V k

b |(|V k
b | − 1)

Model 1.3: OA: Correlation based version of Ordinal Aggregation:

maximize
n∑

i=1

n∑
j=1

2B̂ijyij

subject to, yij + yji ≥ 1 i, j = 1, 2...n; i 6= j

yij − ykj − yik ≥ −1 i, j, k = 1, 2...n; i 6= j 6= k

yij ∈ {0, 1} i, j = 1, 2...n

For each of the above three models the Kemeny Snell distance between the ground truth and the aggre-
gate ranking is calculated for n = 10, 15 and 20, where n is the number of objects. To determine the average
number of judges required for each object set the KS distance is evaluated for number of judges(k) between
5 and 100 and the value for which the distance obtains the minimum distance is recorded. In each of these
experiments the rating and ranking values are homogeneous and complete. The reference ratings are as-
signed using the Mallow’s φ-distribution and eight possible values for φ ∈ (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8)
is used for all k.

Table 1.1 shows the average solution statistics obtained over 30 repetitions for each φ value. The solu-
tion statistics includes the average number of judges and the minimum KS distance obtained.
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Table 1.1: Average solution statistics for complete rating and ranking evaluations with homogeneous
errors

n = 10 n = 15
φ kmin dKS kmin dKS

COAr COA OA COAr COA OA COAr COA OA COAr COA OA
0.1 5 5 5 0.000 0.000 0.000 5 5 5 0.000 0.000 0.000
0.2 7 6 6 0.000 0.000 0.000 8 6 6 0.000 0.000 0.000
0.3 21 6 6 0.000 0.000 0.000 29 7 7 0.000 0.000 0.000
0.4 13 8 8 0.024 0.000 0.000 18 10 8 0.018 0.000 0.000
0.5 19 9 11 0.042 0.000 0.000 34 13 13 0.032 0.000 0.000
0.6 20 12 15 0.066 0.000 0.000 28 20 19 0.053 0.000 0.000
0.7 29 17 24 0.094 0.000 0.000 38 32 35 0.082 0.000 0.000
0.8 33 28 47 0.132 0.000 0.000 41 58 70 0.121 0.000 0.001

n = 20 n = 25
φ kmin dKS kmin dKS

COAr COA OA COAr COA OA COAr COA OA COAr COA OA
0.1 6 5 5 0.000 0.000 0.000
0.2 9 6 6 0.000 0.000 0.000
0.3 29 8 7 0.000 0.000 0.000
0.4 24 11 9 0.013 0.000 0.000
0.5 29 17 15 0.025 0.000 0.000
0.6 38 27 21 0.045 0.000 0.000
0.7 38 48 41 0.071 0.000 0.000
0.8 42 74 72 0.110 0.002 0.002

4



(a) n=10 (b) n=15

(c) n=20

Figure 1: Average number of judges required for min value of dKS

For incomplete ranking and rating only the OA and COA model was used. In this set, the size of
the objects evaluated was drawn from the Uniform distribution U(4, 8) for each judge, k and the specific
objects in the evaluation set was selected at random. Here, similar to the previous set the reference ratings
were assigned using the Mallow’s φ-distribution but instead of eight twelve possible values for φ between
0.3 and 0.85 was used with an increment of 0.05 for all k and the maximum number of judges were limited
to 50. The following graphs shows the number of judges required for each model to reach a certain distance
value, t.
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(a) n = 15, t = 0.04 (b) n = 15, t = 0.1

(c) n = 15, t = 0.14 (d) n = 15, t = 0.2

(e) n = 15, t = 0.24 (f) n = 15, t = 0.3

Figure 2: Graphs for incomplete ranking, n = 15
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(a) n = 20, t = 0.04 (b) n = 20, t = 0.1

(c) n = 20, t = 0.14 (d) n = 20, t = 0.2

(e) n = 20, t = 0.24 (f) n = 20, t = 0.3

Figure 3: Graphs for incomplete ranking, n = 20
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2. Experiment Set 2:

In this experiment set three other metrics for rank distances are used besides the Kendall-Tau cor-
relation coefficient to evaluate it’s effectiveness. The distances used are: Spearman footrule distance,
Chevyshev’s distance and the Hamming distance.

Given two complete ranking vectors σ and τ , The Spearman footrule distance between these two full
lists can be written as:

SF (σ, τ) =
n∑

i=1

|σ(i)− τ(i)|

Proposition 2.1: Given a set V of n objects and a valid ranking-matrix Y ∈ Bn×n for a non strict
complete ranking, the rank of the ith object, σ(i) can be obtained by using the following equation:

σ(i) = n−
∑

j∈V,j 6=i

yij ∀i ∈ V

Proof: From the definition of the ranking-matrix, yij = 1, when object j is ranked higher or is tied
with object i. Therefore we have,∑

j∈V,j 6=i

yij = number of objects ranked higher and is tied with object i

= n− (number of objects ranked lower than object i + 1)

= n− rank of object i

= n− σ(i)

Based on Proposition 2.1 using Spearman footrule as the metric function we can formulate the Ordinal
Aggregation problem as follows:

Model 2.1: SF-OA: OA using Spearman Footrule distance:

minimize
∑
k∈K

∑
i∈Rk

hki

subject to, yij + yji ≥ 1 i, j = 1, 2...n

yij − ykj − yik ≥ −1 i, j, k = 1, 2...n

hki ≥ n−
∑

j∈V,i 6=j

yij − bki k = 1, 2...m, i ∈ Bk

hki ≥ −n+
∑

j∈V,i 6=j

yij + bki k = 1, 2...m, i ∈ Bk

hki unrestricted

0 ≤ yij ≤ 1 i, j = 1, 2...n

yij ∈ Z

The Spearman footrule distance basically calculates the L1 norm between two complete rankings
whereas the Chevyshev’s distance determines the L∞ norm between two full lists. The Chevyshev’s
distance between two complete ranking vectors can be given as:

C(σ, τ) = max {|σ1(i)− τ1(i)|, |σ2(i)− τ2(i)|.........|σn(i)− τn(i)|}

8



Based on the definition of Chevyshev’s distance and using Proposition 2.1 to determine the rank posi-
tion of each object the Ordinal Aggregation model can be reformulated as:

Model 2.2: C-OA: OA using Chevyshev’s distance:

minimize
∑
k∈K

hk

subject to, yij + yji ≥ 1 i, j = 1, 2...n

yij − ykj − yik ≥ −1 i, j, k = 1, 2...n

hk ≥ n−
∑

j∈V,i 6=j

yij − bki k = 1, 2...m, i ∈ Rk

hk ≥ −n+
∑

j∈V,i 6=j

yij + bki k = 1, 2...m, i ∈ Rk

hk unrestricted

0 ≤ yij ≤ 1 i, j = 1, 2...n

yij ∈ Z

The last distance function evaluated is the Hamming Distance, which is defined for two complete
ranking vectors as:

H(σ, τ) = n−
n∑

i=1

n∑
j=1

I(σ(i) = j)I(τ(i) = j)

From the above definition the hamming distance calculates the number of dissimilarities between two
rankings. So if we maximize the number of similarities between the aggregate rank and the reference
rankings we will be able to formulate a model that uses hamming distance as the distance function for
Ordinal Aggregation. Therefore the model can be reformulated as:

Model 2.3: H-OA: OA using Hamming distance:

maximize
∑
k∈K

∑
i∈V

zki

subject to, yij + yji ≥ 1 i, j = 1, 2...n

yij − ykj − yik ≥ −1 i, j, k = 1, 2...n

hki ≤ (n− 1)(1− zki ) k = 1, 2...m, i ∈ Rk

hki ≥ −(n− 1)zki + 1 k = 1, 2...m, i ∈ Rk

hki ≥ n−
∑

j∈V,i 6=j

yij − bki k = 1, 2...m, i ∈ Rk

hki ≥ −n+
∑

j∈V,i 6=j

yij + bki k = 1, 2...m, i ∈ Rk

0 ≤ zki ≤ 1 i, j = 1, 2...n

hki unrestricted

0 ≤ yij ≤ 1 i, j = 1, 2...n

yij, z
k
i ∈ Z

9



The objective of this experiment set is to determine which model provides a lower distance value for
Ordinal Aggregation. The values of n are used for each model (10, 15, 20) and the value of m are determined
using the following equation:

m = bp ∗ nc

where, p = 0.5, 1.0, 1.5. The p values helps to evaluate the cases when m < n, m = n and m > n. Similar
to the first set each experiment is repeated 30 times for different values of φ and complete reference rankings.
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(a) n=10, p=0.5

(b) n=10, p=1.0

(c) n=10, p=1.5

Figure 4: Average KS distance for different rating distances when n=10
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3. Experiment Set 3:

For the experiments in this set the Kendall Tau correlation coefficient is used as the distance metric
for the ordinal aggregation, but for cardinal aggregation the L1 and L2 norms are used. Both models are
given below:

Model 3.1: L1 norm:

maximize
∑
k∈K

∑
i∈V k

− 1

R|V k|
tki +

n∑
i=1

n∑
j=1

2B̂ijyij

subject to, tki ≥ µxi − aki i ∈ V k, k = 1, 2....m

tki ≥ −µxi + aki i ∈ V k, k = 1, 2....m

xi − xj ≤ (M + µ)yij − µ i, j = 1, 2...n

xi − xj ≥M(yij − 1) i, j = 1, 2...n

yij + yji ≥ 1 i, j = 1, 2...n

yij − ykj − yik ≥ −1 i, j, k = 1, 2...n

0 ≤ xi ≤
(U − L)

µ
i = 1, 2.......n

0 ≤ yij ≤ 1 i, j = 1, 2...n

Model 3.2: L2 norm:

maximize
∑
k∈K

∑
i∈V k

− µ2

R2|V k|2
x2i +

∑
k∈K

∑
i∈V k

2
µaki

R2|V k|2
xi +

n∑
i=1

n∑
j=1

2B̂ijyij

subject to, xi − xj ≤ (M + µ)yij − µ i, j = 1, 2...n

xi − xj ≥M(yij − 1) i, j = 1, 2...n

yij + yji ≥ 1 i, j = 1, 2...n

yij − ykj − yik ≥ −1 i, j, k = 1, 2...n

0 ≤ xi ≤
(U − L)

µ
i = 1, 2.......n

0 ≤ yij ≤ 1 i, j = 1, 2...n

The instance and solution statistics for this set is same as the ones in experiment set 2.
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(a) n=15, p=0.5

(b) n=15, p=1.0

(c) n=15, p=1.5

Figure 5: Average KS distance for different ranking distances when n=15
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(a) n=10, p=0.5

(b) n=10, p=1.0

(c) n=10, p=1.5

Figure 6: Average KS distance for different rating distances when n=10
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(a) n=15, p=0.5

(b) n=15, p=1.0

(c) n=15, p=1.5

Figure 7: Average KS distance for different rating distances when n=15
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(a) n=20, p=0.5

(b) n=20, p=1.0

(c) n=20, p=1.5

Figure 8: Average KS distance for different rating distances when n=20
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From the graphs we can see that for each case the COA model provides a lower distance value. The
worst performance is given by the L1 norm.

2 Crowd Wisdom

The second part of this addendum employs a set of aggregation methods to harness crowd wisdom. Crowd-
sourcing has made a significant deal of impact on many fields. It has a proved potential for making discov-
eries, raising public awareness, developing research with more accurate results, and developing innovations
by harnessing the collective efforts of multiple people. For example, the UK Newspaper “the Guardian”
used crowdsourcing to classify hundreds and thousands of expense claims of parliament, and identify a
lot of fraudulent activity (Wazny, 2017). It has also recently been utilized to determine collective human
ethics and drive ethical decision making behind self-driving cars (Noothigattu et al., 2018); model gene
networks by aggregating all predicted interactions between proteins and its target genes (Marbach et al.,
2012); improve the accuracy of forecasting epidemic diseases (Li et al., 2016). Because this technology is
still in its infancy, new applications are being discovered every day, and it is likely that more advanced ways
of applying crowdsourcing to new scenarios are yet to be discovered. Among some of the most popular
crowdsourcing activities are human computation tasks such as digitization of books through reCAPTCHA,
which verifies human by asking users to read a scanned text or images that is easy for humans but for
robots (Von Ahn et al., 2008), to collect labels for machine learning (Dekel and Shamir, 2009; Raykar
et al., 2010). Human computation tasks usually require single tasks to be done by many people, where
the combined results are aggregated together (Mao et al., 2013). Because of varying subjective scales
among humans, it is usually unreasonable to trust a single person to provide a result. Hence, more reliable
outcome can be obtained by aggregating input from many individuals and utilizing group decisions. The
opinions of groups tend to outperform the opinions of individuals. This is a principle commonly referred
to as the “wisdom of crowds”, which theorizes that aggregated information from large groups of people
generally results in better outcomes than that from any individual.

However, crowds are not always wise; according to Surowiecki (2005), the following four conditions are
required to make a crowd wise: independence, diversity, decentralization, and aggregation. In detail, each
person in the crowd should be independent, so that they pay attention mostly to their own information.
Also, crowds needs to be diverse, so that people are bringing different pieces of information and not
worrying about what everyone around them thinks. Moreover, crowds needs to be decentralized, so that
no one is dictating the crowd’s answer. Lastly, it needs a way of aggregating people’s opinions into one
collective verdict.

Rating and rank aggregation is one of the pertinent areas that could strengthen the effect of the
wisdom of crowds. The essence of rank aggregation is combining individual preferences into collective
preferences, which has the same vein as the idea of the wisdom of crowds. Hence, this work applies rank
aggregation frameworks to enhance the wisdom of crowds in human computation tasks. The existing
works in computational social choice have shown that depending on the input-elicitation and aggregation
methodologies used, group consensus is significantly affected (Mao et al., 2013). For instance, it is shown
that using a ranking scale to compare objects may potentially yield different results from asking users to
provide a rating, which tends to have higher variability (Rankin and Grube, 1980). Recent studies also
show that collecting and aggregating multiple sources of information together, such as individual ratings
and rankings, could better represent opinions of individual judges (Escobedo et al., 2020). Furthermore,
the size of the task at hand given to each individual user has an impact on the overall accuracy and
efficiency. Crowdsourced comparison tasks have found that using larger problem sizes saves crowdsourcers
a significant amount of money, and that there is a big trade-off between problem size and effort (Wilber
et al., 2014).

Human computation is a new and evolving research area that studies how to harness human intelligence
to solve computational problems that are difficult for computers to process (Law and Ahn, 2011). For
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example, image recognition is trivial for humans, but it is still challenging for computer programs. Hence,
a user labels images through the online game to help image labeling for a more accurate image search
(Von Ahn and Dabbish, 2004; Von Ahn, 2008).

Our motivation is to show how rank information can increase quality of numerical estimation and
how rating information can increase quality of ranking estimation. Moreover, we would like to leverage
these multiple modalities to make it possible to obtain wisdom from smaller crowds, which will make
crowd wisdom more practical for companies to implement. Lastly, we want to see how consensus-based
optimization models could help achieve these goals.

A dot-guessing game is one of the human computation tasks, which has been suggested by Horton
(2010). The basic idea of the dot-guessing game is that a subject estimates the number of dots in the
image. Due to its pseudosubjective property which allows humans to provide subjective assessments using
objective metrics (Horton, 2010; Janowski et al., 2011), a dot-guessing game is an appropriate human
computation experiment on which to explore the application of the tools developed in this research.

Our human computation experiment is extended from the basic concept of the dot-guessing game.
Rather than asking the estimates of the number of dots only, we first ask users to provide the rank position
of each image among the set of images (i.e., ordinal evaluation) and then the number of dots in each image
(i.e., cardinal evaluation).The goal of our human computation experiment was to utilize crowd wisdom to
rank and provide numerical estimates to 30 images of dots. Note that each image is shown one at a time in
the numerical estimation, while multiple images are shown at a time in ranking estimation. The following
figures show the interface of each task.

(a) Dot guessing game: rankings (b) Dot guessing game: ratings

Figure 9: Interface of the dot-guessing experiment

This activity was published on Amazon MTurk to distribute tasks to real online workers. Amazon
MTurk is a popular crowdsourcing marketplace that allows individuals to post human intelligent tasks and
these tasks are fulfilled by human on this website (Ipeirotis, 2010). Each MTurk worker who accepted our
activity was shown an intro page with a briefing of the activity, and then was prompted to put in their
MTurk ID to enter the activity. Once a new user entered the activity, the user was assigned 4 questions.
These questions contained images from each of the four problem sets, and involved a question that involved
evaluating 2, 3, 5, and 6 images at a time. The order in which the questions appeared was randomized,
and the images that appeared in each question were assigned randomly from their corresponding problem
set. Images were assigned to users in a way where each image was evaluated the exact same number of
times.

Each image contains dots ranging from 50 to 79. For each exercise, a user is looking at 2, 3, 5, and
6 images at a time. The mages shown to users are called a frame throughout this section. For example,
Figure (9a) displays the interface when two frames are shown to the user.

To ensure that all the images are seen by exactly the same number of users, a set of images are
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preassigned in the problem set, called a batch. For each question of varying size, it has a different number
of batches: frames of 2 have 4 batches, frames of 3 have 6 batches, frames of 5 have 10 batches, and frames
of 6 have 12 batches. Therefore, each exercise for users is drawn from the batches. At the end of the study,
users are asked to fill out a brief survey about their experience with different kinds of questions and basic
user demographics. A total of 300 participants completed the study. Data from participants that started
the study, but did not finish all of the questions were removed. Out of the 300 participants that completed
the activity, 288 participants completed the demographic survey.

116�(40%)168�(58%)

Gender Age

2

95 89

54
35

9 2
0

20

40

60

80

100

10s 20s 30s 40s 50s 60s 70s

Education

Doctoral

Less�than�High�School

Professional�(MD,�JD,�etc.)

2�year�degree

Master's

High�School/GED

College

4�year�degree

0 50 100 150

Employment�status

234 (81.8%) 52 (18.2%)

Native�English�speaker

285�(99.6%)

Have�similar�experience?

82�(28.7%) 204�(71.3%)

NoYes

Figure 10: Summary of participants demographics

Note that four requirements mentioned earlier are met in the experiment setting: Firstly, each person
provides ratings and rankings independently, and each person provides diverse opinions with any reasonable
positive integer. Moreover, there is no dictator who imposes the crowd’s opinions. Furthermore, rating
and ranking estimates from each user are aggregated via consensus-based aggregation frameworks, which
is the main focus of this experiment.

Through the experiment, the following research questions are addressed: Does information from more
participants yield a better aggregated outcome? Does having more information improve the quality of the
crowd wisdom? Does the number of images shown to the users increase the accuracy of estimation? Do
the different types of multimodal information (i.e., both ratings and ranking) help achieve better crowd
wisdom?

In addition to aforementioned aggregation frameworks, other aggregation models are used for this
experiment. Similar to CA, the separation-deviation model (SD) can be used where the input is given as
pairwise comparison preferences of alternative and pointwise score evaluation (Hochbaum, 2010). The two
major components of this model are: separation and deviation. The separation term takes into account
the difference between the pairwise comparison of two alternatives vi and vj in the aggregated outcome
and each judge’s evaluations, as dCK and dNPCK did. The deviation term considers the difference between
the value of alternative vi in the aggregated outcome and in each judge’s evaluation. In the optimization
model, the separation is penalized by skij and the deviation is penalized by dki , with respect to a judge k’s
evaluation on the alternatives vi and vj. The model can be mathematically formulated as follows:

argmin
r

|L|∑
`=1

n∑
i=1

n∑
j=1

skij((ri − rj)− (aki − akj )) +
n∑

i=1

n∑
j=1

dki (ri − aki ), (1)

where ri represents the score of alternative vi in the aggregated outcome and aki represents the score of
alternative in the k-th judge’s evaluation. Here, ri is constrained to be integer and the upper and lower
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bounds of ri are max(aki ) and min(aki ), respectively. Note that the model is solvable in polynomial time
because the constraint coefficient matrix is totally unimodular.

The Borda count (de Borda, 1781) is a well-known scoring method that assigns a score to each candidate,
calculates a final score for each candidate by summing the scores earned over all evaluations and chooses the
winner with the highest score. Assume that when there are n alternatives, the most preferred alternative
receives a score of n, the second most preferred alternative receives a score of n− 1, and so on. This can
be mathematically formulated as follows:

arg max
vi∈V

Borda(vi) = arg max
vi∈V

|L|∑
`=1

(n− a`i + 1). (2)

This method can yield inconsistent outcomes due to vulnerability to error and manipulation (Dummett,
1998; Favardin et al., 2002), especially when the rankings are incomplete (Moreno-Centeno and Escobedo,
2016).

The plurality rule selects an alternative with the most first-place votes (i.e., which has the largest
plurality score). Let a function f of determining if an alternative vi is chosen as the winner be:

f(a`i) =

{
1 if a`i = 1,

0 otherwise,

then, the plurality rule can be written as follows:

arg max
vi∈V

Plurality(vi) = arg max
vi∈V

|L|∑
`=1

f(a`i). (3)

The Copeland rule chooses an alternative with the highest Copeland score, which can be mathematically
formulated as (Brandt et al., 2016):

arg max
vi∈V

Copeland(vi) = arg max
vi∈V

(|{vj ∈ V \{vi} : ai < aj}| − |{vj ∈ V \{vi} : ai > aj}|). (4)

The aforementioned aggregation frameworks are used to enhance the wisdom of crowds. First, we
used optimization-based aggregation methods: cardinal aggregation (CA), ordinal aggregation (OA), joint
aggregation (COA) and the separation-deviation model. In addition, we used non-optimization-based
aggregation methods, which are the traditional voting methods: the Borda rule, Copeland rule, plurality
rule. These methods have been previous used for dot-guessing tasks (Mao et al., 2013). Because these
voting methods are social choice functions, they only return the winner, not the alternative-ordering (i.e.,
ranking). To obtain a ranking, alternatives are sorted by their scores (e.g., Borda score, Copeland score,
plurality score) in non-increasing order.

To examine how close the collective rankings are to the ground truth, the distance between the ground
truth and the collective ranking is quantified using the Kemeny-Snell distance. Similarly, the closeness
between the ground truth and the collective rating is quantified using the Euclidean distance. Note that
the Euclidean distance is normalized by the difference of the maximum number and the minimum number
of dots (here, the distance is divided by 29).

Experiment results This section summarizes how close the collective ranking and rating are to the
ground truth for each aggregation framework. The left column in Figure 2 and 2 shows the results of 60
participants and the right column shows the results of 300 participants.

Figure 2 summarizes how close the collective ranking is to the ground truth for each rank aggregation
framework.
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Figure 11: As the number of evaluations on each image increases, the aggregated outcome is closer to the
ground truth.

As shown in the above figures, the higher number of times each image is evaluated, the shorter distance
from the collective rankings to the ground truth is; that is, having more information also helps recover the
ground truth ranking. These results align with the idea of the wisdom of crowds.

Moreover, showing more images at a time (i.e., higher size of frames) helps humans estimate a ranking
close to the ground truth. It can be presumed that having more images can help users to give a correct
order of at least some of the images. Specifically, when two images are seen, there are only two possibilities
of ordering them: giving a correct order or not. In contrast, when six images are seen, there are 720
possibilities of ordering them. Although it is very difficult to order images perfectly, users may order part
of them correctly due to the implicit pairwise comparisons in a ranking. Hence, despite the higher cognitive
load to order more images, the collective ranking from the higher number of frames returns the shorter
distance to the ground truth ranking.

Furthermore, the joint aggregation model (i.e., aggregation using both ratings and rankings) outper-
forms other models when users are displayed more images at a time. This means that having different
types of multimodal information helps recover the ground truth ranking for a larger individual problem
sizes.
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Figure 12: The joint aggregation model outperforms other models.

Figure 2 summarizes how close collective numerical estimations (ratings) are to the ground truth for
rating aggregation frameworks. The rating aggregation, the separation-deviation, and the joint aggregation
models are only tested for the collective ratings because rank aggregation and other traditional voting
methods are not able to find collective ratings.

Similar to rank aggregation, the higher number of times each image is evaluated, the closer the col-
lective ratings are to the ground truth; this result supports that gathering more information yields better
aggregated outcome. However, contrary to collective rankings, there is no specific pattern as the changes
in the number of images shown. Because numerical estimation is done one image at a time, the number of
times each image is shown does not seem to significantly affect the quality of solutions.

Furthermore, with respect to the model performance, although there is no big difference between three
models, the joint aggregation model performs slightly better than the separation-deviation model and
ratings-only model, in general. This indicates different types of multimodal information (both rankings
and ratings) can be leveraged to achieve better crowd wisdom.
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