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Abstract we report the results of a model validation study that assessed how well several ionospheric
models captured the slant total electron content, especially at low latitudes near the equatorial ionization
anomaly, where horizontal and vertical density gradients are large. We assessed NeQuick, IRI-2007, IRI-2012,
SAMI-3, and the Utah State University version of the Global Assimilation of lonospheric Measurements (GAIM)
model. We used slant total electron content measurements made by the Constellation Observing System
for Meteorology, lonosphere, and Climate (COSMIC) constellation during 5 May to 20 June 2012 to test GAIM,
NeQuick, IRI-2007, and IRI-2012 and during 1 October 2011 to 31 December 2011 to test SAMI-3, as the
SAMI-3 model runs were not available for the 2012 time frame. We found that the GAIM data assimilation
model showed the lowest biases, although all of the models typically agreed with the COSMIC measurements
to ~8% in the worst case. One area of concern with all of the models was that the mean percentage difference
between the COSMIC measurements and the calculated total electron content (TEC) showed significant
scatter, >15% at the 1 sigma level; this was attributed to all of the models not capturing the density gradients
near the equatorial ionization anomaly (EIA). All of the models underestimated the topside electron density
and thus also the ionospheric slab thickness. Since ionospheric models are often validated using near-vertical
TEC measurements and the vertical TEC is the product of the electron density at the F region peak and the
slab thickness, our results suggest that the peak density values in the models may be too high.

1. Introduction

During the past 15 years, data assimilation techniques similar to those used in tropospheric weather forecast-
ing have become important for ionospheric specification and forecasting. These models use a model of the
ionosphere, either physics based or empirical, and use a Kalman filter to ingest ionospheric measurements to
nudge the model closer to the measurements. This approach has become highly successful with good agree-
ment demonstrated between the assimilative models and validating measurements, especially when the
validation measurements come from regions where ample data have been ingested. However, unlike tropo-
spheric weather modeling where millions of measurements are typically assimilated, assimilative modeling of
the ionosphere suffers from a lack of measurements. Typically, ionospheric assimilation is driven by near-
vertical total electron content (TEC) measurements made by ground-based Global Positioning Satellite
(GPS) receivers. While there are thousands of these receivers, they tend to be densely located in some regions
of the globe and are relatively sparse in other regions, especially over the open ocean which covers approxi-
mately 70% of the Earth'’s surface.

One of the main concerns with data assimilation using the Kalman filer approach is which model to use. As is
well known in the ionospheric community, ionospheric models have their strengths and weaknesses.
Empirical models that rely on fitting measurements using functions that are parameterized in terms of local
time, day of year, and perhaps solar 10.7 cm flux or other solar activity proxies have been used as the core of
data assimilation models [Yue et al,, 2011a; Yue et al., 2012]. Other ionospheric models rely on parameterized
basic physics model runs as the core of the data assimilator [Schunk et al., 2004; Scherliess et al., 2006].
Recently, ionospheric models including a great deal of the physics and chemistry of the ionosphere are being
used as the core of assimilation models [Scherliess et al., 2009]. Another development is the use of ensemble
Kalman filter approaches. The tropospheric weather community uses ensembles of data assimilation models,
and this approach is now being considered for ionospheric data assimilation. This model ensemble approach
has the advantage of being able to average out the strengths and weaknesses of the models used in the
ensemble. In principle, the ensemble Kalman filter approach could be used with semiempirical models like
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the International Reference lonosphere [Bilitza, 2001; Bilitza and Reinisch, 2008; Bilitza et al., 2014]. One of the
goals of this study is to assess which models could be used together with Global Assimilation of lonospheric
Measurements (GAIM) as the basis of a multimodel ensemble Kalman filter approach for data assimilation. So
if this new paradigm of using a multimodel ensemble Kalman filter approach is to be adopted, the question
now arises: how accurately do ionospheric models capture the observed structure of the ionosphere?

This question has been addressed by ionospheric physicists using a variety of ionospheric measurements.
lonospheric models are normally tested against ground-based radar measurements made by ionosondes
or incoherent scatter radars, against near-vertical GPS observations of the TEC, against space-based in situ
measurements of plasma density and temperature, and vertical incidence TEC measurements made by satel-
lite radar altimeters. While these measurements can assess the local variations in the ionosphere, they cannot
adequately decouple the global-scale gradients as functions of altitude, latitude, and longitude. Radio occul-
tation (RO) measurements made by measuring the TEC between the GPS satellites and satellites in low Earth
orbit have recently become a popular means of ionospheric specification on a global basis. RO measurements
span long lines of sight through the ionosphere and plasmasphere and provide a means of assessing the
accuracy of ionospheric models as functions of altitude, latitude, and longitude. One especially unique fea-
ture of the RO measurements is the ability to assess vertical gradients. The vertical gradients are important
because the altitude structure of the ionosphere is driven by the plasma transport via the equatorial fountain,
horizontal winds, and the overall thermodynamic states of the coupled ionosphere/thermosphere system.

In this paper, we present the results of our validation of several ionospheric models against slant TEC measure-
ments made by GPS occultation observed by the Constellation Observing System for Meteorology,
lonosphere, and Climate (COSMIC) satellites [Anthes et al., 2008], which are known in Taiwan as FORMOSAT-
3. Since late 2006, this six-satellite constellation has had complete coverage in local time and the measure-
ments cover the globe. We focus on the use of the slant TEC as our metric for assessing model accuracy because
it provides a means for assessing how well the models predict the vertical structure of the ionosphere.

2. Approach
2.1. Models Tested

In our study, we used COSMIC slant TEC measurements to assess five ionospheric models. We assessed the
following ionospheric models: NeQuick, International Reference lonosphere (IRI)-2007 and IRI-2012, SAMI-3
(Sami is Another Model of the lonosphere, version 3), and the Utah State University version of the Global
Assimilation of lonospheric Measurements (GAIM) model. We assessed output of the Gauss-Markoff version
of the Global Assimilation of lonospheric Measurements model (GAIM) [Schunk et al., 2004; Scherliess et al.,
2006] to determine how well a data assimilation model specifies the slant TEC. The GAIM model ingested
the following ionospheric measurements: ionograms measured by a limited number of ionosondes, near-
vertical GPS TEC measurements, in situ data from the Defense Meteorological Satellite Program (DMSP) satel-
lites, and a limited set of COSMIC occultation TEC measurements. The GAIM model produced ionospheric
specifications every 15min on a grid 15° in longitude by 3° in latitude poleward of 70.5° and 4.667° at lati-
tudes equatorward of 70.5° and altitude resolution of 4 km between 92 and 180 km, and 20 km from 180
to 1380 km. The NeQuick, IRI-2007, IRI-2012, and SAMI-3 models were evaluated to determine their accuracy
and utility as models for use in a multimodel ensemble Kalman filter data assimilation scheme. To emulate
running the IRI-2007 and IRI-2012 [Bilitza, 2001; Bilitza and Reinisch, 2008; Bilitza et al., 2014] models in
near-real time and to better capture the day-to-day variation of the solar EUV flux, we used the daily
10.7 cm flux to generate estimates of the daily R,, the sunspot number, and /g, the lonospheric Index; these
daily values and the daily 10.7 cm flux were used as inputs to the IRl models. This is a nonstandard method
for running IR, which is most commonly run with 12 month averages of the R, and /s to specify the monthly
average of the ionospheric state. We used fits to the yearly average of the monthly mean R, and /5, provided
as part of the IRl distribution, to the monthly mean of the 10.7 cm flux to specify these parameters. The fitting
functions (D.P. Drob, private communication, 2012) are

R, = —99.3464 + 1.73449 F1o — 0.00275384 F2,

Ig = —141.638 + 2.37452 F1o — 0.00470850 F2,

where R, is the sunspot number, I is the lonospheric Index, and Fq is the daily value of the 10.7 cm solar flux
in solar flux units (sfu: 10722Wm™2Hz""). The IRl models have a variety of settings allowing for a great

DYMOND ET AL.

PERFORMANCE OF IONOSPHERIC MODELS 379



@AG U Radio Science 10.1002/2015RS005908

deal of flexibility when they are run. In particular, the models can use either the International Radio
Consultative Committee (CCIR) or the International Union of Radio Science (URSI) coefficients in the calcula-
tion of the critical frequency of the F, ionosphere, fyf,, which is used to derive the peak electron density.
Except for feeding in the daily indices as noted above, the IRl models were run using the default settings,
which select the URSI coefficients. A comparison between IRI-2007 run using the conventional approach
and using our approach, driven by the daily 10.7 cm flux, showed minimal impact on the results we present
later. We also evaluated NeQuick [Di Giovanni and Radicella, 1990; Radicella and Zhang, 1995] which is a basic
research model developed jointly at the Aeronomy and Radiopropagation Laboratory of the Abdus Salam
International Centre for Theoretical Physics (ICTP), Trieste, Italy, and at the Institute for Geophysics,
Astrophysics and Meteorology of the University of Graz, Austria. NeQuick is the model that will be used to
correct the Galileo (European equivalent to GPS) system geolocations for ionospheric refraction. This model
was also run using the daily 10.7 cm solar flux as input; the 2002 release of the code (ITU-R) was used in this
study. Like IRI, the NeQuick model uses tabulated coefficients in the calculation of the critical frequency of the
F, ionosphere, foF»; however, the NeQuick model uses the International Radio Consultative Committee (CCIR)
coefficients. The IRl and NeQuick models were run on the GAIM spatial and temporal grids so that interpola-
tion errors were similar between the models. Lastly, we assessed SAMI-3 [Huba et al., 2008; Huba et al., 2000].
The SAMI-3 model is a first-principles physics model of the ionosphere. For this study, SAMI-3 modeled the
plasma and chemical evolution of seven ion species (H", He", N*, O, N,*, NO*, and 0,*). The complete
ion temperature equation was solved for three ion species (H*, He*, and 0™) as well as the electron tempera-
ture equation. The magnetic field is modeled as a dipole fit to the International Geomagnetic Reference Field
(IGRF); the grid is specified over £60° magnetic latitude. We used SAMI-3 coupled with the Scherliess-Fejer
empirical vertical drift model [Scherliess and Fejer, 1999]. The thermospheric neutral densities, temperature,
and winds were provided by the empirical models NRLMSISE-00 [Picone et al., 2002], HWMO7 [Drob et al.,
2008], and DWMO7 [Emmert et al., 2008]. The daily solar extreme ultraviolet irradiances from 5 to 105 nm were
obtained from the NRLSSI model, which is based on measurements made by the Solar Extreme-ultraviolet
Experiment (SEE) on the NASA Thermospheric, lonospheric, and Mesospheric Energy and Dynamics
(TIMED) satellite [Lean et al., 2011]. More details on the simulations are provided in McDonald et al. [2014].
SAMI-3 uses its own nonuniform internal latitude, longitude, altitude, and universal time grids. The SAMI-3
results were interpolated onto uniformly spaced latitude, longitude, and altitude grids that were different
from the GAIM grids. However, as discussed below, the integration and interpolations were of sufficiently
high quality that this difference was deemed insignificant.

2.2. Data

Routine observations of the Earth’s ionosphere are being made by the sensors on the six-satellite
Constellation Observing System for Meteorology, lonosphere, and Climate (COSMIC/FOMOSAT-3, CF3 in this
work) launched on 15 April 2006 as a joint venture between the United States and the Republic of China
(Taiwan) [Anthes et al., 2008]. Each CF3 satellite carries three instruments to study the Earth’s ionosphere:
the GPS Occultation Experiment (GOX), the Tiny lonospheric Photometer (TIP), and the Tri-Band Beacon
(TBB). The CF3 satellites are a powerful means of studying and specifying the ionosphere from the global
scale down to the regional scale using this combination of measurements. The CF3 satellites have had essen-
tially 24 h local time coverage since early 2007, when the constellation became fully deployed. This paper
focuses on the GPS occultations observed by the GOX instruments. The GOX instruments often produce more
than 2500 ionospheric occultations per day. These occultations are routinely inverted to produce electron
density profiles, but those are not of interest in this work. The COSMIC products are freely available on the
University Corporation for Atmospheric Research’s COSMIC Data Acquisition and Analysis Center
(September 2007, http://cosmic-io.cosmic.ucar.edu/cdaac/login/cosmic/, accessed 6 June 2008) website.
The COSMIC slant TECs are accurate to~ 1-3 TECU (total electron content unit, 1 TECU =10"% el m—2) after
correction for multipath and other errors [Yue et al., 2011b]; we used these processed TECs.

The SAMI-3 and GAIM model outputs were not available for an overlapping time interval, so we used separate
time intervals. The GAIM, IRI, and NeQuick models were compared against COSMIC measurements made dur-
ing the 5 May to 20 June 2012 time period, while the SAMI-3 model was compared against COSMIC measure-
ments made during the 1 October to 31 December 2011 time period. These time intervals had similar
geomagnetic and solar conditions and were as close together as was practical, given the availability of the
model output. The models were validated against all available COSMIC slant TECs available for a total of
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Figure 1. (a) The scatterplot of the GAIM absolute slant TEC versus the COSMIC absolute slant TEC. The solid white line is of
unity slope indicating perfect agreement, while the dashed line is the least absolute deviation fit to the data. The slope and
intercept of the least absolute deviation line are shown. (b) Same format as Figure 1a but shows the TECs relative to the 0°
elevation LOS in each occultation. Note that the slope is closer to 1, and the magnitude of the intercept is now smaller,
meaning that the biases in Figure 1a are partly due to the plasmasphere.

44,872 occultations, during the 5 May to 20 June 2012 time period, and 99,941 occultations, during the
1 October to 31 December 2011 time period. A typical occultation from a satellite in the COSMIC
constellation occurs over a time frame of order several hundred seconds. During an occultation, the
TEC is typically sampled at a 1s cadence resulting in several hundred measurements. In this work, we
treat each TEC sample as an independent measurement. This resulted in approximately 20,834,046
lines-of-sight (LOS) TEC measurements for the 5 May to 20 June 2012 time period and 34,459,872 TEC
measurements during the 1 October to 31 December 2011 time period. We used all of the available
TEC measurements for our comparison yielding complete local time coverage. We note that the GAIM
model ingested some of the TEC measurements we used in our validation. The GAIM model performs
its own internal data quality checks so that occultation profiles where there was scintillation were not
ingested and occultations with data gaps were also discarded. The TEC measurements obtained using
the precise orbit determination receivers on the COSMIC satellites sometimes do not cover the total
extent of the ionosphere and hence were not ingested by GAIM; however, we included those in our
validation data set. During the 5 May to 20 June 2012 time period of our study, GAIM ingested
~24,000 COSMIC occultations, ~55,000 ionosonde measurements, ~66,000 Special Sensors-lons,
Electrons, and Scintillation (SSIES) in situ densities measured by the DMSP satellites, and ~131,000
ground-based GPS TEC measurements. While there is some overlap between the COSMIC occultation
TEC measurements used to validate GAIM and the occultation measurements ingested by GAIM, our
TEC validation set used 1.87 times as many occultations as GAIM ingested; thus, the overlap is not
complete. Also, since GAIM uses vertical and horizontal correlation lengths to weight-ingested data and
thereby mitigate artifacts caused by data assimilation, we wanted to assess the effects of the
correlation lengths on the model’s performance and therefore used TEC data that were ingested by
GAIM as part of the validation. We shall see from the analysis below that GAIM is strongly driven by
the more numerous ground-based measurements, most of which come from the Northern Hemisphere.

One major concern for the analysis was the minimization of representation errors caused by the spatial reso-
lution of the model grids and by the LOS integration. To minimize errors due to model spatial resolution and
to better intercompare models, all models (with the exception of SAMI-3 which uses its own grids) were run
on the GAIM spatial and temporal grids, resulting in similar representation errors between models. Electron
density from the models was interpolated onto the LOS using tricubic Catmull-Rom spline interpolators
[Catmull and Rom, 1974] and integrated using an eighth-order Simpsons’ rule quadrature with 101 points
along each LOS to minimize integration error.

3. Results and Discussion

Figure 1a shows a scatterplot comparison of the GAIM-derived absolute TEC to the measured COSMIC abso-
lute TEC presented as a two-dimensional histogram. To capture the large dynamic range present in the his-
togram, the common logarithm of the frequency of occurrence is shown. This format tends to overemphasize
the outlier population that has low frequency of occurrence. The solid white line is of unity slope indicating
perfect agreement between the measurements, while the dashed white line is the trend line derived by
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Figure 2. The scatterplot from Figure 1b rotated clockwise by 45° and nor- ments. We approximately remove
malized to the peak count at a fixed COSMIC TEC (column normalized). The  this bias by subtracting the TEC from
dashed green line indicates the line of perfect agreement. the 0° elevation (this is measured

with respect to the COSMIC satellite’s
local horizon) LOS in each occultation from the remainder of the lines of sight in the occultation to produce
the plasmasphere-corrected TEC (PCTEC); this correction was applied to both the COSMIC and modeled TECs.
Figure 1b shows the PCTEC comparison between GAIM and COSMIC. Our approximate correction has
removed the additive TEC bias and improved the overall agreement between the data sets. GAIM is now seen
to be underestimating the PCTEC by only about 1%. Note that this comparison covers all local times, and
47 days of time, as well as all longitudes and latitudes. The agreement indicates that GAIM does an excellent
job of ionospheric specification, on average.

The problematic feature evident in both Figures 1a and 1b is the scatter of the TEC measurements. This indi-
cates that there are occasions when GAIM is off the mark. Since the trend line fit to the 2-D histogram is ~1,
we can subtract the COSMIC TEC from the GAIM TEC and derive the distribution function shown in Figure 2. If
we now take vertical cuts across this distribution (Figure 3), we can see how the scatter varies as a function of
the TEC. The half width at half maximum (HWHM) scatter of the GAIM TEC with respect to the measurements
is ~ 15-20%, for TECs < ~200 TECU. The scatter is ~5-10% at TECs > 200 TECU, independent of the TEC value.
While this scatter is most likely due to space weather that is not captured by the GAIM model, we first investigate

other possible causes of the scatter.
Percentage Difference [(GAIM-COSMIC)/COSMIC]
100 T T T T T T T T T [T T T T We next examined three possible

i causes for the scatter: geomagnetic
and solar variability driving space
50 ] weather, model resolution, and data
availability for ingestion. To deter-
mine whether the scatter was due to
geomagnetic and solar activity, we
L 7 produced daily 2-D histograms, like
] those in Figure 1b, and fit trend lines
- - to the histograms. Figure 4a shows
=0 ] the variability of the daily trend
- line slopes; Figure 4b shows the
i 10.7 cm solar flux in solar flux units
.1000||||r|||1|(|)(|J|||||||é(|)(|)|||||||:|3(|)(|)||1||||‘|u|)(|)1||||[|é(|)(|)||||||1é00 (10*22Wcm*25*1H2*1) and the ap
TEC (TECU) index in nanoteslas. There is no
obvious correlation related to either
Figure 3. The percentage difference plot derived from the scatterplot in  geomagnetic or solar drivers; we
Figure 2. The solid black line indicates the mode of the distribution at each
column across the image. The thinner black lines indicate the upper standard
deviation and the lower standard deviation, as the distributions are asym-
metric, while the blue horizontal lines indicate 20% difference. The GAIM activity, although there is likely some
model produces an accurate representation of the ionosphere, on average.  contribution from these two sources.

% Difference

thus conclude that the scatter is not
due solely to geomagnetic or solar
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Figure 4. (a) The best fit trend line slope to the PCTEC as a function of time  were calculated from each set of elec-
during 2012, with the dashed line indicating a slope of unity. (b) The 10.7 cm
flux (SFU) and the ap index in nanoteslas over the same time interval as
Figure 4a. The trend line slope shows some day-to-day variability, but there is - .
no evident correlation with either solar extreme ultraviolet or geomagnetic calculated by interpolation and TEC
variability. calculated by direct evaluation of

IRI-2007. This was then histo-
grammed and is shown in Figure 5. The GAIM spatial resolution was ruled out as a cause for the scatter, as

the mean difference between the two calculations was ~ —0.04% with a standard deviation of 0.4%.

tron densities. We calculated the per-
centage difference between the TEC

Lastly, we examine the effect of data availability. We note that GAIM is largely driven by ground-based GPS
TEC and that most of those measurements are from North America, Europe, Australia, and Japan. For this ana-
lysis and in subsequent analyses below, we study the model performance as functions of longitude, latitude,
and altitude by geolocating the slant TEC to the tangent ray height of the measurement. This approach is
commonly used in the interpretation of limb sounding data, and we adopt it here. We calculated the percen-
tage difference between the COSMIC and GAIM TECs and binned this in latitude and longitude to produce a
map. To help suppress the presence of the large outliers evident in Figure 1 and to make the map more con-
sistent with the plot in Figure 3, we calculated the mean and standard deviation of the distribution and
selected values that fell within the 90% confidence interval, £1.65¢ of the mean. Figure 6 shows a map of
the mean percentage difference between the COSMIC and GAIM TECs confirming that much of the scatter
comes from regions where there is no ground-based TEC data to drive the model, such as in the Southern
Hemisphere or over open ocean. Additionally, the region of the equatorial ionization anomaly is another
region where the GAIM and COSMIC disagree. The equatorial ionization anomaly (EIA) region is caused

by the equatorial fountain that lifts

1200¢ ' K ' ] plasma upward where it then drifts
1000:_ ¢ Mean: '0~024‘.%' _ poleward along the magnetic field
Y : Standard Devistion: 0307% lines. The dynamics of this region
g sl E are difficult to capture without
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= C 1 dynamic region.
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need to discuss the SAMI-3 data.
SAMI-3 model runs were not avail-

Figure 5. Percentage difference between line-of-sight integrations through able during the time interval used

an IRI-2007 ionosphere using interpolation of IRI run at the GAIM resolution for the testing of the other models,
compared to integrations using IRl run at the actual line-of-sight points. so we opted to use model runs that
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Figure 6. The mean percentage difference between the GAIM TEC and the
COSMIC TEC. This average is over all local times and over the 47 day period.
Note that the largest errors are near the magnetic equator (black curve) and
in the South Atlantic Ocean but that over much of the globe the ratio lies
between —0.2 and 0.2, consistent with the percentage difference plot shown
in Figure 3. The region of the equatorial ionization anomaly lies mostly over
open ocean where there are few data sources to drive the GAIM model.

were close to our study interval.
The time interval chosen for the
SAMI-3 comparison is 1 October
to 31 December 2011. Similar to
Figure 4, Figure 7a shows the
variability of the daily trend line
slopes for SAMI-3; Figure 7b shows
the 10.7cm solar flux in solar flux
units (10722Wem™2s 'Hz™") and
the ap index in nanoteslas. As in
the GAIM study case, there is no
obvious correlation related to either
geomagnetic or solar drivers; we thus
conclude that the scatter in the SAMI-
3 plots is not due solely to geomag-
netic or solar activity, although there
is likely some contribution from these
two sources. Additionally, the solar
flux and geomagnetic activities are
similar in the two time periods used
in the study, so we included the
SAMI-3 results into our study.

Next, we intercompare the performance of the other models. Figure 8 shows scatterplots of the TECs
derived by integration through the other models versus the COSMIC TECs; note that we are present-
ing PCTEC, as our focus is solely on ionospheric specification. While the IRl models and NeQuick do
not have plasmaspheric contributions, the GAIM, SAMI-3, and COSMIC TECs do contain plasmaspheric
contributions. To make the comparisons as fair as possible, we treated the slant TECs from COSMIC
and the models in a consistent way by subtracting off the 0° elevation line of sight from the TECs
in an occultation to produce the PCTEC. As noted earlier, the GAIM model shows excellent perfor-
mance, within 1% of the COSMIC PCTEC. SAMI-3 performs fairly well, underestimating the TEC on aver-
age by about 1%; however, the scatter is large. The climatology models, IRI-2007, IRI-2012, and
NeQuick underestimate the TEC by 8%, 8%, and 6%, respectively. The agreement of the climatology
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Figure 7. (a) The SAMI-3 best fit trend line slope to the PCTEC as a function of
time in late 2011, with the dashed line indicating a slope of unity. (b) The
10.7 cm flux (SFU) and the ap index in nanoteslas over the same time interval
as Figure 7a. The trend line slope shows some day-to-day variability, but
there is no evident correlation with either solar extreme ultraviolet or geo-
magnetic variability.

models might be improved by tun-
ing the input drivers to minimize
the TEC error. Figure 9 shows the
percentage difference plots analo-
gous to Figure 2. Note that all of
the models exhibit larger scatter
than GAIM, although the scatter
of the NeQuick model approaches
that of GAIM at TECs > 300 TECU.

One of the key points of this study
was to characterize the perfor-
mance of the models as functions
of latitude, longitude, and altitude.
To perform this type of comparison,
we assume that the PCTEC can be
geolocated at the location of the
tangent ray height. We recognize
that this approach is imperfect,
especially in regions of high gradi-
ent, but it is commonly used and
so we adopt it here. Figure 10
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Figure 8. Scatterplots of the PCTECs derived from the other models versus the COSMIC PCTECs: (a) IRI-2007, (b) IRI-2012, (c)
SAMI-3, and (d) NeQuick. The SAMI-3 model underestimated the TEC by ~1%, while IRI-2007, IRI-2012, and NeQuick
underestimated the TEC by 8%, 8%, and 6%, respectively. The underestimation might be reduced by tuning the geo-
magnetic and solar parameters used to drive the models.
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Figure 9. The percentage difference plots derived from the scatterplots in Figure 7. The heavy black line indicates the
mode of the distribution at each column across the image. The thinner black lines indicate the upper standard deviation
and the lower standard deviation, as the distributions are asymmetric, while the blue horizontal lines indicate 20% differ-
ence. (a) IRI-2007, (b) IRI-2012, (c) SAMI-3, and (d) NeQuick. The widths of the distributions are larger than those produced
by GAIM, although the performance of NeQuick approaches that of GAIM at TECs > 300 TECU.

DYMOND ET AL. PERFORMANCE OF IONOSPHERIC MODELS 385



@AG U Radio Science 10.1002/2015R5005908

IRI-2012

1.0
0.9
0.8
0.7

Altitude (Km)
Altitude (Km)

-100 -50 0 50 100 150 0.6
% Difference

0.5
NeQuick 04
0.3
0.2
0.1
0.0

Row Normalized Counts

Altitude (Km)
Altitude (Km)

-100 -50 0 50 100 150
% Difference % Difference

Figure 10. Scatterplots showing the performance of the models as a function of altitude. (a) GAIM, (b) IRI-2012, (c)
SAMI-3, and (d) NeQuick. The black lines indicate the half width at half maximum of the distributions. The vertical
dashed line indicates perfect agreement between the models and the COSMIC measurements. All four models are
underestimating the topside plasma distribution.

shows images of the mean percentage difference between the COSMIC and model TECs as a function of
altitude. The dashed vertical lines in the panels indicate a difference of zero, indicating perfect
agreement, while the solid black curves indicate the half width at half maximum of the distributions.
All of the models are underestimating the TEC in the topside by 15%, 5%, 25%, 25%, and 40%, for
GAIM, SAMI-3, IRI-2007, IRI-2012, and NeQuick, respectively. This indicates either that all of the
models are not capturing the overall thermodynamic state of the ionosphere, as the topside density
is driven largely by the plasma temperature, or that the H* and He' ion densities are being
underestimated. SAMI-3 does the best job, however, which is not surprising as it is a full-physics
model that captures both the thermodynamic state of the coupled ionosphere-thermosphere system
and also models light ion production and transport. Subsequent to this study, the GAIM-GM model,
used in this study, had its vertical correlation length increased to be able to better ingest UV limb
radiances from the DMSP satellites; this change might cause GAIM to perform better in the topside
ionosphere. We also note that the version of the NeQuick model used in this work was from a
2002 release (ITU-R); subsequent work has ensued on NeQuick with particular attention paid
improving model performance [Coisson et al., 2006; Leitinger et al., 2005; Nava et al, 2008]. We note
that the ionospheric slab thickness is defined as the ratio of the vertical TEC to the peak electron
density. In an alpha Chapman layer, this slab thickness can be directly related to the F region scale
height [Wright, 1960]. Since the models usually perform well in validations against vertical TEC and
either the topside scale height or the light ion densities are too low, our work suggests that the
peak density at the F region peak may be overestimated by the models or that the ionospheric
plasma distribution may be changed in other ways to compensate.

Figure 11 shows maps of the mean percentage difference between the COSMIC and model TECs, ana-
logous to Figure 6. All four models are showing poor performance in the region of the equatorial ioni-
zation anomaly and over the South Atlantic Ocean in the area of the Weddell Sea. This is not
surprising as there are few ground-based data sources in the regions available for fitting in the
empirical models. More problematic is the N-S asymmetry present in all of the maps. The scatterplots
presented earlier showed increased scatter but overall showed performance that was quite good.
However, the maps reveal a different picture. The overall good agreement of the averages is some-
what fortuitous as demonstrated by the N-S asymmetries.
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Figure 11. The mean percentage difference between the model TEC and the COSMIC TEC. (a) IRI-2007, (b) IRI-2012, (c)
SAMI-3, and (d) NeQuick. The averaging is over all local times and over the 47 day study period. Note that the largest
errors are near the magnetic equator (black curve) and in the South Atlantic Ocean in the Weddell Sea anomaly. Both
regions lie mostly over open ocean where there are few ground-based data sources upon which to base the empirical
models. All four models show a strong N-S asymmetry. SAMI-3 was driven by the empirical Scherliess-Fejer drift model
[Scherliess and Fejer, 1999], and this climatology may not be adequately capturing the vertical drift.

4. Summary

We showed that the ionospheric models used in this study performed well against COSMIC slant TEC mea-
surements. To focus our study on the ionosphere, we carried out most of the comparisons against PCTEC,
where the TEC of the 0° elevation line of sight in each occultation was subtracted from other lines of sight
in the occultation. The GAIM model performed the best of all of the models with a negligible additive bias
and a multiplicative bias of 0.99. However, the scatter between the measurements and the models is proble-
matic, as it is likely due to space weather that is not well captured by the models. For the GAIM model, which
had the lowest scatter of the models, this is 15% full width at half maximum or a 1o error of 15 TECU at a slant
TEC of 100 TECU. Part of this scatter was due to a combination of data-poor regions and poor topside perfor-
mance. All of the models underestimated the topside scale height or the light ion densities, which can lead to
vertical TEC and n,,F; errors. This error might be mitigated by tuning the solar and geophysical parameters
used to drive the models.

We note that the present study was primarily performed during spring and early summer of 2012 (5 May to 20
June 2012), while the SAMI-3 part of the study was performed for the late fall and early winter of 2011
(1 October 2011 to 31 December 2011). It would be worthwhile to extend a study like ours to cover a longer
time period of at least 1 year duration to assess how seasonal effects are captured by the models. Additionally,
comparisons of model performance as functions of solar and geomagnetic activity would also be of use.

All of the models tested would be good candidates for inclusion in an ensemble Kalman filter modeling
approach. But as the GAIM comparisons showed, additional data sources for ingestion would also help
improve ionospheric specification capability and performance. It is also likely that the inclusion of additional
data sources would also reduce some of the specification error seen as scatter in our analysis as this is likely
due to space weather that is occurring on more regional scales that are not well captured by current
ionospheric models.

For example, the wave 4 pattern [I[mmel et al., 2006] that is the subject of much recent ionospheric research is
not well captured by any current model.
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