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1. Introduction  

The current digital revolution has resulted in a flood of data in many fields, which 
has necessitated the development of many tools for understanding their meanings 
and patterns. Some of them may be useful in analyzing underlying patterns in 
field-measured RF signals.  

Information geometry (IG) is one of the very important tools for understanding big 
data. It arose from the considerations of applying concepts of differential geometry 
to statistical models. In IG, the familiar geometric concepts are redefined (e.g., 
“distances” are measured not in the coordinate space but in the space of functions 
such as density matrices describing different models). The Fisher information (FI) 
is one of the key IG metrics.1–4 FI determines the direction in the parameter space 
for giving the largest change in the objective function for unit change in the 
parameter. Therefore, it is a kind of curvature.  

In this report, we focus on FI and describe its usefulness in understanding RF data. 
Analytical expressions for FI for some modulation schemes have been derived in 
Delmas3 and Bellili et al.4 under general conditions. It was found that a modified 
version of those expressions could distinguish between some standard RF 
modulation schemes of the field-measured data. 

2. Fisher Information (FI)  

The FI is a very important concept of IG. Let there be 

1) X = a random variable 

2) 𝜃𝜃 = unknown parameter of a distribution that models the behavior of X 

3) 𝑓𝑓(𝑥𝑥;𝜃𝜃) = the probability density function of X, which gives the probability 
of a given outcome 𝑥𝑥 (of random variable X), for a known value of θ 

Then the FI for continuous variables is defined as 

 𝐹𝐹(𝜃𝜃) = ∫ � 𝜕𝜕
𝜕𝜕𝜕𝜕
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥;𝜃𝜃)�

2
𝑓𝑓(𝑥𝑥;𝜃𝜃)𝑑𝑑𝑑𝑑  (1) 

The inverse of FI is a lower bound on the variance of any unbiased estimator of 𝜃𝜃.  

 𝑉𝑉𝑉𝑉𝑉𝑉�𝜃𝜃�� ≥ 1
𝐹𝐹(𝜃𝜃)

 (2) 
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This result is known as Cramér-Rao bound (CRB). In practical terms, it means that 
higher value of FI implies a more “true” estimate of the unknown parameter. This 
same property makes FI a faithful indicator of the change in stability and trend of a 
system in response to the changes in the underlying parameters.  

Additionally, FI has many connections to some other well-known mathematical 
concepts. 

1) FI can be considered as a Riemannian metric on the space of parametric 
distributions,  

2) FI is equal to the negative expected Hessian of log likelihood of a given 
probability density function 

3) FI is equal to the Jacobian of the gradient of a given probability density 
function. 

As an example, let 𝑓𝑓(𝑥𝑥;𝜃𝜃) be a Gaussian distribution with mean 𝜃𝜃 and variance 
𝜎𝜎2. 

 𝑓𝑓(𝑥𝑥;𝜃𝜃) = 1
√2𝜋𝜋𝜎𝜎2

𝑒𝑒𝑒𝑒𝑒𝑒 �− (𝑥𝑥−𝜃𝜃)2

2𝜎𝜎2
�  (3) 

Then the FI is calculated as  

 𝐹𝐹(𝜃𝜃) = 1
𝜎𝜎2

 (4) 

So for the Gaussian distribution, the FI is large if variance is small and it is small 
for large variance. In the situation with many parameters (e.g., 𝜃𝜃1,𝜃𝜃2, …), it is 
known as Fisher Information Matrix and is given by 

 𝐹𝐹𝑖𝑖𝑖𝑖(𝜃𝜃) = ∫ � 𝜕𝜕
𝜕𝜕𝜃𝜃𝑖𝑖

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥;𝜃𝜃)� 𝑓𝑓(𝑥𝑥;𝜃𝜃) � 𝜕𝜕
𝜕𝜕𝜃𝜃𝑗𝑗

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥;𝜃𝜃)� 𝑑𝑑𝑑𝑑 (5) 

3. Application to RF Data 

The RF data collected by Spectrum Analyzers in the field contain much information 
about the electromagnetic environment of the surrounding area. We need data 
analysis tools for uncovering the useful information hidden in this data. FI, or 
equivalently CRB, is one such tool. 
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3.1 Theoretical Background 

We use the expression for CRB given in Delmas.3 First, we define some relevant 
quantities: 

1) Observation vector: 

 𝑦𝑦𝑘𝑘 = 𝑎𝑎𝑠𝑠𝑘𝑘𝑒𝑒𝑖𝑖(2𝜋𝜋𝜋𝜋𝜋𝜋+𝜙𝜙) + 𝑛𝑛𝑘𝑘,  𝑘𝑘 = 𝑘𝑘0,𝑘𝑘0 + 1, … . ,𝑘𝑘0 + 𝐾𝐾 − 1. (6) 

2) {𝑠𝑠𝑘𝑘} = a sequence of independent identically distributed (IID) data symbols 
taking values with equal probabilities. 

• ±1 for binary phase shift keying (BPSK),  

• (±1±i)/√2 for quadrature phase shift keying (QPSK), and  

• 𝑠𝑠𝑘𝑘+1 = 𝑖𝑖𝑠𝑠𝑘𝑘𝑐𝑐𝑘𝑘 for minimum shift keying (MSK) with 𝑐𝑐𝑘𝑘as sequence of 
BPSK symbols and 𝑠𝑠𝑘𝑘 = {+1, 𝑖𝑖,−1,−𝑖𝑖} set 

3) {𝑛𝑛𝑘𝑘} = a sequence of IID zero-mean complex circular Gaussian noise 
random variables of variance  𝜎𝜎2 = 𝐸𝐸|𝑛𝑛𝑘𝑘|2 

4) {𝜽𝜽} =  {𝜈𝜈,𝜙𝜙,𝑎𝑎,𝜎𝜎}; the parameter set of the signal and noise 

5) The probability distribution function is given as  

 𝑝𝑝(𝑦𝑦𝑘𝑘;𝜽𝜽) = 1
𝜋𝜋𝜎𝜎2

𝑒𝑒𝑒𝑒𝑒𝑒 �− |𝑦𝑦𝑘𝑘|2+𝑎𝑎2

2𝜎𝜎2
� 𝑐𝑐(𝑦𝑦𝑘𝑘) (7) 

with  

𝑐𝑐(𝑦𝑦𝑘𝑘) = cosh � 𝑎𝑎
𝑔𝑔1(𝑦𝑦𝑘𝑘)𝜎𝜎2

�; BPSK (8a) 

𝑐𝑐(𝑦𝑦𝑘𝑘) = 𝑐𝑐𝑐𝑐𝑐𝑐ℎ � 𝑎𝑎
𝑔𝑔1(𝑦𝑦𝑘𝑘)√2𝜎𝜎2

� 𝑐𝑐𝑐𝑐𝑐𝑐ℎ � 𝑎𝑎
𝑔𝑔2(𝑦𝑦𝑘𝑘)√2𝜎𝜎2

�, QPSK (8b) 

𝑐𝑐(𝑦𝑦𝑘𝑘) = 𝑐𝑐𝑐𝑐𝑐𝑐ℎ � 𝑎𝑎
𝑔𝑔3(𝑦𝑦𝑘𝑘)𝜎𝜎2

� MSK (8c) 

and 

𝑔𝑔1(𝑦𝑦𝑘𝑘) = 2𝑅𝑅𝑅𝑅(𝑒𝑒𝑖𝑖(2𝜋𝜋𝜋𝜋𝜋𝜋+𝜙𝜙)𝑦𝑦𝑘𝑘∗);  (9a) 

𝑔𝑔2(𝑦𝑦𝑘𝑘) = 2𝐼𝐼𝐼𝐼(𝑒𝑒𝑖𝑖(2𝜋𝜋𝜋𝜋𝜋𝜋+𝜙𝜙)𝑦𝑦𝑘𝑘∗);  (9b) 

𝑔𝑔3(𝑦𝑦𝑘𝑘) = 2𝑅𝑅𝑅𝑅(𝑖𝑖𝑘𝑘−𝑘𝑘0𝑠𝑠𝑘𝑘0𝑒𝑒
𝑖𝑖(2𝜋𝜋𝜋𝜋𝜋𝜋+𝜙𝜙)𝑦𝑦𝑘𝑘∗) (9c) 

6)  The FI is given as 

𝐹𝐹𝑖𝑖𝑖𝑖(𝜽𝜽) = −∑ � 𝜕𝜕
𝜕𝜕𝜃𝜃𝑖𝑖

log 𝑝𝑝(𝑦𝑦𝑘𝑘;𝜽𝜽)� log𝑝𝑝(𝑦𝑦𝑘𝑘;𝜽𝜽) � 𝜕𝜕
𝜕𝜕𝜃𝜃𝑗𝑗

𝑙𝑙𝑙𝑙𝑙𝑙 log 𝑝𝑝(𝑦𝑦𝑘𝑘;𝜽𝜽)�𝑘𝑘0+𝐾𝐾−1
𝑘𝑘=𝑘𝑘0 , (𝑖𝑖, 𝑗𝑗) = {𝜈𝜈,𝜙𝜙}, {𝑎𝑎,𝜎𝜎} (10) 
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The parameter set is partitioned in two separate sets using the properties of random 
Gaussian variables (Delmas3, Appendix A). The final FI expressions mainly as a 
function of the ignal-to-noise ratio 𝜌𝜌 for joint estimation of parameters are  

1) Phase 

 𝐹𝐹𝜙𝜙𝜙𝜙(𝜽𝜽) = 2𝐾𝐾𝐾𝐾{1 − 𝑓𝑓1(𝜌𝜌)}, for BPSK and MSK, replace 𝑓𝑓1(𝜌𝜌) by (1 + 𝜌𝜌)𝑓𝑓1(𝜌𝜌/2) for QPSK (11a) 

2) Frequency 

 𝐹𝐹𝜈𝜈𝜈𝜈(𝜽𝜽) = 1
3
𝜋𝜋2(𝐾𝐾2 − 1)𝐹𝐹𝜙𝜙𝜙𝜙(𝜽𝜽), for BPSK and MSK, replace 𝑓𝑓1(𝜌𝜌) by (1 + 𝜌𝜌)𝑓𝑓1(𝜌𝜌/2) for QPSK (11b) 

3) Amplitude 

 𝐹𝐹𝑎𝑎𝑎𝑎(𝜽𝜽) = 2𝐾𝐾𝐾𝐾{1−(1+2𝜌𝜌)𝑓𝑓2(𝜌𝜌)}
𝑎𝑎2{1−2𝜌𝜌𝑓𝑓2(𝜌𝜌)}

, for BPSK and MSK, replace 𝑓𝑓2(𝜌𝜌) by 𝑓𝑓2(𝜌𝜌/2) for QPSK  (12a) 

4) Noise 

 𝐹𝐹𝜎𝜎𝜎𝜎(𝜽𝜽) = 2𝐹𝐹𝑎𝑎𝑎𝑎(𝜽𝜽), for BPSK and MSK, replace 𝑓𝑓2(𝜌𝜌) by 𝑓𝑓2(𝜌𝜌/2) for QPSK (12b) 

Here 

 �𝑓𝑓1(𝜌𝜌)
𝑓𝑓2(𝜌𝜌)� = 𝑒𝑒−𝜌𝜌�2

𝜋𝜋 ∫
𝑒𝑒−𝑢𝑢

2/2

cosh (𝑢𝑢�2𝜌𝜌)
� 1
𝑢𝑢2� 𝑑𝑑𝑑𝑑

∞
0  (13) 

We normalize the values by division with 𝜌𝜌 = 1 values of FI. 

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝐹𝐹𝜙𝜙𝜙𝜙(𝜌𝜌) = 𝐹𝐹𝜙𝜙𝜙𝜙(𝜌𝜌)

𝐹𝐹𝜙𝜙𝜙𝜙(𝜌𝜌=1)
= 2𝜌𝜌{1−𝑓𝑓1(𝜌𝜌)}

2{1−𝑓𝑓1(𝜌𝜌=1)}, for BPSK and MSK, (14a) 

                                                  = 2𝜌𝜌{1−𝑓𝑓1(𝜌𝜌)}
2{1−2𝑓𝑓1(𝜌𝜌=1/2)}, for QPSK (14b) 

Here 

 � 𝑓𝑓1(𝜌𝜌 = 1)
𝑓𝑓1(𝜌𝜌 = 1/2)� = �2

𝜋𝜋 ∫ 𝑒𝑒−𝑢𝑢2/2 �𝑒𝑒
−1/cosh (𝑢𝑢√2)
𝑒𝑒−1/2/cosh (𝑢𝑢)

� 𝑑𝑑𝑑𝑑∞
0  (15) 

3.2 Numerical Calculations 

The particular data set we will consider is a stream of I and Q values for a random 
alphabet and is presented as a time series. The measured 𝐼𝐼𝑚𝑚 and 𝑄𝑄𝑚𝑚 values have 
noise mixed with the corresponding noiseless values I and Q. The measured 
amplitude 𝐴𝐴𝑚𝑚 is related to 𝐼𝐼𝑚𝑚 and 𝑄𝑄𝑚𝑚 as 

 𝐸𝐸(𝐴𝐴𝑚𝑚2 ) = 𝐼𝐼𝑚𝑚2 + 𝑄𝑄𝑚𝑚2   (16) 
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Here E denotes expectation value. The measured amplitude is a mixture of random 
noise and signal amplitude. A similar relation for noiseless amplitude is given by 

 𝐸𝐸(𝐴𝐴2) = 𝐼𝐼2 + 𝑄𝑄2 (17) 

It is assumed that the noise variable is a Gaussian with zero mean and  𝜎𝜎2 variance.  

 𝐸𝐸(𝐴𝐴𝑚𝑚2 ) = 𝐸𝐸(𝐴𝐴2) + 𝜎𝜎2 (18) 

Define, 𝜌𝜌𝑚𝑚 = 𝐸𝐸(𝐴𝐴𝑚𝑚2 )/𝜎𝜎2 and 𝜌𝜌 = 𝐸𝐸(𝐴𝐴2)/𝜎𝜎2, then we get 

 𝜌𝜌 = 𝜌𝜌𝑚𝑚 − 1 (19) 

4. Numerical Results 

We choose  𝜎𝜎2 = 2 × 10−9 and present the results for the modified classical Fisher 
Information (mCFI) for both BPSK and QPSK. The raw data correspond to the RF 
signals measured by a receiver and represent a sequence of random symbols of a 
speech. The mCFI is calculated as a function of 𝜌𝜌 (Fig. 1). This metric has similar 
patterns for both BPSK/MSK and QPSK modulations but their values are very 
different. It is clear that this metric can distinguish between BPSK/MSK and QPSK 
modulations.  

 

Fig. 1 Modified classical Fisher Information (mCFI) vs. time (arbitrary units) plots for 
BPSK/MSK and QPSK 

It was found that for 𝜎𝜎2 > 2 × 10−9,  𝜌𝜌 becomes negative and the integral in mCFI 
cannot be calculated. This observation indicates that the analytical approach has a 
built-in noise cutoff beyond which it is not applicable.     
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5. Conclusion and Next Steps 

The simple model presented in this report is useful for finding out if the underlying 
signal modulation is BPSK/MSK or QPSK. The results indicate that it is applicable 
only for 𝜌𝜌𝑚𝑚 > 1. In the future, this approach will expand to the following 
investigations in the mCFI behavior: 

1) Modulation schemes other than BPSK/MSK and QPSK, including 
nonstandard waveforms 

2) Presence of more than one waveform in the field (with same or different 
modulations), including both friendly and adversarial RF sources 

In addition, one would like to understand the utility of this approach in the relevant 
machine learning algorithms. Ultimately, its usefulness in field scenarios will 
determine the utility of this approach.  
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ARL Army Research Laboratory 

BPSK binary phase shift keying 

CCDC US Army Combat Capabilities Development Command 

CRB Cram𝑒́𝑒r-Rao Bound 

FI Fisher information 

IG information geometry 

IID independent identically distributed 

mCFI  modified classical Fisher information 

MSK minimum shift keying 

QPSK quadrature phase shift keying 

RF radio frequency 
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