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Abstract

Evidence and analysis are needed to determine the effectiveness of cybgy, skefensibility,

and resiliency solutions. Claims or hypotheses about effectiveness heaerdlased on
assumptions about the threat, and about the technical and operational settings in wiocls solut
will be used. Evidence can be obtained in a variety of environments, ranging from cdnceptua
models to systems supporting mission operations. This paper presents a framework for
characterizing assumptions and evaluation environments — an approach to mappibgrthe cy
terrain. The approach presented here can facilitate determination oewaefiven hypothesis is
meaningful to a specific real-world situation or can be evaluated in a given enviipmhether
different solutions can be evaluated in a common environment, and whether or how the results
obtained in a given environment can be applied to real-world situations. Examplesvated

of questions to ask, and sources of information to use, to characterize an environment,
particularly with respect to the threat.
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1 Introduction

Cyber defenders, systems architects, and researchers need to elaiugter hypotheses about
the potential effectiveness of defensive actions, decisions, and sol(i@nsis or hypotheseés
about effectiveness generally are based on assumptions about the threat, and adwburtichaé t
and operational settings in which solutions will be used. Support for claims and hypctreses
be obtained in a variety of environments, ranging from conceptual models to sygp@oitisg
mission operations. Those evaluation environments embody assumptions about threats,
technology, and operations.

The recognition that cyberspace is a domain for military operations [1]ch&silevestigation of
what constitutegeycyber terrain— “those physical and logical elements of the domain that
enable mission essential warfighting functions” [2]. Which elements tatedteycyber terrain
can best be determined by situating them in a context that includes operatttiakat as well
as technical aspects.rmAap of the cyber terraiis a representation of that context. More
precisely, a map of the cyber terrain is a representation of knowledge asslfimpdions that
determine or influence cyber decisions, i.e., decisions about cyber operatiossnants, and
architecture intended to improve cyber defensibility, resiliency, and/origedunis report
presents a framework for mapping the cyber terrain — for characterizing kigendaed
assumptions about key features of the environments in which cyber decisiongardtaiap
of the cyber terrain can help determine whether

» Assumptions about features of the cyber terrain (e.g., adversary chatiastand
possible adversary actions) are consistent.

* A claim or hypothesis is meaningful to a specific real-world situation or can hextg
in a given environment.

» A set of claims or hypotheses assume the same environment and thus could be evaluated
in a common integration experiment.

» Evidence or analytic results obtained in a given evaluation environment could be used t
confirm or disconfirm a given claim or hypothesis.

» A claim or hypothesis supported by evidence from a given evaluation environment could
be — or could fail to be — meaningful and relevant to a given real-world situation.

This report describes characteristics of three aspects of the cyhar tenvhich a hypothesis or
claim is intended to apply, for brevity referred to ata@ms environmeniThe same
characteristics can also be used to describe the cyber terrain in which evatesrcagainst
hypotheses or claims can be sought, for brevity referred to@agsaration environmenfhese
aspects — threat, technology, and operations — can be represented with more or less

! For ease of exposition, the tesmlutionrefers to a combination of technology and pradfiee mitigates a risk, reduces the
severity of a problem or concern, or otherwise esl{in whole or in part) a problem stated in teafsecurity, resiliency, or
defensibility. Security(variously referred to as information securitymuter security, or cyber security) involves megtin
objectives for confidentiality, integrity, availdity, and accountabilityCyber resiliencyis the ability to anticipate, withstand,
recover from, and evolve to address more effegtjy@lber-domain attacks [104] [L08yber defensibilitynvolves causing
cyber adversaries to move more slowly, spend nzaore take more risks.

2 Claims(e.g., “this product thwarts the following typefsattacks”) are typically made by product venddnst, are also made by
researchers as their research matures. Mgpgthesege.g., “use of this technical approach can sulisigndelay the effects of
the following attack actions, thus increasing tkelihood that the attack will be detected befdreaiuses harm”) are stated by
researchers; however, some hypotheses (e.g. dttlisker is characterized by the following IP addes” or “this change in the
system configuration will prevent the attack froncseeding”) are made by cyber threat analysts loercgefenders. Claims tend
to be stable and to be validated by evidence, whjfotheses are expected to evolve as evidenc@rosror disconfirms sub-
hypotheses.
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comprehensiveness and concreteness. Trade-offs can be identified between hewelyg@mnd
comprehensively the different aspects are represented and how broadigtagptie results of
an evaluation will be. In general, the more specific an evaluation environmtng iess broadly
applicable the evidence obtained therein will be. The threat aspect islpdstichallenging to
represent, and thus is discussed in detail. Three general types of evaluatiomeenis are
described: operational, synthetic, and hybrid. The properties of the evidencenthatai#tained
in each type of evaluation environment are discussed, and examples are given.

1.1 Background

A guestion of increasing concern is whether defensibility decisions (ebgr, dgfender actions,
architectural decisions, use of cyber defense technologies) have estyoeftyber adversaries’
behavior or strategy. A variety of effects can be hypothesized or claimgtgdrom strategic
(e.g., deterrence) to immediate (e.g., curtailing specific adyeasévities). Determining the
characteristics of a well-formed hypothesis is key to applying geseientific principles to
cyber security, resiliency, and defensibility [3]. Similarly, evaluatilagms about the
effectiveness of a proposed solution is central to determining whether and kivarices from
one level of technical maturityo the next.

Hypotheses or claims about effects on cyber adversaries can be stated, antbregutecise
using a controlled vocabulary [4], attack scenarios, or requirements. For exemple
Cybersecurity Developmental Test and Evaluation (DT&E), claims can led staerms of the
correct and effective functioning of required and inherited protections, as virelleams of the
“system’s resiliency and ability to detect, deny, deceive/redigesaiupt, degrade, and recover in
response to cyber-attacks”; these claims are made more precise whayeplart DT&E events
[5]. In the Common Criteria scheme, the Security Target identifies thgeats and adverse
actions (i.e., attack scenarios), but does not use a controlled vocabulary forl#wesealoout
functionality are stated using a tailorable set of requirement statefégnts

However, even when made more precise, hypotheses or claims about potential solutions
frequently make hidden assumptions about threats, or about the technological or operational
environment in which the solution will be used. The importance of identifying and vali&atyng
assumptions is recognized in intelligence analysis [7] and (non-cyber-spBatl Teaming [8].
For claims or hypotheses about cyber solutions or decisions, assumptions about theyadversa
become more challenging to articulate, but are of central importanc@]9Fr purposes of
discussion, the environment assumed (implicitly or explicitly) by a hypastloesilaim is

referred to as thelaims environmen{The plural is used here because, as a general rule,
multiple hypotheses or claims are made about a potential technology or defetiuie)

Evidence to confirm or disconfirm claims or hypotheses — whether about defgnsbdurity,

or resiliency — is obtained, and analysis performed, ievatuation environmensuch as a
laboratory, a model or simulation, an exercise, a cyber range, a T&E environnmemt,
operational system. An evaluation environment expresses or includes seleotésl Ggpe

threat, technical, and operational environments in which the defensibility desisibmay be
taken. Other aspects are assumed, either explicitly or implicitlyappkcability of evidence
obtained in a given evaluation environment to a claim about a system, organizationifior spec
defensibility decision depends on how well that environment corresponds to the real-world
situation in which the decision is being considered.

% Technology maturity or readiness for use can basmed as Technology Readiness Level (TRL) [138}eNhat a variety of
readiness levels for technology have been assevigddifferent uses and limitations [141].
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As noted above, the recognition that cyberspace is a domain for military opefdf has led to
investigation of what constitutes keyber terrain— “those physical and logical elements of the
domain that enable mission essential warfighting functions” [2]. While sghee has many
unique characteristics, the general concepts of key terrain hold [11]. In the Asfierys in
Depth strategy, key cyber terrain includesysical and logical infrastructure and mission Hata
[12]. The question of how to model cyber terrain is an area of active investigatioa fGam

on representing the technical environment, e.g., using a directed graph with nodes and
interconnections [13] [14], by analogy with physical terrain [15], or identify@bationships
between physical and cyber elements [16]. Others include missions and mission depgdenc
necessary to determining which terrain elements are key [17] [18]. Stilkotivtude the
adversary [19].

1.2 Overview of This Document

Section 2 describes three general types of evaluation environments, providesesxa the

types of evidence that can be obtained in different evaluation environments, and dissugses i
related to repeatability, reproducibility, and applicability of resultsti@e®8 identifies
characteristics of three aspects of the real-world environment in whigboghlegis or claim is
intended to apply — the threat, technology, and operations environments. Section 4 presents
guestions that can be used to identify key features of the cyber terrain.



2 Evaluation Challenges and Environments

A variety of challenges arise for evaluation ofara or hypothesis, particularly when the claim
involves effects on an advanced cyber adversaryllisérated in the figure below, three

notional environments need to be matched up: thlewerld, the environment assumed
(implicitly or explicitly) by claims or hypotheseand the environment in which evidence is
sought to confirm or disconfirm claims. For a claamhypothesis to be meaningful, its assumed
environment needs to match (some portion of) thewerld. For a claim or hypothesis to be
capable of being confirmed or refuted, constructban evaluation environment that matches
the assumed environment (the “claims environmenti¥t be possible. For evidence obtained in
an evaluation environment to be useful, the evalnanvironment must represent some
meaningful portion of the real world.

Systems, networks, information in

operational use
+ Changing threats to, topology of, and
Real World mission uses of cyber resources
Environment People and processes as well as
technology

Legacy effects of prior decisions

Models, technologies, and
procedures in which

q . « [Effects and effectiveness
Claims Evaluation of solutions can be
Environment Environment [t )
« Evidence for or against

L X claims can be obtained
Characteristics of tl_1e real-world environment and analyzed
assumed by the claim
Frequently implicit or stated in general terms
* Generally stated incompletely, even when stated
explicitly

Figure 1. Environments to be Aligned

2.1 Challenges for Evaluation

Research and development in the areas of cyberitsgecasiliency, and defensibility is most
mature for security. Even for security, numerouslleimges for evaluation have been identified;
several initiatives seek to provide a more scigntdundation for cyber security [20] [21]. For
cyber security claims or hypotheses, relevant ptagseof experiments include falsifiability,
controls, and reproducibility (including repeatéig)l [3]. A NATO workshop on determining or
measuring the relative appropriateness of livesysthetic experimentation identified 32
indicators of relative utility; of these, thoseaehnt to cyber include controllability, cost,
validation, data collection, and observability [2R]llourhy and Maxion argue that, while most
cyber security experiments can be characterizesheff evaluations, comparative experiments
can support statistical inferences [23]; experira@ain draw upon a large body of experience
with conventional cyber threats, e.g., hackersuth@ized users who exceed their privileges.

However, claims or hypotheses about defensibilipeut having an effect on the behavior or
strategy of, an advanced adversary — assume aacoonglex and dynamic threat model. Many
alternative attack paths are possible, and carhio¢ aepresented experimentally; representative
scenarios must be defined [24]. The advanced pensigreat (APT) is characterized by
adaptability. While the emerging discipline of cyllereat analysis is building a body of artifacts
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(e.g., malware) and patrtial results (e.g., observables, indicators), sualcevad@PT activity is
incomplete and can become outdated. Singh’s word of caution about cybersecurity tldcomes
the more important when applied to the APT:

“I can't help but think that the science of security is still at its pldeiza stage. We

should state and refine our hypotheses by all means and conduct measurementsgewher
can, but we should remember that what we're measuring might prove as crucial to the
science of security as impetus has been to modern physics.” [21]

2.2 Types of Evaluation Environments

Three general types of evaluation environments can be identified: operatiortatisyaind
hybrid# The environment determines the properties of the evidence that can be obtained to
evaluate a defensibility claim, including the granularity of evidenoe {flae amount of pre-
analysis performed); visibility into the behavior of systems, components, andaie

fidelity; and the potential sophistication of the analysis of evidence. As willsbastied in
Section 3, the environment expresses or includes some aspects of threats, techmblogy, a
operations, and assumes (explicitly or implicitly) other aspects; theawpheitly the assumed
and actual aspects can be stated, the more easily the applicability ofigrecevand analysis
results from the evaluation environment to other environments can be determined.

It is possible to define a single spectrum for the completeness of an eakmatironment, i.e.,
for how completely the environment represents (some portion of) the real world [25vetow
particularly for considering the threat aspect, it can be useful to definenvemsions:
concreteness and comprehensiven@escretenesgor specificity) refers to the extent to which
details are represented vs. being abstracted or assumed away. For exdahnplg model can be
vague with respect to adversary characteristics, using undefined s&dtensately, adversary
characteristics can be described in detail, based on threat intelliGemaprehensivenessfers
to the extent to which the features being represented cover all possilmatadés. Figure 1
illustrates how the three types of evaluation environments fall alongtthkeskmensions. See
Appendix B for definitions of the degrees of completeness and comprehensiveness shwvn on t
axes.

A third dimensionfidelity, can also be defined. Fidelity refers to consistency with the real world,
as viewed from some perspective or at some level of detail. When a featureyfehéerrain is
represented with greater completeness (i.e., with greater concseséaaesomprehensiveness),

its fidelity to a given real-world situation (or set of situations) is mas#yedetermined. The
degree of fidelity with which technical aspects (e.qg., level and make-upvadnketaffic [26],
whether machines are physically distinct or virtual [27]) are representa evaluation
environment can be determined and manadtalvever, fidelity of representation for the
operational and especially the threat aspects is much harder to determine.

* For purposes of evaluating Science and TechnolB8&JT) cyber research, specifically including the ARTthe threat model,
the Cyber Measurement Campaign (CMC) identifies &jpproaches [25] [42]: (1) analysis, based on firsiciples, to develop
intuition, define bounds, and identify cases tadatk modeling, simulation, and emulation; (2) miodpand simulation, which
is repeatable and easiest to transfer across aggams, but which faces trade-offs among fideligmplexity, and time; (3) a
cyber range, in which real applications are useghiemulated environment; and (4) prototype deptin operational
environments. However, these four categories danohide T&E, mission-oriented experiments thatude a cyber aspect, or
operational environments other than for purposesvafuating prototypes.

5 Research into cyber-physical systems, includimuisgy research, involves a strong interest in rgangtechnical fidelity in
experimentation [139] [140].
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It must be noted that it is rarely feasible or ddsie for an evaluation environment to be at the
extreme of concreteness (fully realized) or comensiveness (fully specified) in all (or even
most) aspects. Results of evaluations in a higbhcrete environment are hard to generalize and
to apply to other situations. Comprehensivenegsaisible only for selected aspects or attributes,
in a model (i.e., a sub-type of synthetic) enviremt even then, the question of whether all
possible values have been enumerated can remamn Dipe extremes are identified simply to
facilitate comparisons of claims and evaluationiemments.

A

Fully
Specified

Operational

o

/

Partially
Specified

Y
s%“‘“e\\

Comprehensiveness

Fragmentary

~

Abstract Notional Representative Fully Realized -

Concreteness

Figure 2. General Characteristics of Types of Evalation Environments

2.2.1 Synthetic Environments

Synthetic environments abstract away many aspétte seal world and hold constant many of
the factors or attributes of the aspects they sgmte to focus on the effects of changing a few
variables. Examples of synthetic environments ideloonceptual or “toy” models, executable
models and simulations, laboratory environmentd,experiments or exerciseblore
specifically, synthetic environments include:

* Modeling and Simulation. Informal models are tyflicaotional or abstract, and are
expressed in human languadgermal models (e.g., attack graphs, game-theoretic
models) can be expressed in standard notationnaydise qualitative or quantitative
values® Executable models (e.g., executable game, simuaktirely on formal models;
because they can be executed repeatedly with vamuns, such models can be more
comprehensive with respect to specific aspecteasituation being modeled (while
relying on fragmentary representations of otheeets). See [28] [29] for a description
of Raytheon’s CAMEO modeling environment, specificdesigned to represent cyber
adversaries.

® Thus, the category of synthetic environments idetuthree of the four approaches to cyber assessmi@s]: analysis
(informal and formal models), modeling and simuat{executable models), and cyber ranges (demdiostenvironments).
The fourth approach, prototype deployment, falte e category of operational environments.

7 Cyber attack lifecycle models, as described iniSe@.2.3 of [4], are examples of notional infotmedels of adversary
behavior.

8 See Sections 2.2.1 and 2.2.2 of [4] for a discmssf how these techniques apply to cyber secuesiliency, and defensibility.
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» Laboratory environments. These include research laboratories and demonstration
facilities such as MITRE’s Resilience Lab [30] [31], as well as produdtiatian
laboratories (e.g., Common Criteria Testing Laboratories) and tedid¢aciln research
laboratories and research demonstration facilities, representatsiemagplications can
be included, but simulation of mission environments will be limited.

» Demonstration environments. These include experimental and exercise environments
such as cyber ranges, as well as simulation environments such as MITRE ati®imul
Experiment (SIMEX) [32]. Potential solutions are integrated with misgpptications
for real-time simulation or emulation.

In addition to concreteness and comprehensiveness, laboratory and demonstration emgironme
can be characterized in terms of focus and capability. The focus can vargytsersecurity as
ancillary component to cybersecurity-focused, while capability can vamy fninimal or

theoretic (e.g., tabletop exercises) to highly capable of realisticseyeations. Cyber ranges are
cybersecurity-focused and highly capable environments for experinoentasting,

demonstration, and training. Examples of cyber ranges include:

» The Joint Cyberspace Operations Range (JCOR) [33], which provides contimiadjtra
and education in realistic environments, and supports multiple cyber exercisdf/annua
JCOR is a coalition of

0 AF Simulator Training and Exercise (SIMTEX) range

o0 U.S. Navy Cyberspace Operations Range

o U.S. Strategic Command Cyberspace Training Environment
0 Army Guard Enhanced Network Training Simulator

* The National Cyber Range (NCR), which was originally developed by DARPR NC
transitioned to OSD/TRMC in 2012 [34]. The Army Program Executive Office for
Simulation, Training and Instrumentation (PEO STRI) Project Manager for
Instrumentation, Targets & Threat Simulators (PM ITTS) plans to contiacikheed
Martin’s support for continuing NCR operations [35]. NCR emulates the public Internet,
enables modeling of cyber attacks, and supports test and evaluation of cybés.impac

 The DETER facility, funded by DHS and NSF and operated by USC ISI, whoetdps
a testbed facility to advance the technology of experimental infrastry8&]rg36].

* The use of Sandia’s Live, Virtual, and Constructive (LVC) approach (reafizbe i
Umbra Simulation Framework) as a cyber testbed [37].

* The Michigan Cyber Range, a partnership of academe, industry, and governmeimt, whi
focuses on training, education, and exercises [38].

» Commercial offerings to provide a cyber range training facility withieterprise [39]
[40] [41].

The Cyber Measurement Campaign is exploring ways to improve the use ofaryyes to
provide a more rigorous approach to tracking progress in cybersecurity [42hddepen
whether and how a cyber range connects to external systems, some ohitteciséics might be
more typical of an operational environment. Experimentation in such situatiores caherent
risks, which can be managed [43].



Sonchack et al. note that major challenges for laboratory and experimmemtahments include
reproducibility, experimental controls, difficulty (or even impossibilitydetermining ground
truth, and obtaining datasets large enough for experimentation at scale [44].

2.2.2 Operational Environments

In an operational environment, adversaries can be engaged directly. Experiitrergaiwvorld
users can be performed, subject to compliance with organizational requirements on human
subject research [24]. Operational environments are typically entenpiéseal, but can be
sector-wide or even cross-sector. For enterprise-internal operationamgnegnts, operational
capabilities can be characterized in terms of

* People, e.g., size and expertise of staff; extent of external relationshipganthtion
sharing / incident coordination;

* Processes, e.g., tracking, response, analysis, attribution, informatiorgshad

» Technology, e.g., sensors, threat/intel knowledge base, malware griahgsisic
analysis.

For purposes of characterizing environments for evaluating hypotheses or ddairmhsféects of
defender actions / decisions on cyber adversaries, three general lewaglalofity can be
defined:

» Basic: Incident handling / tracking. In such an operational environment, evicmte
found in monitoring and analysis sources maintained consistent with standards of good
practice (e.g., audit logs, IDS read-outs, DLP reports).

* Intermediate: Incident response / incident and trend analysis. In such amererit,
evidence can be derived from value-added analysis of standard source®(elg., tr
analysis).

» Sophisticated: Threat-informed proactive defense / cyber threat analysigh an
environment, evidence can be drawn from tailored/specially developed tools (sensors,
malware analysis, forensic analysis); attribution to individual threatsai feasible. A
set of best practices is emerging [45].

Hypotheses or claims can be evaluated on a supra-organizational (sector-wids-@ector)
basis. For sector-wide operations (e.g., across the Defense InduasteabiBDIB [46], across the
energy or financial sector), evidence consists of shared information. Véeyelg of granularity
and pre-analysis can be defined:

* Basic: incident information sharing (e.g., using the CIO CyberthrgaarREorm [47]).

* Intermediate: incident and threat information sharing, typically usingsteactured
information.

» Sophisticated: threat and incident information sharing, using structured and sem
structured information (e.g., DIB information sharing [48], DSIE [49], STIX user3.[50]

At the cross-sector, national, or transnational levels, evaluation of hypothet&ssruses
analysis of information presented at varying levels of granularity andnaigsis. Such analysis
is typically presented in industry threat reports [51] [52] [53] or in nation&Ttreat reports.

Supra-organizational data collection, analysis, and information sharing gresemrous
challenges. These include policy and reputational concerns for informatiamgslogerational
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challenges associated with analysis performed with different tessgpand biases, over different
timeframes; issues of cost sharing; and technical challenges assocthtddfarient tools and
measurement systems, which result in data interoperability obstacledl as differences in
granularity. In addition, because supra-organizational data collection andatifam sharing can
be costly, the desire arises naturally to use data collections for mpltigdeses (e.g., policy
analysis; trend analysis for different domains, including security postufefrpance and usage,
and threat targeting and attack methods). However, analytic communitiesrdiffeir

underlying models of the problem space, including terminology and taxonomies, and
expectations of data quality. Asghari and Mueller offer recommendatiofesderscale data
collection and analysis [54].

2.2.3 Hybrid Environments

Hybrid environments provide a combination of synthetic and operational elements, to psovide a
much realism as possible for experiments or tests, while allowing forlaofemstrumentation
and monitoring more typical of a laboratory or cyber range. Examples include

» Highly instrumented operational environments. Evaluation of claims or hypotheses in
such environments can be based on observation of normal operations, or on simultaneous
operations / experimentation (e.g., Red Teaming).

* Deception environments. These can range from honeypots to honeynets or mirror
environments.

* Operational experimental environments. These include mission-oriented test and
evaluation (T&E) environments [55], cyber test ranges [56], or mission-oriented
experiments such as the Joint Cyber Operations Joint Test (JCO JT) [£H regresent
a mission or operational environment. These are typically better instiectéan fully
operational environments, and may interface with operational systems.

In highly instrumented operational environments (which may include deception envirgahment
direct engagement with real-world adversaries is possible. Kanich e¢s¢nptessons-learned
from engaging with cyber criminals, and make two general observations [58]:

“First, the adversarial conditions of engaging with attackers, in thistikagzosystem
surrounding spam-advertised Web sites, requires repeated updates to exakriment
methodology over time. Extensible infrastructure, although often a moreriteresive
investment up front, more easily accommodates unexpected yet ultimatedgagc
changes. Second, actively engaging with attackers and their inftastfguch as via
crawling and purchasing, often results in accidents or serendipitous inbigihliesaid to
unexpected discoveries.”

That is, organizational commitment and researcher flexibility are witalking such an
environment an effective tool for learning and hypothesis evaluation.

2.3 Red Teaming

There is no direct relationship between the evaluation environment and the evaluation
methodology, that is, the process by which evidence is obtained and analyzed. Red team
evaluation is a specific methodology. Sandia defines it as “authorized, advsasad,
assessment for defensive purposes”, and observes that adversary modelingl ifocsfective
red teaming [59]. Red teams are used primarily in hybrid and some operationaherarits,



but can be part of experimentation in lab environments [60]. Cyber red teams asiingtye
part of operational experimentation and exercises [1].

Red team rules of engagement often explicitly map key features of ¢la¢ tdwrain, in
particular, which types of adversary actions are out of bounds.

2.4 Examples

The table below illustrates the different types of evidence that can be dhtathéerent
evaluation environments. For purposes of illustration, the following examples of hygsotres
claims are considered:

A Moving Target (MT) defense such as TALENT [61] or Net Maneuver Commander
[62] that relocates a mission application, running on an enterprise-intetnal vir
machine (VM), to another locatiodegradesor curtails adversary activities. This either
increases the amount of time the adversary spends in the Control (or EscalkgeBjivi
or Execute (or Pilfer) stage of the cyber attack lifecycle (deggaaliversary
effectiveness), or simultaneously decreases the number of succeasks athile
increasing the number of partially successful attacks (curtaiingraary activities).

End-user training and awarenelegradeghe effectiveness of phishing or spearphishing
as a malware delivery mechanism, by decreasing how often users clickdedrinks
or open infected documents.

An attack-resistant localization scheme, which applies the concept of Sidisthnti
Integrity (a resiliency technique) to location information in a wirelessor&twmproves
the trustworthiness of location information. [63]

® See [4] for a discussion of effects such as dwtalegrade. See [131] for a discussion of theinetSuccessful Attacks,”
“Partially Successful Attacks,” and “Time Spent pétack Phase.”
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Synthetic

Table 1. Examples of Evidence from Different Evaluation Environmets

Environment

Informal Model

Moving Target

Argument from general principles

Anti-Phishing
Training

Trustworthy
Localization

Formal Model

Percentage of successful
attacks, mean number of
attack disruptions (e.g., usin
CAMEO M&S [28])

g

Error analysis [63]

Laboratory
Environment

Percentage of successful
attacks, time needed for a
successful attack [62]

Percentage of

wrongful clicks [64]

Localization accuracy
with and without
simulated attacks in
ORBIT Testbed [63]

successful attack, mean
number of attack disruptions
in a deception environment

Operational | Enterprise- Percentage of successful Percentage of Localization accuracy
internal attacks, time needed for a | wrongful clicks [65] | with and without
successful attack, mean [66] simulated attacks on
number of attack disruptions floor of enterprise
based on forensic / log office building [63]
analysis®
Hybrid Operational Percentage of successful
Experiment attacks, time needed for a

19 Note that this requires a sophisticated threalyaisacapability.
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3 Situating a Claim or Hypothesis: Three Key Aspects

To situatea claim or hypothesis is to make explicit the assumptions about the environment in
which it is to hold, thereby mapping the cyber terrain in which it can be appliedaiNo<l

about a solution’s effectiveness, about changes in adversary behavior in respofesed&r de
actions, about system properties such as trustworthiness or resiliensygubadversaries
themselves — can be universally applicable. Similarly, evidence is obtaiaadvaluation
environment, and as discussed above, evaluation environments vary in capabilitiedsand real

The assumed environment for a claim or hypothesis, and the environment in which evidence to
confirm or disconfirm it may be sought, can be characterized or describéhireeperspectives.

A claim or hypothesis can be situated in, and an evaluation environment can be described in
terms of, its

* Threat aspects. What threats are assumed to be present? What thregltcdle e
excluded?

» Technical aspects. What technologies are assumed or required to be preéssnt? W
architectural limitations apply? What technologies or components are aktube
trusted or error-free?

» Operational aspects. What roles, responsibilities, and business processearaszldo
be present? What alternatives are provided for defender actions?

These aspects — types of features of the cyber terrairare described below. Examples are
then presented of different evaluation environments, showing how these aspessesented.
The focus is on the threat aspect, with the technical and operational aspectedistnie
briefly. Appendix B provides tables provide definitions of the degrees of concretamks
comprehensiveness used in Figures 1 and 2.

3.1 Threat Aspects

Four general types of threats can be considered for cyber systems, whidb oyber-physical
systems (CPS) as well as information and communications technology @d¥Eysarial,
accidental, structural, and environmental threats [67]. Adversarial threadbe ciescribed in
terms of adversary characteristics and behavior. This section focuses on laokvettsarial
threat can be represented, and in particular on the APT and on cyber‘attacks.

General characterizations of the conventional adversarial threat (i.e., nQnvAfAT
fragmentary representations of adversary behavior, are common in selainity for products
or technologies, and in evaluation environments for such prodégsumptions about the
characteristics and behavior of advanced adversaries are more c¢hglterayticulate.
However, articulation of claims and hypotheses about cyber defensibdityesaifiency requires
that such assumptions be articulated, so that the realism and applicability oflaimnsecan be

11 CNSSI No. 4009 definesyber attackas “An attack, via cyberspace, targeting an erissis use of cyberspace for the purpose
of disrupting, disabling, destroying, or maliciopsbntrolling a computing environment/infrastrueuor destroying the

integrity of the data or stealing controlled infation.” [138] Cyber attack lifecycle models are sistent with this definition.
Some authors construe the phrase more broadigchadie attacks on cyber resources that are natytiaerspace (e.g., physical
attacks, attacks solely involving social enginegrior attacks via cyberspace on non-cyber assgfs physical resources
controlled by cyber-physical systems). Determinitgch of these definitions is used is part of diefinthe threat environment.

12 For example, the Common Criteria Profiling KnovgedBase [92] and CC Security Targets provide exasnpl security

threats to environments in which products are used.
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determined, and so that evidence to confirm or disconfirm them can be sought in an environment
that matches those assumptions.

Threats can be situated in an operational and/or technical setting. For @xaaversary intent
can be described in terms of general goals (e.g., mission impacts, finamjialrga terms of
specific cyber effects (e.g., degradation of network performance focdicgennection) which
lead to specific mission effects (e.g., lack of timely targeting datagats in an operational
and/or technical setting are more concrete.

3.1.1 Adversary Characteristics
Three general characteristics can be identified [67] [68]: capability, jraedttargeting.

Capabilityincludes the adversary’s resources, skill or expertise, knowledge, and opportunity.
Resources can include attack tools and the financial or political resourcesite aew or

tailored tools (e.g., 0-day exploits). Skill can include the ability to tailetiexj tools or to

develop new tools. Knowledge can be about the target system or component (e.g., products or
technologies, functional dependencies, information flows, specific vulnerg)iliind for an
operational system, mission, or organization, can also include information about keynpérs

Intentincludes goals, motives, or outcomes that the adversary seeks, consequences #rg advers
seeks to avoid, and how strongly the adversary seeks to achieve those outcomes and/or avoid
those consequences.

» Goalscan be aligned with broad classes of threat actors; for example, the @foer P
levels identify cyber vandalism, cyber theft / crime, cyber incursiorvéglance, cyber
sabotage / espionage, and cyber conflict / warfare [69]. NERC, citing an FBI
presentation, identifies thotivesof personal enrichment and anger for insiders, and
support for a cause, personal interest, financial gain, ideology, national interest, and
warfare for hacktivists, hackers, criminals, terrorists, and natiors segpectively [70].
Harrison and White identify goals such as service theft, intelligeribergzg, and
widespread destruction, and then objectives such as information corruption and system
subversion [71]; these objectives correspond closely with classes of cylots pf&}

[73], i.e., effects on cyber resources. Adversary goals can be charactsiized
Information Operations (IO) objectives [74]; goals can also be charact@mizerms of
effects on a mission or organization at different orders of distance from thediatety
affected resource [75].

» Consequences the adversary seeks to aandnclude detection, disclosure of TTPs,
and attribution; detection together with attribution could lead to legal recourse or othe
forms of retribution. See [10] [76] for discussions of adversary risk aversavelhas
resources and sophistication (attributes of capability) and specifitsdadgieibute of
targeting).

Targetingdescribes how broadly or narrowly (i.e., with what degree of focus) and how
persistently the adversary targets a specific organization, mission, prayreyber resource
(e.g., system, database or other information store, network, seRecsistencean be
characterized in terms of how easily the adversary can be deterred| as iwderms of
timeframe.
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These characteristics can be described or assessed in genesaFtaraxample, NIST SP 800-
30 Rev.1 [67] defines five levéisAlternately, discriminating attributes can be identified with
greater detail. Attributes can be generic or situated — when situated aintetatrgeting look like
actions. Note that understanding the adversary is part of Step 1 in the Cyber&EL&E
Process [5] (“What are the cybersecurity threats?”).

3.1.2 Adversary Behavior

Adversary behavior can be described in terms of actions and sti‘atégjsiple taxonomies for
adversary actions or cyber attacks have been identified; see the liteeataves as well as the
taxonomies in [77] [71] [78]. For purposes of identifying assumptions about agvbedavior
to make claims or hypotheses more precise, and to determine what behavior agnt bemi
represented in an evaluation environment, it is useful to describe actions descpexs ioft
attack vectors, type of attack action, extent, and effects of prior advecsansaDescribing
adversary behavior is part of Step 3 in the Cybersecurity DT&E Process [ba{'&kk the likely
kill chain activities should an adversary gain access to the system?”).

Attack vector®r avenues of attack are general approaches to achieving cyber effdatan
include cyber, physical or kinetic, social engineering, and supply chain attacdkal $ets of
types of cyber attack vectors have been defined (e.g., types as identifieRA[ T, attack
vectors by Sandia [80]), with the recognition that as the adversary evolves, sgbetlattack
vectors. Typically, only cyber attacks (or cyber attacks in conjunction witlifispgerms of
social engineering such as spearphishing) are considered when statingclaypstheses for
cyber security or defensibility; evaluation environments often follow suit.edewy this is
recognized as a simplifying assumption, since advanced adversaries ugke @ginues of
attack.

Types of cyber attacctionscan be characteriz€dn terms of an attack taxonotfyyor a cyber
attack lifecycle, and can be amplified by using a list or an enumeration sG&P&C’ [81], or
by shared information about adversary tactics, techniques, and procedures (-GTR8ing
STIX and TAXII [50].

» Attack taxonomiesften conflate actions and effects; for example, Microsoft's STRIDE
taxonomy [82] (adopted by the OWASP Testing Guide [83]) lists spoofing identity,
tampering with data, repudiation, information disclosure, denial of service, antdaieva
of privilege. A variety of taxonomies have been proposed [77] [71] [78] [84] [85] [86].
Attack taxonomies often focus on specific technical environments (e.g., Web appdicat
[87], 3G networks [88]), or are domain-specific such as for process contrainsygi9]
[90] [91].

13 While the Defense Science Board (DSB) [128] defisiet levels, individual characteristics are nefitified. The taxonomies
cited in [85] (like many threat taxonomies) mergamcterization of the adversary with characteopadf possible behaviors.
14 Strategy is rarely represented explicitly in thmeadels. Preference for specific actions, basespeific factors, is
represented in some models, particularly game-#tiecand Bayesian models. However, no general taxgrfor adversarial
strategies has been defined. (One possible repatigenis in terms of the adversary’s preferenceslifferent methods, e.g.,
outsource / delegate; purchase / acquire / didest2lop / execute.) Due to the lack of generalbepted representations of
adversarial strategy, definitions of degrees of gi@teness and comprehensiveness would not be ngéalniand are not
presented in this document.

15 verizon [51] characterizes data breaches in teritithe four A’s” — actors (whose actions affectaé asset), actions (what
actions affected the asset), assets (which assetsaffected), and attributes (how the asset wastafl). Actions are
categorized as malware, hacking, social, misusgsigdl, error, and environmental, with further sgtegorization.

16 See [137] for a taxonomy of social engineeringakts.

" while CAPEC includes categories of attack actiamsvell as describing attack patterns in termgpetidic of technologies
(e.g., Web services), CAPEC is not intended to ide®a taxonomy.
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* A cyber attack lifecycler cyber kill chainprovides a useful expository and organizing
structure for APT actions. See Section 2.2.3 of [4] for a discussion of cybdr attac
lifecycle models. NIST SP 800-30 R1 [67] and the Cybersecurity DT&E Guoedgsi
identify seven stages: reconnaissance, weaponize, deliver, exploit, contcateerad
maintain.

Examplesof specific actions can be obtained from multiple sources. The Common Criteria
Profiling Knowledge Base [92] provides examples of actions typically assdaiath
conventional threats, i.e., actions relevant to security rather than resiiedefensibility.

Several sources provide information about the APT. NIST SP 800-30 R1 includes a listkof atta
actions in Table E-2, organized using the stages of the cyber attack lifebgskeare described

in general terms, rather than in terms of specific technologies. Thi p#ierns included in
CAPEC tend to apply to the early stages of the cyber attack lifecycle. STIXAatitprovide a
mechanism for capturing and sharing information about real-world attacks.l{Paltdable

reports such as Mandiant’s APT1 [93] and Symantec’s Hidden Lynx [94] reportsydentif
publicly available tools used by adversaries and describe observed acfbaii¢51]. Sood et al.
identify typical actions in criminal attacks [95]. In addition, commercial/jgiers are beginning

to offer cyber threat intelligence services [96] [97] [98] [99] [1©0].

Theeffects of prior adversary actioran be characterized as effects on cyber resources, which
effectively increase adversary capabilities. A high-level taxonomyeaused, e.g., acquired
privileges, compromised components or systems, knowledge about the technical environment
(e.g., network topology, software versions, functional dependencies), and knowledge about
operational environment (e.g., mission dependencies on cyber resources). MERERIDE
taxonomy can also be used [8Z]he DIMFUI taxonomy [72] [73] identifies six effects on

cyber resources: degradation, interruption (e.g., denial of service), modifidaibrication,
unauthorized use (including compromise of an identity, a component, or a system), and
interception (which includes gaining knowledge about the technical and/or operational
environment). Note that when the effects of prior adversary actions can bedsituattechnical
and/or operational setting — i.e., described in ternvgha¢h specific cyber resources are

affected, rather than in terms of the types of resources that are aff¢htedescription becomes
highly concrete, and can be tied to mission or operational effects.

Theextentof a cyber attackcan be characterized in terms of scale and timeframe. For ease of
discussion, these two factors can be used to define four broad extents:

* Isolated (e.g., a single incident), focused on a specific target organizatiossayrmi

* Bounded in time and scope. These include brief coordinated attacks on a specific
organization or sector.

» Persistent. These are campaigns, attributable to a single actor or $etffacused on
a specific target organization or mission. A persistent cyber attacklty@eaks to
exfiltrate sensitive information, provide direct benefits to the adversayy ¢eminal

18 See Table 20 of [142] for a list of sources obdatd statistics on cyber incidents, data breaetmescyber crime.

19While CAPEC provides a list of technical impadtese are meaningful primarily in the context of REEC-specified attack
patterns (adversary actions).

20 Note that assessment of operational or missi@tstis a key part of OT&E [135].

2L For non-adversarial threats, extent correspondarge of effectin Appendix D of NIST SP 800-30 R1; isolated cepends
to Low, while Extensive corresponds to Very HighTable D-6.
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fraud), or achieve mission impacts (e.g., denial of mission-critical funttigna
falsification of mission data).

» Large-scale. These include stealthy campaigns against multipgleizaijons (e.g., APT1
[93]), as well as more visible attacks involving worms, viruses, or botnets thatiexte
over months or years.

One check of the realism of a claims or evaluation environment is to check tretemnsof
adversary characteristics and behavior, i.e., whether an adversary vetatdtecharacteristics
could or would execute the types of attack the behavior represents.

3.2 Technical Aspects

Technical aspect can be described in terms of technical architecturgyemmama and cyber
defense tools, and technical vulnerabilities. Note that describing technicetisasgeart of Step
2 in the Cybersecurity DT&E Process [5], Characterize the Attack Surface.

Thetechnical architecturean include specification or identification of

* The layer or layers in a notional layered architecture that are corki@f@reexample,
Table 2 in [101] identifies the following layers: hardware / firmware; nekingr/
communications; system / network component; operating system; cloud, vatioaljz
and/or middleware infrastructure; mission / business function application /eservic
software (e.g., supporting services such as identity and access mamdgierfioemation
stores; information streams / feeds; systems; and systems-afisyste

» The technologies (e.g., Web, Java, cloud) that are assumed or represented. Tieshnolog
can be described in terms of technical standards or specified in terms of [suathsct
Alternately, technologies can be described in more general terms (e.gX-flddll
rather than specifying a specific UNIX version).

» The functionality or capabilities that are assumed to be provided. Capabilities can be
described in terms of standards (e.g., security capabilities describethsnafeNIST SP
800-53 R4 controls) or using more general terms (e.g., names of control families).

» Technical aspects of the intended deployment environment. For example, technical
aspects of the intended deployment environment that are part of the scoping conditions
identified in Section 3.2 of NIST SP 800-53 R4 [102] include data connectivity, limited
functionality, non-persistence, and whether the technology is inherently asejle-

The technical architecture can also include representations (frequrettite/form of schematic
drawings) of

» Components (e.g., servers, routers, end-user devices).

» Connectivity or interfaces between components. Representations of intedagasge
from general terms to full specifications in terms of standards, settmfypeaformance
levels.

» Functionality or capabilities allocated to components.

Management and cyber deferisels can be identified in terms of types (e.g., performance
monitoring, security management, intrusion detection, resilience techniqueppbilitas (e.qg.,
activities as identified in Table 12 of [101]). Representations of tools can ranggdraral
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characterization to identification of specific teddy name and version, and can include
identification of the capabilities provided by dloaated to different tools.

Technical vulnerabilitiegwhen assumed or represented) can be identifigdneral terms, by
reference to CVE entries, or by describing how tbay be exploited. In addition, assumptions
can be made about the absence of vulnerabilites by identifying components or services that
are assumed to be trusted or correctly implemented.

The following figure illustrates how different evaltion environments might be characterized in
terms of the concreteness and comprehensivendissiofepresentations of technical aspects.
(See Appendix B for definitions of the degreesaiareteness and comprehensiveness shown on
the axes.)

A\ Note: The placement of different evaluation

environments on this chart is notional and Operations
g representative. The characteristics of a specific
2 evaluation environment may lead it to be situated OT&E
u:_s 3 differently. In particular, modeling and simulation -
8— environments (ModSims)vary widely in concreteness Operational
and comprehensiveness. Experiments !
a Cyber Range D(::ceptlon
GC) Experiments Environments
(<4
= SIMEX
] >T —
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] © &= Many .
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Figure 3. Notional Concreteness and Comprehensives®of the Technical Aspects of the
Environment

3.3 Operational Aspects
Operational aspects can be described in termseddpkrational architecture and possible cyber
defender decisions.

3.3.1 Operational Architecture

The operational architecture consists of a missmperational architecture and a cyber
management / cyber defender architecture.

Themission / operational architectuidentifies missions or business functiotasks and their
relative priorities, and can also identify missmrfunctional roles. In terms of the DoD
Architecture Framework (DoDAF), the mission / opiienaal architecture can be described using
Operational Viewpoints (OVs) [103]. The missiorpeoational architecture can also include
mappings to the technical architecture, identifyisgk dependencies cyber resources (e.g.,
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processes, information flows, and the systems, subsystems, components, and corthattivity
provide these). Note that in an operational setting, such mappings are yymiodliced by a
Business Impact Analysis (BIA), Mission Impact Analysis (MIA), so@n Jewels Analysis
(CJA), and can be represented dynamically as part of situational awai®@Agss

A description of the mission / operational architecture can also include idatbifi of
weaknesses and scoping consideratiamparticular

» Potential or known errors by mission users that

o Could affect cyber security, defensibility, or resiliency (e.g., connectian of
unauthorized device).

o Could affect mission performance by erroneous use of security mechanigms (e
inadvertent lockout of an account or a resource).

* Vulnerabilities in the implementation of physical, procedural, and organizational
controls.

» Scoping considerations that determine whether and how security controls prght a
such as mobility. These can also be characterized as risk factors op@sedjs
conditions in the physical, procedural, and organizational environment, such as physical
location. (See Section 3.2 of NIST SP 800-53 R4 [102] for a discussion of scoping
considerations, and Appendix F of NIST SP 800-30 R1 [67] for a discussion of
predisposing conditions.)

Identification of errors, vulnerabilities, and predisposing conditions is mosareleo claims
about operational benefits and impacts, and to operational evaluation environments.

Themanagement / cyber defender architectidentifies key roles and responsibilities for
management and cyber defefis®perational staff can be characterized in terms of expertise and
the SOPs or cyber playbooks they use. The management / defender architactlse celude
mappings to the technical architecture, to identify who's in charge of what, who coesdinitn
whom, and task dependencies (mapped to the technical architecture) for defesksive ta

3.3.2 Possible Defender Decisions or Actions

Possible defender decisionan be characterized or described in terms of the venue of action /
decision and of intended effects. The range of possible venues determines the overall
comprehensiveness of representation, with a focus on a single venue (i.e., usemsalgtion
consisting of a technology or set of technologies) being typical; for any venio@saor

decisions can be described with varying degrees of concreteness. Thetatdid effects can
be used to determine the comprehensiveness within the chosen venue(s), and carsatstobe
define measures of effectiveness (MOES) for the solution. For techaimaisain an operational
environment, response taxonomies or lists of possible responses can be identified.

Thevenueof action / decision characterizes how, where, and/or by whom the action or decision
is taken, including

* Operational. Decisions or actions in this venue can be technical (i.e., using automated
tools), procedural, or physical.

22 5ee, for example, [129]; “cyber defense” incluBestect and Defend, Investigate, Operate and Gp#ed Analyze, while
“cyber management” includes Securely Provision @pdrate and Maintain.
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* Implementation / static configuration. Decisions or actions in this venue cainéake t
form of changes to static configuration settings or to how technologies @lsrented,
and are typically intended to mitigate technical vulnerabilities. Manlgeo$olutions and
mitigations identified in CAPEC are of this form.

» Architectural. Decisions in this venue involve changing the technical archad&uar
example, by using a cyber resiliency technique such as segmentation [104]).

* Organizational. Decisions in this venue involve changes to policies and organizational
processes, which can in turn lead to architectural, implementation, or operational
changes.

Intended effectsan be identified in several ways: in terms of the effects on services rdyide
cyber resources, on the adversary’s activities, or on risk and/or resilience.

* Intended effects on serviceovided by cyber resources can inchide

* Terminate. A service can be terminated, potentially with negative impactsssion
capabilities. For example, a process or service can be ended or forced to quit, a
network connection can be terminated (e.g., by shutting off a port or protocol), a
device can be shut down or disconnected, or data can be deleted.

» Restrict. Use of a service can be restricted, potentially with usabilggrésrmance
impacts. For example, the privileges required to use a resource can be onade m
stringent, or network throughput can be limited.

» Alter. Some aspect of the resources providing the service can be changedhllyotent
with impacts on visibility or predictability. For example, a Moving Targetdsé
can relocate a process, service, or virtual machine; previously visible taffbe
encrypted; configuration settings or encryption keys can be changed. Note tha
alteration can be proactive, e.g., resources can be hardened.

* Restore. The service can be restored, e.g., by using mechanisms to te¢earstit
recover resources.

* Observe. Monitoring of the use of the service, or of the resources that provide or
support it, can be increased or refocused.

Other characterizations of effects on a system, its components, and thessenffees
include rollback, rollforward, isolation, reconfiguration, and reinitialization [108] a
response goals such as “catch the attack, analyze the attack, maskckecattaisers,
sustain service, maximize data integrity, maximize data confidéytiatiminimize cost”
[106].

* Intended effects on the adversaan be described in terms of the vocabulary proposed in
[4], which includes mapping those effects to stages in the cyber attacklkfecyc

» Intended effects on risk and/or resiliercan be described in terms of risk factors
affected (e.g., changes in vulnerability or consequence severity) ancdéonsdf
resilience goals or objectives better achieved. The list of activiti€able 12 of [101]

2 These can be mapped to the functions of IntruBietection and Protection Systems (IDPSs) in thé 8#ST SP 800-94 R.1
[130] as follows: Observe to “record informatiohated to observed events, notify security admiates of important observed
events, and produce reports”, Terminate to “stoppfire attack itself,” Restrict, Alter, and Resttwéchanging the security
environment (e.g., reconfiguring a firewall),” aAtler to “changing the attack’s content.”
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provides examples of defender actions (described in general terms), mappest to cyb
resiliency techniques.

No single list or taxonomy of possible defender actions / decisions has been divaibhpeigh
some partial approaches can be found in the intrusion response literature. One approach to a
taxonomy of response methods is temporal: in what time frame is the respondd @@ke

[108]? A more common categorization is passive and active (which can be proactiaetive)
[108]. While some intrusion response research anticipates having a response taxatomy
library, lists are currently incomplete [109]. Solutions and mitigationsdargified in CAPEC,

and STIX includes a data structure for Courses of Action (CoAs) [50]; as CeAssated and
shared, a taxonomy or list of possible defender actions can be constructed.

3.4 Examples

This section presents two examples of evaluation environments described usiaghdvedirk
presented above: the RAMBO demonstration and the environment for the Common Criteria
evaluation of Microsoft Active Directory Federation Services v2.0. This sedtorpeesents an
example of assumptions in the claims environment (which were then representesyinthietic
evaluation environment) for TALENT.

The examples illustrate the observation that it is neither feasible orbldesonan evaluation
environment to be at the extreme of concreteness (fully realized) or comgivemess (fully
specified) in all aspects. The value of describing an evaluation environmemhsnaiethe
concreteness and comprehensiveness with which it represents threat, teaihimadgrational
aspects arises largely from tfaionale for the description. That is, the cyber terrain is mapped
by making explicit the assumptions — particularly about the threat, but also laboethnical
architecture, technical vulnerabilities, the operational architectudep@ssible cyber defender
decisions or actions — which in turn determine whether the results of the evalu#timn w
meaningful or useful in a given real-world situation.

Similarly, the value of describing a claims environment is to enable datgiom of whether a
given evaluation environment can be used to obtain evidence to confirm or disconiins alai
hypotheses about a proposed solution. In addition, when integration of multiple solutions is
considered, identification of the claims environments for those solutions can help define a
common evaluation environment — or can reveal fundamental incompatibilities among the
solutions.

3.4.1 RAMBO Demonstration

The RAMBO demonstration, which illustrates how cyber resiliency technigsi@spéemented
using commercial and prototype technologies, improve mission resilience inehef tativities
by an advanced actor, provides an example of a synthetic evaluation environmenianhieh c
characterized using the framework described above. The Resiliency Lademcéal-world
mission applications, a representative infrastructure (network, securityeseiperformance
monitoring and management services, cloud services), and commercial and prasitigrey
technologies.

In terms of itdechnical aspectghetechnical architecturef MITRE’s Resiliency Lab can be
characterized aRepresentativeandFully Specified;* tools areRepresentativeandFully
Specified andtechnical vulnerabilitiegreFully Realized but Fragmentary.

24 See Appendix B for definitions of the levels ogees of concreteness and comprehensiveness.
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In terms of itsoperational aspectshe RAMBO demonstration identifies roles and
responsibilities, and only those standard operating procedures (SOPSs) relevant to the
demonstration scenario, for an analyst, staff at a Cyber Operations Centeaffaaitcas
Resiliency Operations Center. Thus, tiperational architectur®f the demonstration can be
characterized aRepresentativeandPartially Specified. Defender actions afeartially
SpecifiedandFully Realized.

With respect to théhreataspectof the cyber terrain, the RAMBO demonstration provides:

Partially Specified andRepresentativedepiction ofcharacteristics

o Capabilities: The adversary is able to develop tailored malware, and to make use

of a command and control (C2) network (e.g., botnet).

0 Intent: The adversary’s intent is disrupt mission operations, exfiltrasitise
information, maintain stealthy presence, and hide TTPs.

0 Targeting: The adversary is specifically targeting the mission in themsration
scenario, and the supporting cyber resources.

» Partially Specified andFully Realized set ofattack vectorsusing the cyber attack
lifecycle.

» Partially Specified andHighly Concrete set of cybenttack actionsThe adversary
performs activities in the following attack phases: control; recon, deligeppit in the
context of control; execute; and maintain.

* Fragmentary oMinimal andHighly Concrete extent of attackThe attack is localized to
resources in the demonstration technical environment (key databases and selores
and end-user platforms, as specified in the scenario script).

» Partially Specified andHighly Concrete effects of prior adversary action§he
adversary is assumed to have compromised specific components and to have gained
knowledge about technical and operational environment as specified in the scenario
script.

3.4.2 Common Criteria Evaluations

In the Common Criteria scheme, the Security Target (ST) for a Target loBEwa (TOE)
includes a description of the security environment, including threats and assumptiorte@bout
technical and operational environment. The claims about the TOE presented in the ST ar
validated in a facility such as those under the U.S. National Information Assargram
(NIAP).

In terms oftechnical aspectghetechnical architectures described in the ST can be
characterized asully Realized andFully Specified, while the technical architecture of systems
in which it could be integrated Motional andPartially Specified. Technical vulnerabilitiesre
not represented, but are sought if validation includes a Vulnerability Assessotierty A

The validation environment is implemented consistent with the characterizatien$Tt and
does not include integration into an operational system. Thusp#rational architectur®f the
validation environment can be characterizetlasonal andFragmentary. Defender actions
are not considered.

With respect to théhreataspectof the cyber terrain, validation of a TOE against its ST
provides:
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» Abstract andFragmentary depiction ofcharacteristics The threat is described in terms
of a threat agent (typically characterized in terms of role, e.g., at@inistrator;
unauthorized user, process, or external IT entity; or malicious user), areassah
adverse action. Threat agents may be further described by aspects symErteseex
resource, opportunity, and motivation. Note that the threat is assumed to be conventional,
rather than an APT actor.

* Representativebut Fragmentary set ofattack vectorsincluded in the list of Threats
(i.e., attack actions).

* RepresentativeandFragmentary set of cybeattack actionsFor example, the table
below illustrates the threats addressed by Brocade Directors arath&sjit10] [111]:

Table 2. Example of Attack Vectors and Actions in a Security Target

Identifier Description

T.ACCOUNTABILITY A user may not be held accountable for their actions.

T.ADMIN_ERROR An authorized administrator may incorrectly install or configure the TOE
resulting in ineffective security mechanisms.

T.MASQUERADE An unauthorized user, process, or external IT entity may masquerade as
an authorized entity to gain access to data or TOE resources.

T.TSF_COMPROMISE | A malicious user may cause configuration data to be inappropriately
accessed (viewed, modified or deleted).

T.UNAUTH_ACCESS A user may gain unauthorized access (view, modify, delete) to a storage
device.

* No representation axtent of attackEssentially, attacks are assumed to be restricted to
the TOE.

* No representation adffects of prior adversary actiondowever, effects may be
identified in the course of executing a Vulnerability Assessment.

3.43 TALENT

MIT/Lincoln Lab’s TALENT (Trusted dynAmic Logical hEterogeNe#gysTem) research
prototype has been studied in a synthetic (laboratory) environment [61]. As iddstrdigure

4, the description of the TALENT threat model demonstrates how assumptions abaut threa
technical, and operational aspects can be identified, both explicitly and itgplicit
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The threat model in TALENT assumes there is an external
adversary [1] trying to exploit a vulnerability [2] in the system
(either in the OS or the binary of the application) in order to
disrupt the normal operation of a mission critical application
[3]. For simplicity and on-the-fly platform generation, we use a
hypervisor (hardware-level virtualization). The threat model
assumes the hypervisor and the hardware of the system are
trusted [4]. Hardware-based cryptographic verification (e.g. using
TPM) will check the authenticity of the hypervisor, but we further
assume. the implementation of the hypervisor is bug free [4]
The OS-level virtualization logic must also be trusted [4]. The
remaining system (including the OS and the applications),
however, is not trusted and may contain vulnerabilities or
malicious logic.

It is also assumed that although an attack is feasible against a
number of different platforms (OS/architecture combinations),
there exist a platform against which the attack is not applicable
[5]. ...

We have chosen UNIX-like operating systems [6] as our
platform. ...

During the migration, the graphical output at the remote
machine disappears for about 2 seconds [7].

Adversary Characteristics

Capability: [1] Access — external, but has
established an internal presence; [2]
Resources — able to craft exploits

Intent: [3] Goal of disruption

Targeting: [3] Targets a mission critical
application

Adversary Actions

[3] Denial of service or corruption attack
on an application

Technical Aspects

Technical Architecture: [4] Virtualization,
[6] UNIX-like OS

Technical Vulnerabilities: [4] Assume no
vulnerabilities in hardware, hypervisor,
OS-level virtualization; [5] one platform
against which attack is not applicable

Operational Aspects

[3] Mission critical application— [7] need
to consider user-visible impacts

Figure 4. TALENT Assumptions
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4 Recommendations for Mapping the Cyber Terrain

A variety of processes have been defined to identify key cyber terraicalcaisets, or crown
jewels in operational environments. These are briefly surveyed. Howeverptibossses do not
help researchers or evaluators characterize or describe assumpticiesitieathe cyber terrain
in which potential solutions could be applied. A set of questions are therefore provided.

4.1 Processes for Identifying Critical Assets

As noted in Section 3.3.1 above, assets in operational environments are typicallygdlantif
their criticality determined via a mission impact analysis or busingsacinanalysis, performed
in support of contingency planning or continuity of operations (COOP) planning [112].e&yvari
of processes can be applied, including

» Processes for identifying critical assets as part of emergentggaaent planning [113].
These processes typically identify systems (e.g., within buildings ditiésjias critical
assets, rather than component subsystems, services, or devices.

» Failure mode, effects, and criticality analysis (FMECA) [114], whidermds failure
modes and effects analysis (FMEA). FMECA processes start with artonyen assets,
and by analyzing the possible ways those assets could fail or be compromised and the
effects of such failures, determines their relative criticality.

* Processes for identifying critical cyber assets in the elatpmwer critical infrastructure
sector, based on NERC guidance [115].

» Commercial processes for identifying critical cyber assets [1T8¢thacan include
integration with asset management systems [117].

* A Crown Jewels Analysis (CJA) process [118] [119] or other static analysiegses for
cyber mission assurance [120].

* A dynamic process supported by a map-the-mission [121] or enterprise inti@spect
[122] capability, or a simulation technique for mission-aware criticalggssment [123]
[124].

These processes use, and sometimes can incorporate alternativafycraimad) algorithms.
Research into criticality rating metrics and algorithms is ongoing [112Z4][ The TOPSIS
(Technique for Order Preference by Similarity to Ideal Solution) methodda®wan approach to
ranking or rating assets based on criticality [127] [124].

4.2 Recommended Questions
For each aspect of the cyber terrain, the tables in this section present:

* Questions a researcher might use to articulate or clarify assumptions about the
environment in which the potential solution being investigated could be used.

» Questions about what is assumed or represented in an evaluation environment, and that
could affect the applicability of evidence obtained in that environment.

The discussion in Section 3, and the tables defining levels of concreteness and
comprehensiveness in Appendix B, provide additional information that can be used to amplify or
clarify the questions. In addition, Tables 3 and 6 identify sources of informatiom thsearcher

or evaluator could use to construct a more explicit representation of asmsrgdibut the threat
environment and about possible cyber defender actions.
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It must be emphasized that the following tables are not and should not be treated as
guestionnaires, or as outlines for a lengthy treatise on assumptions. Addtusirtne

TALENT example described in Section 3.4 above, a concise but clear statement caackedinp
into answers using the framework described in Section 3. Furthermore, for anyegearch
project, product, or evaluation environment, many of these questions will not be answered.
However, the ability to state which questions are excluded from consideration — wierieea
features of the cyber terrain that will not be mapped — aids in determining waethieow to
compare or combine results.
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Feature

Characteristics

Table 3. Key Cyber Threat Features — Adversary Characteristics

Research Assumptions

Evaluation Representations or
Assumptions

What do you assume about the level of the adversary?

Possible References or

Sources of Information
DSB Report [128] for general
characterizations

What resources do you assume the adversary has? Do you assume specifie texpgrtise tg

develop or the financial or political resources to acquire tailmed, knowledge about the

target, or opportunity?

NIST SP 800-30 R1 for general
characterizations

For DT&E or OT&E, risk
assessment reports

Do you assume the adversary uses tailored
attack tools?

Do you allow adversarial actors to develop
tailor attack tools?

oRed Team Rules of Engagemen

What do you assume the adversary knows
about the target system or component (e.g.,

Do you allow adversarial actors to use syst

documentation? Do you assume the adversary

efRed Team Rules of Engagemen

technology under consideration? For examp
do you identify defeating specific functional
capabilities as an adversary goal?

Capabilities products or technologies, functional understands mission dependencies on cyber
dependencies, information flows, specific resources?
vulnerabilities)?
Do you assume the adversary has specific | Do you grant user or administrator access toRed Team Rules of Engagemen
opportunities? For example, do you assume |aadversarial actors?
outsider, or do you include insiders? Do you
assume that any components are compromised
due to supply chain attacks?
What goals do you assume the adversary has? NIST SP 800-30 R1 for general
characterizations
Do you characterize adversary goals using any taxonomy? If so, do you identifypahte of | [70] [71] for types of goals
the taxonomy (if any) are excluded from consideration? 2006 JP 3-13 [74] for 10 effects
DIMFUI [72] [73] for cyber
effects
Intent Do you describe adversary goals in terms of{tB® you link adversary goals to specific targe{®T&E) Statements of functiona

example, do you identify mission-critical

or destroy?

dn the system or operational environment? Feecurity requirements

resources the adversary might seek to mog

(Operational environments)
ifiresults of Mission Impact
Analysis, Business Impact
Analysis, or Crown Jewels

Analysis
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Feature

Research Assumptions

Evaluation Representations or

Possible References or
Sources of Information

Assumptions

What consequences do you assume the adversary seeks to avoid, and how strongly? Fq
example, do you assume the adversary seeks to avoid detection, revealngtiriiation, or

retribution?

rThreat intelligence

Over what timeframe do you assume the
adversary to be acting?

What is the maximum length of the time an
adversary can act that you can represent?

Targeting

How persistent do you assume the adversary to be?
How strongly do you assume the adversary to be focused on the selects® Rompou
assume the adversary can be deterred, for example by increasing thargdveirls factor?

Threat intelligence
Publicly available threat reports
[51] [52] [53]

Over what timeframe do you assume the
adversary to be acting?

What is the maximum length of time an
adversary can act that you can represent?

How focused do you assume the adversary to be? Do you assume that the advétaaggiwil
specific organizations, missions, systems, or capabilities?

Threat intelligence
Publicly available threat reports
[51] [52] [53]

Do you assume the adversary will target
specific capabilities or components in a
notional architecture?

Do you assume the adversary will target
specific cyber resources? Do you assume f{

he

adversary willnot target specific resources?
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Table 4. Key Cyber Threat Features — Adversary Behavior

: Evaluation Representations or Possible References or
Feature Research Assumptions

Assumptions Sources of Information
What attack vectors or avenues of attack do you assume? For example, do ysol&dgus) | Note that assumptions about
cyber attack, or do you consider physical / kinetic, social engineering, oy singph attacks? attack vectors should be

Do you exclude specific vectors? consistent with those about
capabilities and intent.

Attack Vectors

Do you assume only specific types of cyberDo you allow or represent attacks that use | Types of cyber attack: CAPEC
attack? Do you assume cyber attack actionsnultiple vectors (e.g., physical as well as | categories, representative attack
at a specific layer (e.g., network, cyber, social engineering as well as cyber)? types [79] [80] [51]
application)? (RT) RT Rules of Engagement
Do you use an attack taxonomy or an attack model such as the cyber attaclelifiecyc Attack taxonomies: See [77] [71
identify and categorize attack actions? If so, which one, and do you excludaegpofttbe [78] [84] [85] [86]

taxonomy or model? (For example, do you focus solely on reconnaissance or execution®yber attack lifecycle: See
Types of Attack Section 2.2.3 of [4], NIST SP
800-30 R1 [67], and the
Cybersecurity DT&E Guideline
[5]

Where do you get information about assumed or represented attack actions? eat infélligence information
sharing (commercial offerings
include [99] [98] [97] [96])
Publicly available threat reports
[51] [52] [53]

In how much detail can or do you describe adversary actions? More splgcifiogtou Note that the answers to these

situate the adversary’s actions in the technical and operationabremeint? questions should be consistent
Attack Actions Do you assume sp_ecific actions, or simply| Do you represent adversary _actions in enoughith those to questions about

characterize them in terms of type and/or ¢fdetail that they could be replicated? targeting.

effects?

Do you identify types of resources the Do you identify specific resources as targets

adversary targets? of adversary actions?

Do you assume a complete or partial attack scenario (multiple stepscybtireattack
lifecycle), or do you restrict attention to a single adversary action?
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Evaluation Representations or Possible References or

Al RESEE eS| Pl Assumptions Sources of Information
Do you use a taxonomy of possible cyber effects, or do you express your assumptions |aB@d&®IDE [82]
possible effects using casual terminology? DIMFUI [72] [73]

Do you assume or represent any effects of prior adversary action (e.g.e#tigewdccess)? | Cyber attack lifecycle: See
More specifically, can you situate the adversary’s assumed cajpabilithe technical and | Section 2.2.3 of [4]
operational environment? For example, using the cyber attack lifecycle, do ymeabe

adversary has Note that the answers to these
» Mapped the network or scanned the system under attack, to know where targetsesougeestions should be consistent
are located and what vulnerabilities exist with those to questions about
Effects of » Developed or acquired tailored attack tools capabilities and intent.
Adversary » Delivered malware or placed it in a location from which an authorizednienwittingly
Actions download it

» Exploited one or more vulnerabilities and installed malware on a systeommonent

» Directed compromised components to map or scan internally-visible res@mndés,
move laterally

» Achieved specific goals, e.qg., exfiltrated data, degraded or denied usesofiecee

* Removed evidence of activities, or corrupted logs and other records to lddaavof an
ongoing presence

Do you assume specific types of resources (OT&E, RT) Which actual effects, if any, do Red Team rules of engagement
have been compromised by the adversaryPyou allow to occur?
What is the maximum extent of an attack that you consider? Note that thersaits these
Do you assume the attack will affect only | Do you assume that the attack will be limitgdquestions should be consistent
Extent specific types of resources? to a specific component, system, or systemr with those to questions about
of-systems? targeting.

Do you assume that the attack will be limited in time?
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Table 5. Key Technical Features

Feature

Research Assumptions

What layer or layers (e.g., network, application) are
considered? Are any capabilities or properties of other I3
assumed?

Evaluation Environment Assumptions or Representation

What layers are represented? What is assumed about technolc
y@rgomponents at other layers?

hgies

What supporting technologies are assumed?

What technologies asemegmi@ Are any other technologies

Are

Technical assumed but not represented?
Architecture Are technologies identified in terms of specific standardg Which specific products or product suites, if any, are provided?
(e.g., IPv4, IPv6)? Are specific products or product suites specific configurations identified?
assumed?
To what extent are components and functional relationshipow are components and functional relationships among them
among them identified? identified?
What management and/or cyber defense tools or capabilities are assuemeésented?
Tools Are tools or capabilities described, or are specific tools (eMyhich tools are represented? Are specific configurations or us¢
Snort) identified? identified?
What types of technical vulnerabilities are assumed or represented?
Are vulnerabilities described in general terms, or by Are vulnerabilities assumed or represented generically? Or are
Technical reference to CVE? vulnerabilities instantiated in actual components?

Vulnerabilities

What elements of the technical architecture are assumed to bé Vrdeavabilities? Are specific layers assumed to be trusted

error-free?

or

Are specific layers, components, or services assumed tg

Bee vulnerabilities in specific layers, components, or services g

vulnerability-free? If so, which ones?

of-bounds for use in testing or experimentation? If so, which on

es?
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Table 6. Key Operational Features —

Operational Architecture

Feature

Mission /
Operational
Architecture

Research Assumptions

Is any mission or operational architecture assumed? Thg
are types of missions, business functions, or mission tas
assumed in the environment in which the solution will be
used?

Evaluation Environment Assumptions or Representation

tlssany mission or operational architecture represented? If so,
ks
represented, and how (e.g., using OV diagrams)?

« Are task dependencies on cyber resources identified, and if
how? Is the representation dynamic (i.e., part of situational
awareness)?

* What mission or functional roles are identified?

Are any operational weaknesses assumed?

Are operational weaknessesrabiities assumed? Which, if
any, are represented, and how?

What scoping considerations or predisposing conditions
assumed?

avéhat scoping considerations or predisposing conditions are
assumed? Which, if any, are represented, and how?

Management /
Cyber Defense
Architecture

What roles and responsibilities for management are
assumed?

represented? For these,

« Are management roles and responsibilities mapped to the
technical architecture (i.e., components or systems manage

* Are management staff characterized in terms of expertise or|
skill?

* Are SOPs represented?

What roles and responsibilities for management are assumed or

What types of missions, business functions, or mission tasks are

SO,

1)?

What roles and responsibilities for cyber defense, if any,
assumed?

aldhat roles and responsibilities for cyber defense are assumed

represented? For these,

* How are the cyber defense roles and responsibilities describ
specified? Are they described in general terms (e.g., Protect
Defend, Investigate, Operate and Collect, Analyze [129]) or
terms of specific tasks?

« Are cyber defense roles and responsibilities mapped to the
technical architecture (i.e., components or systems defende
tools used)?

« Are cyber defense roles identified at different tiers (e.g., loca
regional, enterprise-wide)?

* Are roles characterized in terms of expertise or skill (e.g., us
[129])?

or

ed or
and
n

| N

ing

* Are SOPs, cyber CoAs, or cyber playbooks represented?
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Feature

Venue

Table 7. Key Operational Features — Possible Cyber Defender Actis

Evaluation Environment Assumptions
or Representation

Research Assumptions

In what venues are cyber defender action
assumed to occur? Are defender actions
described solely in terms of the solution
being considered, or are other venues (e.g.,
physical) considered?

represented or assumed?

What venues for cyber defender actions are

Possible References or
Sources of Information

Intended Effects

How (if at all) are the intended effects of cyber defender actibasacterized? For example
are intended effects characterized in terms of effects on the agv@sfensibility), ability to
achieve resiliency goals or objectives, ability to achieve sgajectives or meet security
requirements, or using another taxonomy of response options?

Effects on adversary [4]
Support to resilience objectives:
Table 12 of [101]

Other taxonomies of response
options: [130] [105] [106]

Are metrics for, or forms of evidence of, the intended effects idedfifi€ow is success of
cyber defender actions described?

Effects on adversary [4] [131]
Resilience [132] [131]

Defender
Actions

Are specific defender actions (e.g., ways to What defender actions are represented or
use the solution being considered) describedfowed?

Allowed: RT rules of engagemer

nt

Are defender actions drawn from any pre-established list, or from a cygbopk®

Lists: Table 12 of [101], CoAs ir
STIX, solutions and mitigations
in CAPEC

1

Are defender actions situated in the technical and/or operational argtes®? For example,
are defender actions described in terms of specific technologies, compongrttsdr

Are defender actions mapped to general responsibilities?

General ibsitiess Protect
and Defend, Investigate, Operat

@

and Collect, Analyze [129]

32



5 Conclusion

Technologies and practices for cyber security, resiliency, and defagsraily widely in

maturity and applicability. Evidence is needed to determine the effecdweneroposed
solutions. In order to obtain that evidence, and subsequently to determine whethsultb®te
analyzing the evidence can be applied to a specific real-world situatiap afrthe cyber

terrain in which the solution is assumed or intended to be situated is needed. This repots pre
a framework for characterizing assumptions and evaluation environments — an approach t
mapping the cyber terrain.

The framework presented in this report can help determine whether

» Assumptions about features of the cyber terrain (e.g., adversary chatiastard
possible adversary actions) are consistent.

» A claim or hypothesis is meaningful to a specific real-world situation or can hextad
in a given environment.

* A set of claims or hypotheses assume the same environment and thus could be evaluated
in a common integration experiment.

» Evidence or analytic results obtained in a given evaluation environment could be used t
confirm or disconfirm a given claim or hypothesis.

» A claim or hypothesis supported by evidence from a given evaluation environment could
be — or could fail to be — meaningful and relevant to a given real-world situation.

The framework, including the questions and information sources identified in Sectamalso
help clarify the assumptions for DT&E (characterizing the attack sjridentifying likely kill
chain activities), as well as red teams in cyber exercises and in opafaxperiments.

This framework is part of a larger approach to analyzing claims or hygasthigether with
evidence obtained in different evaluation environments, about the effects of défgnsibi
decisions on cyber adversaries’ behavior or strategy. However, the framewalkcé®e used
to compare claims, and to situate evidence, about security and resiliency.
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Appendix A

AF
APT
CAPEC
CCRA
CERT
ClO
CNSS
CoA
CPS
CRS
CSET
CVE
CWE
DARPA
DHS
DIB
DIMFUI

DLP
DoD
DoDAF
DOT&E
DSB
DSIE
DT&E
FBI
FMEA
FMECA
ICT

IDS
ISAC

IT

Acronyms

Air Force

Advanced Persistent Threat

Common Attack Pattern Enumeration and Classification
Common Criteria Recognition Arrangement

Computer Emergency Response Team

Chief Information Officer

Committee on National Security Systems

Course of Action

Cyber-Physical Systems

Congressional Research Service

(Workshop on) Cyber Security Experimentation and Test
Common Vulnerabilities and Exposures

Common Weaknesses Enumeration

Defense Advanced Research Projects Agency
Department of Homeland Security

Defense Industrial Base

Degradation, Interruption, Modification, Fabrication, Unauthorized
Use, Interception

Data Loss Prevention

Department of Defense

DoD Architecture Framework

Director, Operational Test & Evaluation
Defense Science Board

Defense Security Information Exchange
Developmental Test and Evaluation

Federal Bureau of Investigation

Failure Modes and Effects Analysis

Failure Modes, Effects, and Criticality Analysis
Information and Communications Technology
Intrusion Detection System

Information Sharing and Analysis Center
Information Technology
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JCOJT Joint Cyber Operations Joint Test

JCOR Joint Cyberspace Operations Range

MOE Measure of Effectiveness

MT Moving Target

NCR National Cyber Range

NERC North American Electrical Reliability Corporation

NIATEC National Information Assurance Training and Education Center

NICE National Initiative for Cybersecurity Education

NIST National Institute of Standards and Technology

NSF National Science Foundation

OSD/TRMC Office of the Secretary of Defense

OT&E Operational Test & Evaluation

RAID Recent Advances in Intrusion Detection

RAMBO Resilient Architectures for Mission and Business Objectives

SIMEX Simulation Experiment

SIMTEX Simulator Training and Exercise

SOP Standard Operating Procedure

SP Special Publication

STIX Structured Threat Information eXpression

STRIDE Spoofing identity, Tampering with data, Repudiability, Information
disclosure, Denial of service, Elevation of privilege

T&E Test and Evaluation

TARA Threat Assessment and Remediation Analysis

TAXII Trusted Automated eXchange of Indicator Information

TRA Technology Readiness Assessment

TRL Technology Readiness Level

TTPs Tactics, Techniques, and Procedures

USC ISI University of Southern California Information Sciences tinsti

VM Virtual Machine
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Appendix B Representations of Concreteness and
Comprehensiveness

The following tables provide definitions of the degrees of concreteness and bengiveness
used in Figures 1 and 2.

Table 8. Concreteness and Comprehensiveness of Representationvéigary Characteristics®

Attributes ‘

¢ Capabilities

* Intent

* Targeting
(Note: The adversary
characterization can be
more fully fleshed out for
specific attributes, such as
adversary resources,

Degree of Concreteness

Abstract: Vague or unspecified,
using ill-defined terms or levels,
if any

Notional: General, e.g., using
the levels defined in NIST SP
800-30R1

Representative, e.g., using the
levels defined in NIST SP 800-

Degree of Comprehensiveness

Fragmentary or Minimal: some
characteristics are not specified; attributes
are not identified; a single example is
provided

Partially Specified: all characteristics are
specified; some relevant attributes may be
identified and specified; a few examples are
provided

Fully Specified or Extensive: for each
characteristic, relevant attributes are
identified and specified, using a taxonomy
(of capabilities, intended effects and
concerns, and target types, respectively)

30R1, annotated with examples |
Fully Realized: Highly concrete
(e.g., using specific and
validated examples, for example
from threat intelligence)

expertise, knowledge,
opportunity; goals, .
avoided consequences;
focus, persistence.)

Table 9. Concreteness and Comprehensiveness of Representationvaisary Behavior

Attribute

Attack Vectors

Alternatives for Concreteness Alternatives for Comprehensiveness

e Abstract: General / high-level (e.g., ¢ Fragmentary or Minimal: subset of
“cyber”) cyber, at least one example

* Notional: general types of cyber attack provided
vectors identified, e.g., distributed denial * Partially Specified: cyber, no
of service (DD0S), intrusion restriction on types of attack

¢ Representative: well-defined set of attack actions, a few examples provided
vector types identified (note that * Fully Specified or Extensive: cyber,
definitions often include examples) other 10, supply chain, physical /

* Fully realized: well-defined set of attack kinetic; multiple examples for each
vector types identified and situated in the type
technical / operational environment

25 Because characteristics and behavior of advessesienot be always be known, “Extensive” is offeaiscn alternative to
“Fully Specified” for comprehensiveness.
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Attribute

Types of Cyber Attack
Actions (using a
taxonomy or attack
lifecycle framework)

Alternatives for Concreteness

e Abstract: General / high-level (e.g., phase
in cyber attack lifecycle)

* Notional: identified using a taxonomy or
attack lifecycle framework (e.g., threat
events in NIST SP 800-30R1; CAPEC
categories, situated using attack
prerequisites)

* Representative: identified using a
taxonomy or lifecycle framework, situated
in a fragmentary or partial technical /
operational environment (e.g., detailed
CAPEC attack patterns or attack steps)

* Fully Realized or Highly Concrete: able to
be executed by following a script; situated
in representative technical / operational
environment (e.g., described in terms of
specific observables and indicators)

Alternatives for Comprehensiveness

¢ Fragmentary or Minimal: no more
than one example for each type
included

 Partially Specified: at least one
example for most types; for types
not represented, effects are
assumed or represented; at least
one complete attack lifecycle or
scenario

* Fully Specified or Extensive:
multiple examples for each type;
at least two complete attack
lifecycles or scenarios

Extent of attack (using a
range that includes
isolated incidents,
uncoordinated attacks,
coordinated attacks, and
persistent / stealthy
campaigns)

» Abstract: Vague/Unspecified

* Notional: General (targets characterized)

* Representative (targets described)

* Highly concrete (specific targets identified)

* Fragmentary or Minimal: covering
one point in the range, e.g.,
isolated or localized incidents

* Partially Specified :covering part
of the range, e.g., isolated
incidents and uncoordinated
attacks

* Fully Specified or Extensive:
covering the full range

Effects of prior adversary
actions (For
Representative, Highly
Concrete, Partial, and
Extensive, a taxonomy or
vocabulary of possible
effects must be identified
and used)

* Vague/Unspecified

* General (e.g., using undefined but intuitive
terms)

e Representative (described using the
vocabulary)

¢ Highly concrete (described using the
vocabulary; situated in terms of the
technical and/or operational environment)

* Fragmentary: addressing only one
type of effect, e.g., access

 Partially Specified: described in
terms of multiple types of effects

* Fully Specified or Extensive:
described in terms of all possible
types of effects
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Table 10. Completeness and Comprehensiveness of Representatibechnical Environment

Attribute

Technical
Architecture

Degree of Concreteness

¢ Abstract: system described in terms of

notional architecture (e.g., boxes and lines)
with allocated capabilities

Notional: system described in terms of a
technical architecture (e.g., specifying
technologies, products, standards), with
allocated functional capabilities
Representative: system described in terms
of technical components and connectivity,
but lacking real-world / real-time external
interfaces and data flows, the full
complement of components, and/or the
legacy of prior operational configuration
decisions

Fully realized: system described as it
operates in its real-world environment,
interfacing with other real-world systems,
including the legacy of prior operational
configuration decisions

Degree of Comprehensiveness

¢ Fragmentary: only the technical attributes

relevant to the technology under
consideration are specified, and the
specification only covers those aspects
relevant to the claim

Partially specified: technical attributes
relevant to the technology and to a range
of possible technical environments are
specified; e.g., components specified in
terms of technical features, standards, and
relevant functionality; interfaces specified
in terms of standards

Fully specified: all identified technical
attributes are specified; e.g., components
specified in terms of product versions and
configuration settings; interfaces specified
in terms of standards, settings, and
performance

Tools Abstract: management and defense tools Fragmentary: only those tool capabilities
are described in general terms (e.g., relevant to evaluating claims or hypotheses
security management) are described
Notional: defense tools are described in Partially specified: a set of tools providing a
terms of defensive capabilities (e.g., range of defensive capabilities is identified
reconfiguration, isolation) Fully specified or Extensive: a full set of
Representative: defense tools are tools, providing defensive capabilities
identified by name or described in terms of across the range of intended effects, is
capabilities provided by commercial identified
products or prototypes
Fully realized: defense tools are
implemented and configured in the
evaluation environment

Technical Abstract: vulnerabilities are described in Fragmentary: only vulnerabilities addressed

Vulnerabilities

general terms (e.g., headings in Appendix 2
of [5])

Notional: vulnerabilities are described in
terms of bad practices (e.g., entries in
Appendix 2 of [5])

Representative: vulnerabilities are
described using CVE and CWE

Fully realized: vulnerabilities are described
in terms of the system as it operates in its
real-world environment

by the solution under consideration are
identified

Partially specified: vulnerabilities relevant
to the technologies used in the solution,
and in those system components or
elements on which the solution depends,
are identified

Fully specified: all known (or knowable,
using existing tools) vulnerabilities in the
system in which the solution is intended to
be used are identified
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Table 11. Concreteness and Comprehensiveness of Representatiope@tional Architecture

Attribute

Operational
Architecture

Degree of Concreteness

* Abstract:*® missions and tasks are identified in
general or vague terms (e.g., office automation)

* Notional: mission flows are described in terms of
tasks and performers

* Representative: mission flows are described in
terms of tasks, performers, and cyber resources
(e.g., technical components and connectivity) on
which they depend

¢ Fully realized: missions and tasks are performed in a
real-world environment; vulnerabilities,
predisposing conditions, and errors are described in
practical terms (e.g., in SOPs)

Degree of Comprehensiveness

¢ Fragmentary: only missions and

tasks relevant to the claim (if any)
are identified

Partially specified: high-priority or
critical missions and tasks are
described; predisposing conditions
are identified

Fully specified: all missions and
tasks are identified, whether
critical, essential, supporting, or
ancillary; predisposing conditions
and vulnerabilities are identified

Management /
Cyber Defender
Architecture

e Abstract: roles, responsibilities, and expertise are
identified in general or vague terms (e.g., system
administrator) if at all

¢ Notional: key roles and responsibilities for
management and defense are identified

¢ Representative: key roles and responsibilities for
management and cyber defense are identified and
(if possible) expressed in terms of components of
the technical architecture or in terms of scope and
hierarchy (e.g., local, regional, enterprise-wide), and
expertise is described in general terms

* Fully realized: roles, responsibilities, and expertise
for management and cyber defense are described
and expressed in terms of components of the
technical architecture, with supporting information
provided in SOPs, cyber playbooks

Fragmentary: only roles needed by
the solution under consideration
are identified

Partially specified: roles and
responsibilities for cyber defense
are identified

Fully specified: roles,
responsibilities, and required
expertise for management and
cyber defense are identified

Table 12. Concreteness and Completeness of Representation: Defamictions

Degree of Concreteness Degree of Comprehensiveness

e Abstract: defender actions are identified in terms of | ¢ Fragmentary: at least one possible defender action is

venue

* Notional: defender actions are identified in terms of
venue and intended effects, described in general
terms

¢ Representative: defender actions are described in
terms of venue and intended effects, using
representative examples

* Fully realized: defender actions are described in
practical terms (e.g., in SOPs or in a cyber playbook)

identified

Partially specified: all venues relevant to the solution
are identified; several possible defender actions are
identified

Fully specified: all venues relevant to the solution are
identified; a list of possible defender actions is
provided, and intended effects are specified in a way
that enables MOEs to be defined

% The degrees of concreteness correspond roughdyéts of Operational Viewpoint: Abstract to OVNotional to OV-2 or

OV-5, and Representative to OV-6¢. A Fully Realippetrational architecture is manifest in an operei system or system-of-

systems.
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