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1. Introduction  

Resolution effects in ALEGRA simulations of a 65-mm shaped charge jet (SCJ) 
were recently reported.1 Further investigation of three topics was suggested: 1) the 
fragmented structure in the leading portion of high-resolution jets, 2) the 
dependence of the thermodynamic state in the pressure head on temporal 
discretization, and 3) the accuracy of estimates concerning resolution-dependent 
numerical uncertainty. This supplemental work follows through on these 
suggestions. 

The models, methods, and setup from the previous report are retained here, with 
changes or modifications noted in the text. Two-dimensional simulations are used 
exclusively throughout, as the prior work indicates good correlation between 2-D 
and 3-D simulation outcomes. Jet-tip morphology at high resolution is examined in 
Section 2. The dependence of jet temperature on temporal discretization is 
investigated in Section 3. The final part of this study compares estimates of 
resolution-dependent numerical uncertainty against the outcomes of randomized 
simulation ensembles in Section 4. Concluding remarks are found in Section 5. 

2. Jet-Tip Morphology 

Void spaces open along the jet axis in simulations at 200-µm resolution, and the 
leading portion of the jet takes on an increasingly fragmented structure at finer 
resolutions (Fig. 1). At 15-µm resolution, a slender continuous core of jet material 
can be seen encased within a finely fractured network. Such morphologies have not 
been observed in real jets. Experimental observations of 65-mm SCJ devices show 
jets having generally smooth, continuous outer profiles with some evidence of a 
molten liquid core.2,3 

 

Fig. 1 Jet-tip morphology at 40 µs across multiple resolutions in 2-D baseline simulations 

The Mie–Grüneisen equation of state (EOS) used in these simulations does not 
account for material phase transitions. This may play some role in the excessive 
fracturing of the jet. Alternate choices of EOS model could produce different  
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jet-tip morphologies at high resolution. However, selection of material models and 
their associated parameters has wide-ranging effects on simulation outcomes and is 
outside the scope of this inquiry. 

Another mechanism to consider is material fracture. Since no damage model is used 
in these simulations, tensile fracture is generated entirely by ALEGRA’s void 
insertion model. This model relieves excessive tensile pressure (which is negative 
by convention) by allowing the volume of material in a cell to decrease, with a 
corresponding increase in void space. The default behavior is for pressure to relax 
to zero over 10 time steps. 

Simulations performed with the void insertion model removed show smooth, 
continuous jet profiles with no voids along the axis (Fig. 2). This indicates that the 
void insertion model is the cause of the fragmented jet-tip morphology. 

 

Fig. 2 Jet-tip morphology at 40 µs across multiple resolutions in 2-D simulations with the 
void insertion model removed 

There are two conditions under which void insertion activates for the copper jet 
material. The first is a threshold pressure of –1.50 GPa below which the material 
fractures. A second condition is implemented by turning on the “force fracture” 
option, which enables a density floor below which the material fractures. This floor 
is set at 7.114 g/cm3 (80% of the initial copper density) in these simulations. 

Simulations performed with force fracture turned off (Fig. 3) show no effect on jet 
morphology. Simulations at 200-, 100-, and 50-µm resolution are mathematically 
identical to the baseline simulations, meaning the force fracture condition is never 
met in these cases. At 15-µm resolution, the first evidence of divergence from the 
baseline configuration occurs around 32.19 µs (about 53,860 cycles), but the impact 
on jet-tip morphology is negligible. This rules out density rarefaction as a factor in 
jet fragmentation at high resolution. 
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Fig. 3 Jet-tip morphology at 40 µs across multiple resolutions in 2-D simulations with force 
fracture off 

One additional void insertion model parameter is the minimum volume fraction. 
This sets a cell occupancy limit below which the void insertion model is not applied. 
The baseline configuration used the code default value of 1E-9. Simulations were 
run with the minimum volume fraction increased to 0.5 (Fig. 4). While this changed 
specific details of the fragmentation patterns, the general morphology remained 
consistent with that seen in the baseline configuration. 

 

Fig. 4 Jet-tip morphology at 40 µs across multiple resolutions in 2-D simulations with the 
void-insertion minimum volume fraction set to 0.5 

The remaining factor is the threshold fracture pressure. The baseline configuration 
value of –1.50 GPa is taken from Kmetyk et al.4 Other sources suggest a value of  
–2.30 GPa for the fracture pressure of copper.5 In simulations using this value  
(Fig. 5), axial voids no longer appear at 200-µm resolution, but fragmentation 
persists at 100- and 50-µm resolution. Intriguingly, at 15-µm resolution the jet tip 
is once again fully solid. Not observable in the 15-µm resolution image is a 
moderate amount of exterior fragmentation below the 16-cm axial position, but a 
solid continuous central core spans the full length of the jet. 
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Fig. 5 Jet-tip morphology at 40 µs across multiple resolutions in 2-D simulations with 
threshold fracture pressure set to –2.3 GPa 

Considering that simulations without the void insertion model are functionally 
equivalent to setting the threshold fracture pressure to –∞, it is fair to surmise that 
further lowering the threshold fracture pressure parameter will eventually eliminate 
jet-tip fragmentation at resolutions below 200 µm. However, adjusting material 
parameter values to obtain desired results in simulations is generally not 
recommended. There is enough latitude in computational codes to obtain a wide 
range of behaviors in any particular simulation. Changing parameter values based 
on outcomes raises the risk of getting the “right” answer for the wrong reasons, and 
such simulations may not correspond with reality. A better practice is to 
independently determine material model parameters from unrelated materials 
characterization testing. Uncertainty quantification techniques can be applied to 
investigate any unexpected simulation outcomes that may subsequently arise. 

An interesting possibility suggested by the trends seen in Figs. 1 and 5 is that  
jet-tip fragmentation may be transient with resolution. Numerical estimation of 
modeled physical processes depends closely on the spatial and temporal grids used, 
which is a major point of the previous report and this supplement. The observed jet 
fragmentation is consistent with pressures reaching maximum tension at some 
resolution between 200 and 15 µm. The progression in morphology in Fig. 5 shows 
fragmentation restricted within a limited range of resolution, while in the baseline 
simulations of Fig. 1 the onset of a solid core at 15 µm suggests that fragmentation 
is beginning to lessen with increasing refinement. 

3. Jet Temperature 

The temperature of a simulated jet generally decreases with increasingly fine 
resolution. This is reflected in the thermodynamic state of the material at the 
pressure head. As shown in Fig. 6, decreasing cell size lowers the temperature in 
the pressure head, which in turn results in a cooler jet. 
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Fig. 6 (left) Pressure head temperature and (right) mass average temperature vs. 
resolution in baseline 2-D simulations 

One consequence of decreasing cell size is a reduction in time-step duration to 
satisfy numerical stability criteria. A natural question is whether the resolution-
dependent temperature decrease in the pressure head is due primarily to spatial or 
temporal effects. This can be probed by limiting the allowed size of time steps in 
simulations at fixed resolution. 

In baseline simulations, the maximum time step tmax was set to 0.001 s, which is 
functionally unlimited, as time steps were always much shorter. Simulations were 
run at 999- and 500-µm resolutions with tmax set as low as 1 ns (Fig. 7). At 999-µm 
resolution, the simulation with tmax = 100 ns was mathematically identical to the 
baseline simulation, meaning all time steps in the baseline simulation were less than 
this value. The same is true at 500-µm resolution for tmax = 50 ns. 

 

Fig. 7 (left) Pressure head temperature at 15 µs and (right) mass average temperature at 
40 µs vs. maximum time step at two different resolutions 

The pressure head temperature, and subsequently the mass average temperature 𝑇𝑇� 
of the jet, generally increases with decreasing tmax at fixed resolution. The logical 
conclusion is that the spatial effect on pressure head temperature must be much 
greater than the temporal effect as resolution is made increasingly fine. 
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The 𝑇𝑇� data are well fit by a function of the form 

 𝑇𝑇� = 𝐴𝐴 𝑒𝑒−
𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚
𝑏𝑏 + 𝐶𝐶 (1) 

Some thought is required concerning which data points to fit. In baseline 
simulations there is some longest time step t+, generally at or near the beginning of 
the simulation when most of the material is static. For any value of tmax longer than 
t+, the resulting simulation will be mathematically identical to the baseline 
simulation, and 𝑇𝑇� will remain constant: 

 𝑇𝑇�(𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 ≥ 𝑡𝑡+) = 𝐴𝐴 𝑒𝑒−
𝑡𝑡+
𝑏𝑏 + 𝐶𝐶 (2) 

An additional consideration is the case in which tmax is shorter than t+ but longer 
than the shortest baseline time step t–, which typically occurs at or near the end of 
a simulation. In this mixed regime, some time steps will be limited to tmax, while 
others will be shorter. In contrast, when tmax is less than t–, all simulation time steps 
are limited, resulting in a uniform temporal grid. 

Uniform temporal grids were seen at tmax ≤ 60 ns in 999-µm-resolution simulations, 
and tmax ≤ 20 ns at 500-µm resolution. Data fits including the mixed regime were 
very similar to those limited to just the uniform case. Fit parameters for the uniform 
case were A = 86.21 K, b = 13.23 ns, and C = 1018.36 K for the 999-µm-resolution 
data, and A = 93.79 K, b = 5.42 ns, and C = 808.50 K at 500-µm resolution. The 
root mean square errors for these fits were 1.68 and 1.53 K. Setting tmax = 0 in  
Eq. 1 provides an estimate of 𝑇𝑇� = 𝐴𝐴 + 𝐶𝐶 in the limit of continuous time, with a 
value of 1104.6 K at 999-µm resolution and 902.3 K at 500-µm resolution. 

4. Ensembles of Randomized Simulations 

A fundamental aim of the previous study was quantifying the distribution of 
outcomes related to purely computational factors in simulations of the model SCJ 
system. A method for estimating the expected mean value and distribution widths 
for jet properties as a function of resolution was conjectured. This method is now 
put to the test by comparing estimates with distributions of outcomes from 
ensembles of simulations with randomly generated computational parameters. 

4.1 Method 

Five computational factors were initially selected for randomization, four of which 
are related to the structure of the computational domain. A quick review of 
computational domain structure in baseline simulations is helpful. 
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Two-dimensional simulations employ a cylindrical coordinate system with the x-
axis corresponding to the radial direction and the y-axis being the axis of rotational 
symmetry. The end of the SCJ liner is initially positioned at the coordinate origin 
in the baseline configuration, and the device is oriented so that the jet advances in 
the positive y direction. The maximum coordinate value xmax was set to the smallest 
value over 60 mm commensurate with an integer number of cells, 

 𝑥𝑥max
(2-D) = 𝑟𝑟 ∗ ceiling(60/𝑟𝑟) (3) 

where r is the resolution in millimeters. The coordinate limits along the y axis were 
calculated similarly, with the included axial lengths on either side of the origin 
being 140 and 240 mm: 

 𝑦𝑦min
(2-D) = −𝑟𝑟 ∗ ceiling(140/𝑟𝑟) (4) 

 𝑦𝑦max
(2-D) = 𝑟𝑟 ∗ ceiling(240/𝑟𝑟) (5) 

The coordinate origin is always coincident with a mesh node in the baseline 
simulation domain structure. 

Simulation parameters were randomized within the previously established 
automated workflow using the Python random.randint() function, which 
implements the Mersenne Twister pseudorandom number generator.6 

Domain size was randomly increased in each of the three allowed directions (radial, 
and both axial directions) by an integer number of cells up to a maximum distance 
of 25 mm. The maximum time step was set to an integer number of nanoseconds 
from 1 to 46. The coordinate origin was shifted by integer number of microns from 
0 to 1 less than the simulation resolution by subtracting this distance from 𝑦𝑦min

(2-D). 

Lists of the randomly generated parameter values for simulation ensembles are 
provided in the Appendix. 

4.2 500-µm Ensemble 

The first ensemble generated consisted of 100 simulations at 500-µm resolution. 
Values for the five randomized parameters are listed in Table A-1 of the Appendix. 

Analysis begins with a check for mass loss by comparing total liner mass at 0 and 
40 µs. Mass loss can occur from mass flowing beyond domain boundaries and 
material discards. Additionally, mass can vanish by falling below the minimum 
volume fraction of 1E-16 recognized by code, but such losses fall far below the 
measurement precision of 0.0001 g used in this work. Mass loss directly affects 
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extensive jet properties such as total kinetic energy and is a type of variation 
undesirable in this investigation. Six simulations had mass losses of 0.0001 g, an 
amount considered negligible. Throughout the rest of this work only one additional 
simulation exhibited mass loss, also at the measurement precision limit. 

Total liner mass ranges from 79.0790 to 79.2769 g in this ensemble. The 
distribution is shown in Fig. 8, with data binned in 0.025-g intervals and the first 
bin in the figure centered at 79.0 g. The MATLAB implementation of the 
Anderson–Darling test7 indicates the data are not consistent with a normal 
distribution, with a p-value less than the minimum MATLAB tabulated value of 
0.0005. The shape of the distribution suggests it may be a sum of two normal 
distributions with differing means, a type of distribution belonging to a class known 
as mixture distributions. Anderson–Darling tests on a simple partitioning of the data 
indicate both the smallest 71 values and largest 29 values are separately consistent 
with normal distributions, with respective p-values of 0.1657 and 0.1257. 

 

Fig. 8 Distribution of total liner mass at 40 µs in simulations at 500-µm resolution 

Variations in liner mass arise from origin shifts, which changes the initial 
positioning of the SCJ model geometry relative to cell boundaries. A plot of total 
liner mass with origin shift (Fig. 9) supports the conjecture that the data are 
consistent with a mixture distribution. 
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Fig. 9 Total liner mass at 40 µs vs. origin shift in simulations at 500-µm resolution 

Having found that mass losses are essentially negligible, attention now turns to the 
jet properties whose variations were estimated with respect to resolution in the 
previous report. Table 1 shows estimated mean values and standard deviations for 
four jet properties at multiple resolutions. 

Table 1 Estimated mean values and standard deviations for jet properties at 40 µs at 
multiple resolutions 

Jet property 
at 40 µs 

999 µm 750 µm 500 µm 250 µm 

Mean σ Mean σ Mean σ Mean σ 

Total kinetic 
energy (kJ) 270.2 1.35 283.1 1.01 294.2 0.68 303.3 0.34 

Total axial 
momentum (N) 131.7 0.98 132.5 0.73 132.6 0.49 132.1 0.24 

Mass average 
temperature (K) 1009.2 6.96 897.9 5.22 808.9 3.48 742.7 1.74 

Total internal 
energy (kJ) 32.8 0.24 29.0 0.18 26.1 0.12 23.9 0.06 

 
The distribution of total kinetic energy for the 500-µm ensemble is displayed in 
Fig. 10, with 0.250-kJ bin widths and the first bin centered at 291.0 kJ. The data 
are consistent with a normal distribution (p-value of 0.3123). The mean value of  
293.3 kJ is within 1 kJ of the estimate. The standard deviation of the data is  
0.56 kJ, somewhat less than the estimated value of 0.68 kJ. 
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Fig. 10 Distribution of total kinetic energy at 40 µs in simulations at 500-µm resolution 

Figure 11 shows the distribution of total axial momentum, with 0.125-N bin widths 
and the first bin centered at 131.5 N. The data are again consistent with a normal 
distribution (p-value of 0.6236). The estimated mean value is very nearly the same 
as the data mean of 132.4 N. The standard deviation of 0.29 N is only about 60% 
as wide as the estimated value of 0.49 N. 

 

Fig. 11 Distribution of total axial momentum at 40 µs in simulations at 500-µm resolution 

The distribution of 𝑇𝑇� (Fig. 12) is decidedly not normal, with the Anderson–Darling 
test returning a p-value < 0.0005. The data span a relatively broad range of values, 
from a minimum of 807.5 K to a maximum of 885.0 K at the far end of the long 
tail. 



 

11 

 

Fig. 12 Distribution of mass average temperature at 40 µs in simulations at 500-µm 
resolution 

The distribution of total internal energy mirrors that of 𝑇𝑇�. These quantities are 
closely correlated over the ensemble, with a plot of total internal energy versus total 
mass temperature (the product of 𝑇𝑇� and liner mass) being highly linear (Fig. 13). 

 

Fig. 13 Total internal energy vs. total mass temperature at 40 µs in simulations at 500-µm 
resolution 

Keep in mind that this specific correlation only holds over the limited ensemble 
range at 40 µs and is not universal. While the Mie–Grüneisen EOS is explicitly 
constructed with internal energy depending linearly on temperature, material 
density is also a factor. From the previous report, the specific internal energy E 
(with units of energy per mass) is given by 

 𝐸𝐸 = 𝜒𝜒2𝑢𝑢𝑠𝑠2

2
+ min(𝜒𝜒,0) 𝑃𝑃0

𝜌𝜌0
+ C𝑣𝑣 �𝑇𝑇 − 𝑇𝑇ℎ + 𝑇𝑇0 �1 − [min(𝜒𝜒,0) Γ0]2

2
�� (6) 
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Note this equation corrects an error in Eq. 83 of the previous report, where the min 
functions were mistakenly stated as max functions. Density ρ in this equation is 
recast as χ: 

 𝜒𝜒 ≡ 1 − 𝜌𝜌0
𝜌𝜌

 (7) 

where ρ0 is the initial material density. Other quantities in Eq. 6 are the initial 
pressure P0, initial temperature T0, Grüneisen parameter Γ0, shock front velocity us, 

 𝑢𝑢𝑠𝑠 = C𝑠𝑠
1−𝑠𝑠1max(𝜒𝜒,0)

;  (𝜒𝜒 < 𝜒𝜒ℎmax), (8) 

(with material bulk sound speed Cs and linear Mie–Grüneisen parameter s1), and 
the Hugoniot temperature Th, 

 𝑇𝑇ℎ = �𝑒𝑒
Γ0𝜒𝜒𝑇𝑇0 + 𝜒𝜒2𝑢𝑢𝑠𝑠2

C𝑣𝑣
𝑌𝑌(𝜒𝜒) ;  𝜒𝜒 ≥ 0

(1 + 𝜒𝜒 Γ0)𝑇𝑇0 ;  𝜒𝜒 < 0
 (9) 

 𝑌𝑌(𝜒𝜒) = 𝑒𝑒Γ0𝜒𝜒

𝜒𝜒2𝑢𝑢𝑠𝑠2
∫ Χ2𝑢𝑢𝑠𝑠(Χ)

𝑒𝑒Γ0Χ
 𝑑𝑑𝑢𝑢𝑠𝑠(Χ)

𝑑𝑑𝑑𝑑
 𝑑𝑑Χ𝜒𝜒

0  (10) 

Returning to the distribution for 𝑇𝑇�, the long tail is a direct consequence of the  
time-step effect on jet temperature uncovered in Section 3. Plotting 𝑇𝑇� against the 
maximum time step across the ensemble (Fig. 14) returns a plot matching that in 
Fig. 7. While selection of maximum time step was randomized in the ensemble, 
and thus consistent with a uniform distribution over the allowed range of values, 
the effect on jet temperature is far from random, with the exponential dependence 
of Eq. 1 producing the long tail in the distribution of 𝑇𝑇�. 

 

Fig. 14 Mass average temperature at 40 µs vs. maximum time step in simulations at  
500-µm resolution 

The simulations used in generating the estimates of mean values and variabilities 
of jet properties in the previous report did not include maximum time-step limits. 
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These are rarely employed in general practice. A new ensemble at 500-µm 
resolution was generated with maximum time-step limitations removed. 

4.3 500-µm Ensemble sans Maximum Time-Step Control 

Values for the four randomized parameters in this ensemble of 100 simulations are 
listed in Table A-2 of the Appendix. 

The mean value of the total kinetic energy is 293.6 kJ with a standard deviation of 
0.43 kJ. For the total axial momentum, the mean value is 132.4 N and the standard 
deviation is 0.33 N. These values are similar to those from the previous ensemble. 

Eliminating maximum time-step control removes the tail from the distribution of 𝑇𝑇� 
(Fig. 15, with 0.25-K bin width and first bin centered at 807.0 K). This distribution 
is not particularly consistent with normality (p-value of 0.009), but 𝑇𝑇� distributions 
from the ensembles at 999, 750, and 250 µm discussed in the next section return  
p-values of 0.253, 0.181, and 0.017, so these distributions are considered “normal 
enough” for statistical analysis purposes. The ensemble mean value for 𝑇𝑇� is  
809.8 K, in line with the estimated value of 808.9. However, the standard deviation 
of 0.95 K is notably smaller than the estimated value of 3.48 K. 

 

Fig. 15 Distribution of mass average temperature at 40 µs in simulations at 500-µm 
resolution sans maximum time-step control 

The distribution for total internal energy is shown in Fig. 16, with a 0.01-kJ bin 
width and the first bin centered at 26.05 kJ. The Anderson–Darling test returns a  
p-value of 0.758, indicating normality. Values for the mean and standard deviation 
are 26.1 and 0.04 kJ, respectively. Again, the mean value is consistent with the 
estimated value, while the standard deviation is somewhat less. 
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Fig. 16 Distribution of total internal energy at 40 µs in simulations at 500-µm resolution 
sans maximum time-step control 

4.4 Ensembles at Multiple Resolutions 

Additional ensembles of 100 simulations were generated at 999-, 750-, and  
250-µm resolution. Values for the four randomized parameters in each ensemble 
are listed in Tables A-3 through A-5 of the Appendix. 

Figure 17 plots the ensemble mean values for total kinetic energy against the 
estimated mean curve, with error bars indicating the standard deviation of the 
ensemble distributions and the shaded region representing the estimated standard 
deviations. 

 

Fig. 17 Estimated and ensemble values for total kinetic energy at 40 µs vs. resolution 

The relatively small inherent numerical variability makes it difficult to visually 
assess this plot. Subtracting the estimated mean from the data makes it easier to 
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compare estimated and measured distributions (Fig. 18). The estimated mean curve 
is now the plot axis, and the ensemble means are plotted relative to this. Distribution 
widths are better emphasized, with the estimated standard deviation represented by 
the shaded region and the ensemble standard deviations by error bars. 

 

Fig. 18 Ensemble values relative to estimated mean for total kinetic energy at 40 µs vs. 
resolution 

The ensemble means are all nearly equal to the estimated means, with the largest 
difference of –0.56 kJ at 500-µm resolution being just 0.2% the size of the estimated 
mean. More interesting are the distribution widths, with estimated standard 
deviations outpacing measured values, especially at coarser resolution. Ensemble 
standard deviations actually decrease going from 500- to 999-µm resolution. To be 
clear, while the distribution of values narrows with increasing cell size, the mean 
value continues to move farther from the continuum limit estimate. Simulations at 
coarser resolution remain less-accurate approximations of the continuum system; 
they just return a smaller range of less-accurate values. 

As discussed in the previous report, variability is expected to decrease as resolution 
goes to zero. This should not be taken to imply that variability will strictly increase 
as cell size increases. It may be the case, for instance, that variability also correlates 
with the number of domain cells, so that significantly reducing the number of 
elements in a domain tempers variability. If such an effect exists, uncertainty 
estimates could be improved by accounting for it. 

Relative value plots can be generated for the other jet properties. Total axial 
momentum (Fig. 19) has much the same character as total kinetic energy, with 
ensemble means closely following the estimated values and ensemble distributions 
narrowing as cell size increases from 500 to 999 µm. 
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Fig. 19 Ensemble values relative to estimated mean for total kinetic energy at 40 µs vs. 
resolution 

Mass average temperature (Fig. 20) presents a somewhat different picture. The 
ensemble means remain in good agreement with the estimates, with the largest 
difference of 7.2 K at 999-µm resolution being just 0.7% the size of the estimated 
mean. However, ensemble standard deviations are significantly narrower than 
estimated distribution widths, and become progressively larger with increasing cell 
size across the entire range of the data. 

 

Fig. 20 Ensemble values relative to estimated mean for total kinetic energy at 40 µs vs. 
resolution 

Total internal energy (Fig. 21) exhibits the same progressively increasing ensemble 
width, but the estimated standard deviations do not outpace ensemble values quite 
as much as for mass average temperature. 
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Fig. 21 Ensemble values relative to estimated mean for total kinetic energy at 40 µs vs. 
resolution 

The data in Figs. 19–21 are summarized numerically in Table 2. Overall, the 
estimated mean values quite accurately predict the resulting ensemble means. 
Estimated standard deviations tend to overshoot actual ensemble distribution 
widths, especially at coarse resolutions, typically by a factor of 3–5. Still, for an  
ad hoc method built on expedient statistical assumptions, the estimated standard 
deviations are not entirely detached from the observed results and serve as a useful 
upper bound on the inherent numerical uncertainty for this model system. 

Table 2 Comparison of estimated and ensemble mean values and standard deviations for 
jet properties at 40 µs across multiple resolutions 

Jet property 
at 40 µs 

999 µm 750 µm 500 µm 250 µm 
Mean σ Mean σ Mean σ Mean σ 

Total kinetic 
energy (kJ) 

Estimated 270.2 1.35 283.1 1.01 294.2 0.68 303.3 0.34 

Ensemble 270.6 0.24 283.2 0.36 293.6 0.43 303.6 0.30 

Total axial 
momentum (N) 

Estimated 131.7 0.98 132.5 0.73 132.6 0.49 132.1 0.24 

Ensemble 131.9 0.24 132.6 0.26 132.4 0.33 132.4 0.27 

Mass average 
temperature (K) 

Estimated 1009.2 6.96 897.9 5.22 808.9 3.48 742.7 1.74 

Ensemble 1016.4 1.59 892.4 1.07 809.8 0.95 742.2 0.62 

Total internal 
energy (kJ) 

Estimated 32.8 0.24 29.0 0.18 26.1 0.12 23.9 0.06 

Ensemble 32.9 0.11 29.0 0.06 26.1 0.04 23.9 0.02 
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5. Conclusion 

This report follows up on three open questions from previous work: 1) what is the 
underlying cause of the fragmented jet-tip morphology at high resolution, 2) how 
does the thermodynamic state of the pressure head vary with temporal 
discretization, and 3) how accurate are the estimates for resolution-dependent 
numerical uncertainty? 

Fragmentation of the jet tip has been shown to be driven by the void insertion 
model, with the threshold fracture pressure determining the onset of voids along the 
jet axis. Data suggest that the fragmented morphology may be a transient 
phenomenon with respect to resolution, with the jet returning to a solid structure as 
cell size continues to decrease toward zero. 

Limiting the duration of time steps at fixed resolution was shown to increase the 
mass average temperature of a jet. It follows that the general decrease of jet 
temperature with decreasing cell size must be driven by spatially related effects that 
surpass temporal ones. 

Finally, 2-D ensembles of randomized simulations at multiple resolutions show that 
the estimated resolution-dependent standard deviations tend to be much larger than 
actual ensemble widths, and the estimation method as currently formulated is best 
taken as producing upper-bound estimates for the numerical uncertainty. 
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Appendix A. Randomly Generated Parameter Values for 
Simulation Ensembles
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Tables of randomly generated parameter values for the simulation ensembles in 
Section 4 of the main report are provided. Parameter lists were manually reviewed 
after generation to ensure there were no duplicate simulations. Estimating the 
probability of randomly generating duplicates is a useful exercise. 

Duplicate outcomes will be most likely when the number of unique possibilities is 
smallest. In this report, this corresponds to the ensemble at 999-µm resolution with 
unrestricted maximum time steps, which has four randomized factors with ranges 
of 26, 26, 26 and 999 possible values, for 17,558,424 unique combinations of 
parameter values. 

Estimating the chance of a duplicate outcome is a generalization of the “Birthday 
Problem”, typically posed as the probability that in a group of n people at least two 
have the same birthday. The simplest approach to a solution is to consider the 
complementary problem: What is the likelihood that every outcome (person) has a 
unique value (birthday)? For the general case of n selections from k values (k = 365 
for the Birthday Problem), the probability P is  

 𝑃𝑃(𝑛𝑛,𝑘𝑘) =  1 − 𝑘𝑘!
𝑘𝑘𝑛𝑛 (𝑘𝑘−𝑛𝑛)!

  (A-1) 

The large factorial terms call for Stirling’s approximation, 

 𝑥𝑥! ~ √2𝜋𝜋𝜋𝜋  �𝑥𝑥
𝑒𝑒
�
𝑥𝑥

  (A-2) 

Substituting and simplifying, 

 𝑃𝑃(𝑛𝑛,𝑘𝑘) ~ 1 − 1
𝑒𝑒𝑛𝑛 
� 𝑘𝑘
𝑘𝑘−𝑛𝑛

�
(𝑘𝑘−𝑛𝑛+1/2)

  (A-3) 

For n = 100 and k = 17,558,424, the estimated probability of at least one duplicate 
value is P ≈ 0.028%. Stated another way, the expected rate at which duplication 
should occur is about once in every 3,548 ensembles of 100 samples. 

Table A-1 lists the parameter values for the 500-µm resolution ensemble discussed 
in Section 4.2 of the main report. 
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Table A-1 Randomized parameter values for the 500-µm-resolution simulation ensemble 

Added radial 
cells 

Added axial cells Origin shift 
(µm) 

Max time step 
(ns) Negative Positive 

47 23 30 100 8 
17 18 21 86 34 
19 23 27 445 23 
39 39 41 445 11 
41 29 1 395 24 
31 26 0 233 3 
9 3 23 137 42 

15 20 41 411 18 
50 5 50 285 17 
1 49 40 315 38 

42 43 7 190 28 
35 38 11 188 19 
23 41 1 414 33 
21 29 33 499 27 
18 50 9 485 33 
38 34 48 437 14 
47 44 35 250 19 
22 13 15 366 32 
2 44 36 408 20 

50 13 28 298 45 
6 39 23 162 16 

43 48 50 0 39 
13 22 6 0 32 
4 36 34 380 43 

34 19 46 224 31 
24 43 34 334 29 
30 18 8 97 2 
35 2 14 357 11 
42 2 24 409 38 
49 32 4 67 1 
27 35 11 403 3 
44 12 38 84 24 
18 3 19 303 7 
16 3 45 414 20 
6 1 14 330 8 
5 32 30 282 16 

16 4 44 60 35 
46 25 47 175 37 
38 3 31 474 15 
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Table A-1 Randomized parameter values for the 500-µm-resolution simulation ensemble 
(continued) 

Added radial 
cells 

Added axial cells Origin shift 
(µm) 

Max time step 
(ns) Negative Positive 

47 23 18 138 7 
35 5 47 274 27 
39 16 1 112 15 
28 17 13 165 2 
26 0 20 462 5 
21 2 33 122 9 
34 0 47 59 5 
13 32 38 238 25 
20 47 41 322 40 
30 31 2 251 35 
31 14 7 340 10 
45 22 40 115 9 
49 42 3 252 41 
45 4 2 161 42 
10 5 2 356 3 
1 50 38 13 26 

30 12 12 152 26 
24 46 41 319 29 
9 15 11 130 31 

14 21 23 476 33 
11 16 13 42 44 
48 50 2 264 15 
38 7 1 335 2 
45 36 49 366 12 
11 22 0 346 15 
5 45 39 178 12 
6 31 30 188 28 

27 28 25 252 25 
14 22 11 297 32 
5 26 6 72 22 

38 33 3 291 33 
5 19 34 412 21 

41 18 30 452 16 
34 6 47 70 13 
44 23 2 225 25 
30 28 27 8 44 
48 45 5 311 45 
30 47 44 412 38 
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Table A-1 Randomized parameter values for the 500-µm-resolution simulation ensemble 
(continued) 

Added radial 
cells 

Added axial cells Origin shift 
(µm) 

Max time step 
(ns) Negative Positive 

44 25 7 311 35 
42 18 32 282 46 
23 38 8 176 16 
49 44 23 460 29 
5 47 46 269 2 
5 11 46 6 24 
8 39 5 7 37 

30 10 14 387 45 
12 8 12 139 12 
16 40 21 410 12 
13 26 1 477 11 
21 43 36 365 34 
50 9 5 332 42 
35 44 37 94 30 
40 8 35 46 9 
41 32 29 138 19 
14 0 4 222 24 
11 10 31 55 10 
39 22 7 231 8 
2 32 7 54 5 

34 7 44 421 31 
23 29 12 103 43 
28 8 13 2 45 

 

Table A-2 lists the parameter values for the 500-µm-resolution ensemble with 
unrestricted time steps discussed in Section 4.3 of the main report. 
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Table A-2 Randomized parameter values for the 500-µm-resolution simulation ensemble 
with unrestricted time steps 

Added radial 
cells 

Added axial cells Origin shift 
(µm) 

 Added radial 
cells 

Added axial cells Origin shift 
(µm) Negative Positive  Negative Positive 

36 40 40 184  45 8 46 296 
11 0 20 74  36 28 5 80 
42 45 38 420  12 34 50 267 
41 46 26 135  42 36 37 113 
38 42 36 414  6 32 49 376 
35 32 8 91  7 29 25 398 
7 3 42 40  11 22 24 355 
1 13 20 253  47 9 44 466 

43 36 7 439  27 35 38 422 
34 33 10 109  29 12 35 216 
23 14 14 151  12 21 26 132 
8 12 12 185  31 40 38 179 

42 27 50 168  19 25 10 402 
14 37 44 279  46 50 15 124 
23 8 19 138  17 25 25 180 
9 15 48 263  8 29 36 480 

39 7 5 83  43 32 18 356 
31 23 35 32  36 23 16 460 
33 12 28 42  32 6 25 132 
48 43 21 174  24 18 49 397 
25 45 25 61  47 16 47 201 
28 20 31 129  11 19 45 257 
16 40 24 241  19 25 20 249 
12 49 29 54  43 43 17 425 
11 16 13 257  27 49 7 411 
30 34 43 352  18 29 42 290 
6 16 42 159  12 39 0 407 

44 7 29 321  42 18 1 123 
10 8 34 108  22 10 43 485 
21 50 3 413  10 30 6 50 
29 3 48 246  48 39 41 183 
4 13 42 168  39 0 16 53 

29 12 27 227  27 33 34 481 
48 14 2 114  26 3 8 0 
23 12 48 107  8 41 4 369 
0 34 20 334  39 9 4 0 

48 17 24 470  3 5 2 499 
38 14 27 445  8 46 45 350 
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Table A-2 Randomized parameter values for the 500-µm-resolution simulation ensemble 
with unrestricted time steps (continued) 

Added radial 
cells 

Added axial cells Origin shift 
(µm) 

 Added radial 
cells 

Added axial cells Origin shift 
(µm) Negative Positive  Negative Positive 

29 37 35 0  22 25 25 454 
48 38 42 111  16 14 45 488 
0 19 7 470  21 39 13 235 

20 45 24 402  38 44 31 387 
50 2 50 80  41 39 6 458 
42 44 46 441  6 40 48 192 
21 14 30 281  46 10 31 486 
21 35 50 130  31 8 11 146 
0 34 45 379  33 48 32 78 

36 47 23 146  10 18 33 350 
41 7 12 170  3 6 9 83 
10 16 26 427  0 15 18 243 

 

Table A-3 lists the parameter values for the 999-µm-resolution ensemble with 
unrestricted time steps discussed in Section 4.4 of the main report. 
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Table A-3 Randomized parameter values for the 999-µm-resolution simulation ensemble 
with unrestricted time steps 

Added radial 
cells 

Added axial cells Origin shift 
(µm) 

 Added radial 
cells 

Added axial cells Origin shift 
(µm) Negative Positive  Negative Positive 

5 9 19 354  25 4 1 156 
16 16 10 144  25 19 17 448 
23 6 7 930  0 3 6 280 
25 12 7 397  3 13 4 618 
2 6 25 886  21 8 21 728 

15 10 25 799  23 24 6 366 
3 9 11 271  1 2 12 519 
7 2 14 531  7 8 0 90 
0 17 22 886  5 7 15 877 

13 14 24 697  19 17 18 938 
10 18 22 229  18 9 0 544 
14 10 9 600  20 19 1 47 
6 0 12 472  21 15 17 960 
2 22 18 556  8 7 6 829 
5 14 9 463  3 0 14 559 

17 16 10 861  24 14 0 801 
9 8 3 412  25 25 18 373 

20 18 15 182  25 6 15 355 
19 12 19 28  5 6 12 412 
2 24 22 671  14 1 21 748 

22 16 17 754  7 15 0 619 
14 23 7 205  6 17 14 100 
1 24 6 106  13 13 2 714 
8 17 25 661  4 7 22 339 
1 10 9 863  12 19 1 187 

23 20 20 538  11 15 8 358 
16 16 12 222  21 15 8 909 
19 1 24 665  2 1 13 77 
7 23 22 51  6 19 9 81 
0 11 8 434  3 21 0 783 

22 2 0 718  15 2 2 529 
20 7 2 219  10 18 13 156 
2 19 14 338  4 12 18 615 
6 18 17 111  12 3 15 207 

18 7 9 699  4 8 24 32 
24 24 1 935  17 12 12 8 
12 10 11 876  20 17 10 804 
4 19 17 116  18 3 9 193 
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Table A-3 Randomized parameter values for the 999-µm-resolution simulation ensemble 
with unrestricted time steps (continued) 

Added radial 
cells 

Added axial cells Origin shift 
(µm) 

 Added radial 
cells 

Added axial cells Origin shift 
(µm) Negative Positive  Negative Positive 

24 15 14 564  13 23 7 832 
11 12 10 117  2 14 19 358 
20 5 20 849  14 0 1 709 
18 6 15 505  4 9 0 326 
3 1 12 247  9 19 10 67 

13 21 22 704  1 20 13 904 
6 8 14 220  21 3 5 953 
4 3 5 76  0 8 4 123 

10 9 8 39  1 15 17 804 
24 7 19 615  21 13 12 355 
4 18 21 159  24 15 14 273 

16 18 22 897  1 22 19 98 
 

Table A-4 lists the parameter values for the 750-µm-resolution ensemble with 
unrestricted time steps discussed in Section 4.4 of the main report. 
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Table A-4 Randomized parameter values for the 750-µm-resolution simulation ensemble 
with unrestricted time steps 

Added radial 
cells 

Added axial cells Origin shift 
(µm) 

 Added radial 
cells 

Added axial cells Origin shift 
(µm) Negative Positive  Negative Positive 

36 40 40 184  36 40 40 184 
11 0 20 74  11 0 20 74 
42 45 38 420  42 45 38 420 
41 46 26 135  41 46 26 135 
38 42 36 414  38 42 36 414 
35 32 8 91  35 32 8 91 
7 3 42 40  7 3 42 40 
1 13 20 253  1 13 20 253 

43 36 7 439  43 36 7 439 
34 33 10 109  34 33 10 109 
23 14 14 151  23 14 14 151 
8 12 12 185  8 12 12 185 

42 27 50 168  42 27 50 168 
14 37 44 279  14 37 44 279 
23 8 19 138  23 8 19 138 
9 15 48 263  9 15 48 263 

39 7 5 83  39 7 5 83 
31 23 35 32  31 23 35 32 
33 12 28 42  33 12 28 42 
48 43 21 174  48 43 21 174 
25 45 25 61  25 45 25 61 
28 20 31 129  28 20 31 129 
16 40 24 241  16 40 24 241 
12 49 29 54  12 49 29 54 
11 16 13 257  11 16 13 257 
30 34 43 352  30 34 43 352 
6 16 42 159  6 16 42 159 

44 7 29 321  44 7 29 321 
10 8 34 108  10 8 34 108 
21 50 3 413  21 50 3 413 
29 3 48 246  29 3 48 246 
4 13 42 168  4 13 42 168 

29 12 27 227  29 12 27 227 
48 14 2 114  48 14 2 114 
23 12 48 107  23 12 48 107 
0 34 20 334  0 34 20 334 

48 17 24 470  48 17 24 470 
38 14 27 445  38 14 27 445 
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Table A-4 Randomized parameter values for the 750-µm-resolution simulation ensemble 
with unrestricted time steps (continued) 

Added radial 
cells 

Added axial cells Origin shift 
(µm) 

 Added radial 
cells 

Added axial cells Origin shift 
(µm) Negative Positive  Negative Positive 

29 37 35 0  29 37 35 0 
48 38 42 111  48 38 42 111 
0 19 7 470  0 19 7 470 

20 45 24 402  20 45 24 402 
50 2 50 80  50 2 50 80 
42 44 46 441  42 44 46 441 
21 14 30 281  21 14 30 281 
21 35 50 130  21 35 50 130 
0 34 45 379  0 34 45 379 

36 47 23 146  36 47 23 146 
41 7 12 170  41 7 12 170 
10 16 26 427  10 16 26 427 

 

Table A-5 lists the parameter values for the 250-µm-resolution ensemble with 
unrestricted time steps discussed in Section 4.4 of the main report. 
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Table A-5 Randomized parameter values for the 250-µm-resolution simulation ensemble 
with unrestricted time steps 

Added radial 
cells 

Added axial cells Origin shift 
(µm) 

 Added radial 
cells 

Added axial cells Origin shift 
(µm) Negative Positive  Negative Positive 

39 25 32 169  11 92 36 63 
12 88 78 66  59 25 74 142 
53 69 22 181  37 35 55 21 
48 62 68 5  24 50 8 104 
46 37 25 219  45 63 59 142 
2 33 94 170  16 71 67 63 

68 55 69 66  35 94 87 0 
43 10 60 232  53 20 99 13 
56 8 42 52  95 81 40 146 
40 72 37 150  97 16 47 180 
50 79 74 83  25 44 15 49 
8 3 93 202  79 76 10 178 

77 15 22 139  87 8 65 72 
21 15 57 101  51 55 99 149 
56 78 93 132  88 4 93 220 
35 77 85 39  43 28 2 218 
4 64 89 33  81 4 16 81 

65 83 55 1  12 28 21 184 
34 89 57 86  75 76 86 103 
20 99 69 59  69 80 100 169 
46 91 65 213  47 17 98 231 
46 3 3 122  32 90 15 182 
62 69 50 74  82 80 85 12 
73 3 33 231  27 61 33 65 
39 63 73 61  19 72 48 52 
80 57 78 45  68 74 81 208 
50 62 56 213  32 17 53 58 
58 28 50 110  80 82 8 143 
10 75 61 130  96 26 74 180 

100 39 29 108  7 9 60 229 
93 75 39 16  32 6 100 214 
55 67 34 214  52 45 99 217 
59 10 54 107  6 68 90 56 
44 41 20 147  85 96 26 63 
6 21 28 39  56 43 10 218 

89 69 48 98  3 42 17 195 
49 42 32 54  98 37 56 159 
20 98 44 226  0 3 90 92 
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Table A-5 Randomized parameter values for the 250-µm-resolution simulation ensemble 
with unrestricted time steps (continued) 

Added radial 
cells 

Added axial cells Origin shift 
(µm) 

 Added radial 
cells 

Added axial cells Origin shift 
(µm) Negative Positive  Negative Positive 

89 25 1 225  57 30 6 77 
48 81 34 176  8 25 14 58 
77 13 88 215  100 25 84 11 
80 82 54 245  34 0 15 175 
30 58 24 221  0 27 99 164 
44 22 25 11  33 41 28 133 
28 11 72 25  5 51 26 238 
44 35 82 213  13 9 46 136 
46 0 38 145  43 58 7 1 
26 52 22 202  74 47 99 79 
2 87 42 140  80 65 95 235 

54 42 59 26  47 39 3 56 

 

 



 

33 

List of Symbols, Abbreviations, and Acronyms 

2-D two-dimensional 

3-D three-dimensional 

EOS equation of state 

SCJ shaped charge jet 
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