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Accomplishments 

 

Exa-scale computers are expected to appear in the next decade. State-of-the-art CFD algorithms used

today will need a drastic overhaul to take advantage of the massively parallel exa-scale computers with

mixed CPU and GPU architectures perhaps with hundreds of millions of compute cores. In the present

project, we examine several critical issues important for scalability with high-order discontinuous 

methods, and develop algorithms balancing scalability, with accuracy, efficiency and robustness.  

The last decade has seen significant progresses on adaptive high-order CFD methods in many aspects,

including new formulations, efficient time integration algorithms, hp-adaptations, shock-capturing,

high-order mesh generation and visualization. Their potential has been demonstrated in computational

aeroacoustics, large eddy simulation (LES) and direct numerical simulation (DNS) of vortex 

dominated turbulent flows at moderate Reynolds numbers.  

The main goal of the present project is to develop efficient and scalable time integration algorithms for 

large eddy simulation on extreme-scale computers using high-order methods. More specifically, we set

to achieve the following objectives: 

 Evaluate the performance of explicit and implicit schemes on extreme-scale super computers

with scale-resolving benchmark problems 

 Develop and test an implicit memory efficient p-multigrid solution approach 

 Develop and test a matrix-free GMRES approach with and without a preconditioner  

 Demonstrate the developed approaches for industrial large eddy simulation on extreme-scale

supercomputers    

 

2.1 Explicit vs implicit schemes 

A detailed comparative study was performed to compare an explicit Runge-Kutta scheme with an

implicit LU-SGS scheme for scale-resolving benchmark flow problems. All aspects relevant to scale

resolving simulations are evaluated: time accuracy, iterative convergence, power-spectral density,

Reynolds stresses, mean surface pressure coefficient and skin friction, mean lift and drag coefficients.
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The evaluations were performed at both low and high-Reynolds numbers. Some typical results are shown

in Figure 1. Major conclusions include: 

 2nd order accuracy with two-order iterative convergence is adequate in capturing the turbulent

dynamics as well as all important parameters

 The implicit scheme is much faster than the explicit scheme from a factor 3 to over an order of

magnitude for the benchmark problems. For unstructured meshes with nearly diminishing cell

volumes, implicit schemes are mandatory.  

(a)                                                                                    (b) 

 

  (c)                                                                                          (d) 

 

Figure 1. Mean and instantaneous flow parameters for a benchmark problem 
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This study firmly establishes implicit approaches as the choice for industrial LES applications. Later,

the implicit LU-SGS scheme was successfully implemented on  leadership computers, and a

strong scalability study was performed with excellent parallel efficiency as shown in Figure 2. 

2.2 P-multigrid solution approach 

The p-multigrid method is motivated by the same principles of the standard h-multigrid method, that is, to

efficiently eliminate low and high-frequency error modes in the solution by using multiple levels of

discretization and fine-coarse corrections. Instead of using different meshes in the solution representation

as it is the case of h-multigrid, p-multigrid uses different orders of approximation for the solution in the

same mesh. The p-multigrid framework fits naturally into unstructured grids and high-order methods such

as DG and FR/CPR since major operations like prolongation and restriction become local to the grid cells.

In the context of unsteady simulations, multigrid methods can be used together with a dual time stepping

technique to accelerate the simulation.  

 

The approach has been shown to be effective in speeding up the solution convergence while dramatically

reducing memory requirement. A typical performance plot is shown in Figure 3, which shows that a p-

multi-grid approach can have larger time steps than the implicit LU-SGS approach, and can be more

efficient than LU-SGS.      
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Fig. 3 Unsteady simulation performance for the unsteady viscous flow over a cylinder varying the 

physical time step. Speedup compared to a simple explicit RK3 unsteady simulation. 

 

2.3 Matric-free GMRES approach for unsteady flow computation 

The matrix-free (MF) implementation of the GMRES approach replaces the matrix vector multiplication

with an efficient finite difference formula. The large sparse-matrix does not need to be formed. For stiff

problems, this approach needs an effective pre-conditioner to achieve convergence. Most

preconditioners require the generation of the Jacobian matrix, which is large for high p > 2. 

For unsteady problems, however, the small time-step needed by a scale resolving simulation

significantly improves the conditioning of the resultant implicit system. As a result, the MF-GMRES

may converge without a preconditioner. If we couple the MF-GMRES approach with an dual time-step

time integration, we obtain an more efficient time marching approach than the explicit Runge-Kutta

approach. 

For the DNS of a benchmark flow problem over the T106C turbine blade, we obtained speedups on the

order of a factor 5 comparing with an explicit scheme, while on the high-lift configuration, the speed up

is over an order of magnitude because the time-step size can be two orders of magnitude larger than the

explicit scheme. 

2.4 Demonstrations on extreme-scale computers

The explicit, implicit LU-SGS and the GMRES approaches have all been successfully ported to 

leadership computers, Titan and Eos. In addition, the explicit scheme and the GMRES approach have

also been implemented on GPU clusters, and successfully run on the fastest computer in the world (in

2019), Summit. A strong scalability study was performed on Summit with a mesh of 36.7 million

tetrahedral elements. Up to 5,000 V100 GPU cards were used in the study. Two techniques to improve
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the parallel efficiency were compared with the baseline MPI implementation. With CUDA-aware and

non-blocking MPI implementations, the parallel efficiency is significantly improved, as shown in Figure

4.   

 

Fig. 4 Strong scalability study with GPU simulations at Summit for a mesh with 36.7M tet elements.

 

In addition, we continue to push the boundaries by performing a LES without a wall-model for the

NASA CRM high-lift configuration. The Reynolds number based on the mean aerodynamic chord

(MAC = 7.005m) is 3.26 million, and the AOA is 16o with an incoming Mach number of 0.2. This

simulation was performed on Titan. A p-refinement study was carried out for p = 1, 2 and 3. A p-

independent prediction of the lift and drag coefficients has been achieved. The results are compared with

experimental data in Table 1. The converged lift is within 0.3% and the drag is within 1.4% of the

experimental data. The iso-surfaces of the Q-criterion are displayed in Figure  5 for different polynomial

degrees. Note that p2 and p3 captured significantly more flow features. 

 

Table I. Predicted lift and drag coefficients with comparison to experimental data 

 CL CD 

P = 1 2.020 0.293 

P = 2 2.411 0.282 

P = 3 2.413 0.283 

Experiment 2.479 0.252 

Experiment (corrected) 2.405 0.287 
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(a) p = 1 

   
(b) p = 2 

   
                                                   (c) p = 3 

 
Figure 5. Iso-surfaces of the Q-criterion colored by the Mach number on both the pressure and suction

side of the wing 
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Finally we also compared the present high-order hpMusic solver and a commercial flow solver
(Fluent) on the same family of meshes for a LES benchmark problem. We demonstrated that to 
achieve a similar accuracy, the 3rd order flux reconstruction scheme is more than an order magnitude 
faster than the 2nd order finite volume scheme in Fluent. A comparison of computational Schleren 
obtained with hpMusic and Fluent is shown in Figure 6. Note clearly that the p2 results with less 
degrees of freedom are much more accurate than the Fluent results. The computed surface mean 
pressure and heat transfer are compared with experimental data in Figure 7. Again the high-order 
schemes produced with better agreement with experimental data.    
 

    

   (a) hpMusic p1 (coarse mesh, 3.0M DOFs)          (b) hpMusic p2 (coarse mesh, 9.6M DOFs) 

      

  (c) hpMusic p3 (coarse mesh, 22.0M DOFs)   (d) Fluent (fine mesh, 28.7M DOFs)  

Figure 6. Comparison of instantaneous Schlieren ( ) distributions (20 levels between 0 and

3.38) 
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Figure 7. Comparison of mean surface isentropic Mach number and heat transfer between Fluent

and hpMusic predictions and experimental data 
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