AFRL-AFOSR-VA-TR-2020-0134

Quantification of Microstructurally Short Crack Growth in Superalloys

Anthony Rollett
CARNEGIE MELLON UNIVERSITY

07/22/2020
Final Report

DISTRIBUTION A: Distribution approved for public release.

Air Force Research Laboratory
AF Office Of Scientific Research (AFOSR)/ RTA1
Arlington, Virginia 22203
Air Force Materiel Command

DISTRIBUTION A: Distribution approved for public release.




FORM SF 298 Pagelof 1

REPORT DOCUMENTATION PAGE N

The public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing
data sources, gathering and maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or
any other aspect of this collection of information, including suggestions for reducing the burden, to Department of Defense, Executive Services, Directorate (0704-0188).
Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to any penalty for failing to comply with a collection of information
if it does not display a currently valid OMB control number.

PLEASE DO NOT RETURN YOUR FORM TO THE ABOVE ORGANIZATION.

1. REPORT DATE (DD-MM-YYYY) 2. REPORT TYPE 3. DATES COVERED (From - To)
13-08-2020 Final Performance 01 Jan 2016 to 31 Dec 2019
4. TITLE AND SUBTITLE 5a. CONTRACT NUMBER

Quantification of Microstructurally Short Crack Growth in Superalloys

5b. GRANT NUMBER
FA9550-16-1-0105

5c. PROGRAM ELEMENT NUMBER
61102F

6. AUTHOR(S) 5d. PROJECT NUMBER
Anthony Rollett

5e. TASK NUMBER

5f. WORK UNIT NUMBER

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION
CARNEGIE MELLON UNIVERSITY REPORT NUMBER

5000 FORBES AVENUE
PITTSBURGH, PA 15213-3815 US

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSOR/MONITOR'S ACRONYM(S)

AF Office of Scientific Research AFRL/AFOSR RTA1

875 N. Randolph St. Room 3112

Arlington, VA 22203 11. SPONSOR/MONITOR'S REPORT
NUMBER(S)

AFRL-AFOSR-VA-TR-2020-0134

12. DISTRIBUTION/AVAILABILITY STATEMENT
A DISTRIBUTION UNLIMITED: PB Public Release

13. SUPPLEMENTARY NOTES

14. ABSTRACT

Based on characterization of Ti-7Al using High Energy Diffraction Microscopy (HEDM)

at the Cornell High Energy Synchrotron Source, new information was obtained on a) temperature- dependent anisotropic
thermal expansion, b) evolution of micro-mechanical state at the grain scale under cyclic loading, c) sensitivity of results from
far field-HEDM to analysis variables and d) evaluation of RVE size with respect to micromechanics and crystallographic
texture.

15. SUBJECT TERMS
crack growth, fatigue, computed tomography

16. SECURITY CLASSIFICATION OF: 17. LIMITATION OF [ 18. NUMBER | 19a. NAME OF RESPONSIBLE PERSON
a. REPORT b. ABSTRACT | c. THIS PAGE ABSTRACT OF TILEY, JAIMIE
PAGES
Unclassified | Unclassified | Unclassified uu 19b. TELEPHONE NUMBER (Include area code)
703-588-8316

Standard Form 298 (Rev. 8/98)
Prescribed by ANSI Std. Z39.18

DISTRIBUTION A: Distribution approved for public release.

https://livelink.ebs.afrl.af . mil/livelink/Ilisapi.dl 8/19/2020



Final Report to AFOSR for 2019

Quantification of Microstructurally Short
Crack Growth in Superalloys

Grant Number: FA9550-16-1-0105

April 16, 2020

Principal Investigator:
Prof. Anthony D. Rollett!

Co-Principal Investigator:
Prof. Robert M. Suter!

Collaborators:

Rachel E. Lim!, Dr. Darren C. Pagan?, Dr. Paul A. Shade?,
Donald E. Boyce?, Dr. Joel V. Bernier®

YCarnegie Mellon University,
2Cornell High Energy Synchrotron Source,
3 Air Force Research Laboratory,
YCornell University,
® Lawrence Livermore National Laboratory

DISTRIBUTION A: Distribution approved for public release.



ii
DISTRIBUTION A: Distribution approved for public release.



Abstract

Based on characterization of Ti-7Al using High Energy Diffraction Microscopy (HEDM)
at the Cornell High Energy Synchrotron Source, new information was obtained on a) temperature-
dependent anisotropic thermal expansion, b) evolution of micro-mechanical state at the grain
scale under cyclic loading, ¢) sensitivity of results from far field-HEDM to analysis variables
and d) evaluation of RVE size with respect to micromechanics and crystallographic texture.
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Summary for Year 4 (2019)

The fourth year of the project included continuing analysis of the data collected in prior
years with an emphasis on preparing results for publication. The planned journal articles
will be as follows:

e R.E. Lim, D.C. Pagan, D.E. Boyce, P.A. Shade, J.V. Bernier, A.D. Rollett, Temperature-
Dependent Anisotropy in Hexagonal Ti-7Al Revealed by Grain-Resolved Synchrotron
Diffraction, (In Preparation).

e R.E. Lim, D.C. Pagan, D.E. Boyce, P.A. Shade, J.V. Bernier, Y. Shen, R.M. Suter,
A.D. Rollett, Micromechanical Evolution of Ti-7Al Under Cyclic Loading.

e R.E. Lim, J.V. Bernier, A.D. Rollett, P.A Shade, Sensitivity Analysis of ff~-HEDM
Measurements.

e R.E. Lim, M.J. Wilkin, J.G. Pauza, A.D. Rollett, Using Distance Metrics to Fvaluate
3D RVE Size for Micromechanics and Texture.

Summary for Year 3 (2018)

The third year of the project included new x-ray work done at both the Advanced Photon
Source (APS) at the Argonne National Lab. and the Cornell High Energy Synchrotron Source
(CHESS). The experiment at CHESS acquired data on thermal expansion in Ti-7Al. This
was aimed at resolving substantial uncertainty in the literature on the CTE of Ti and to
enable hypotheses to be tested as to the origin of the state of residual elastic strain found in
nominally fully annealed metals. Rachel Lim spent the Fall semester at AFRL with Dr. Paul
Shade and developed a systematic sensitivity analysis for the far field HEDM reconstruction
method; this showed, e.g., that the center-of-mass (of a grain) is much more sensitive to its
distance from the center of rotation. The experiment at APS was a high speed (kHz) at
beamline 1-ID and represented an opportunity to apply the knowledge of diffraction analysis
acquired in this project to laser melting experiments. This showed that carbide and Laves
phases appear almost immediately after solidification of Inconel 718.

Summary for Year 2 (2017)

In the second year of the project, we worked at both APS and at CHESS. In experiments
in March 2017 at beamline 1-ID at APS, we acquired data from a deliberately voided sample
of Ti-7Al, and worked with the PUP program headed up by Dr. Paul Shade (AFRL). In an
experiment at beamline F2 at CHESS in June 2017, we worked with Dr. Darren Pagan to
perform a cyclic deformation experiment on Ti-7Al. The results from the latter experiment
are described in detail here and show several interesting trends in terms of stress and strain,
and the progression of the macroscopic stress-strain curve for the cyclic loading appears to
provide evidence for sub-yield ratcheting (Fig. 1.6). There is also evidence that a small
minority of grains undergo microplastic events as evidenced by changes in their elastic strain
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state (Fig. 1.11) and in their crystallographic orientation (Fig. 1.12). The FFT method was
used to simulate the experiment, which showed good agreement in general but the ratcheting
together with the microplasticity was not well captured.

Summary for Year 1 (2016)

The first year of the project demonstrated our ability to model the elastic response of
a polycrystalline sample of Ti-7Al based on a previous collaborative experiment using the
FFT-based MASSIF code. In December 2016, we conducted our first experiment at beamline
1-ID of APS in which we applied cyclic loading to Ti-7Al. The switch from the superalloys
originally proposed was based on a close collaboration with a team of researchers from the
RX division of AFRL, led by Dr. Paul Shade. Preliminary analysis of the results indicated
many interesting changes in the strain state of individual grains.

People

The PI for the project is Prof. Anthony (Tony) D. Rollett in the Materials department,
with co-PI Robert M. Suter in the Physics department. In the second year, Rachel Lim (US
citizen) was supported on the project. As noted previously, the project is being conducted
in close collaboration with Drs. Paul Shade, William Musinski, and Adam Pilchak of the
RX division of AFRL at the Wright-Patterson Air Force Base (WPAFB).

Materials

The title of the project indicates that the project would focus on microstructurally short
cracks in superalloys. However, our collaboration with AFRL has re-focused the work on a
research alloy, Ti-7Al, which has received a good deal of attention in the joint experiments
between AFRL, Carnegie Mellon University (specifically, Robert Suter), Lawrence Livermore
National Lab. (Joel Bernier), and the beam line scientists at APS, specifically beamline 1-
ID. Cracks have been observed before in this material, but the response of the material has
not been investigated, and especially not the response under cyclic loading. It has also been
the material that was used exclusively for experiments under a Partner User Project (PUP)
that was the formal vehicle for the collaboration mentioned above. The PUP has mainly
used High Energy Diffraction Microscopy to measure orientation maps and elastic strain
state in the Ti-7Al. The co-PI on this project, Robert Suter, has also been a key participant
in the PUP through his development of the near field high energy diffraction microscopy
(nf-HEDM) method.
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Sensitivity Analysis of
Experimental Parameters on
Far-Field HEDM Measurements

Rachel E. Lim, Joel V. Bernier, Anthony D. Rollett, Paul A. Shade

1.1 Introduction

Techniques for the study of microstructure and micromechanics of materials in 3D
have developed rapidly over the past 20 years. In particular, the use of synchrotron light
sources allows for the non-destructive study of the evolution of materials in situ. One of
these techniques, far-field high-energy x-ray diffraction microscopy (f-HEDM), is being
used to track mesoscale strain evolution in polycrystals.

In 2011, Edmiston et al [1], studied the precision uncertainty in lattice strain and
orientation measurements using high-energy monochromatic X-ray diffraction. In the
work, it was specified that they were “specifically addressing precision uncertainty [2],
that is, we regard the effect of errors considered to be random in nature, and do not
provide dedicated analysis of accuracy or bias error. Bias errors will be largely dependent
upon the experimental equipment and setup used in each individual case...” This bias
error from experimental equipment and setup and its effects on the calculated center-
of-mass (COM), grain-averaged orientation, and grain-averaged elastic strain tensor was
studied in the work done here.

In 2011, Schuren & Miller [3] studied the strain uncertainty coming from the instru-
ment (detector) and from the material. One major factor they looked at was the effect
of azimuthal binning into pixels.

Figure 1.1: The top bin only covers five pixels while the top right bin covers 6 pixels.

4
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1.1.1 Known Sources of Error

There are several other known sources of error in ff-FHEDM data reduction that will
not be considered here. The first is the effects of detector calibration. Renversade et
al [4] stated that “the error of normal strain components (about 1 x 107*) is mainly
caused by calibration errors, while the error of shear components (about 0.5 x 107%) is
largely influenced by counting statistics and random spot-centre errors due to detector
distortion.”

Another source of error comes from the flyscanning method that is used to take data.
The sample is continuously rotated through omega, so each frame actually covers an
omega range, not just the one omega value. Thus, we do not know what the exact omega
value for a diffraction peak is. For example, in Figure 1.1.1, for a 0.25° frame extending
from w = 0° to w = 0.25°, the peak could land at 1, 2, or 3, but would all be counted in
the same frame, so the only information would be that the peak lands between 0° and
0.25°

O O O
1 2 3

w=0° » w=0.25°

Figure 1.2: There is significantly less resolution in omega because for a single frame, an
x-ray peak could land at 1, 2, or 3 within the omega range, and there is no way to know
where exactly it landed.

A different source of error comes from the way peaks are found for fitting the twelve
grain parameters (3 COM, 3 orientation, 6 strain tensor). Tolerances in 260, n, and w are
defined in the configuration file for grain fitting which describe the size of the box drawn
around the predicted peak location. A tight box can be drawn around peaks for grains
with little orientation spread (Fig. 1.3a) while a larger box needs to be drawn around
peaks for grains with more orientation spread. If the box is drawn too large, specifically
in polycrystals, it is likely that multiple peaks will land inside the box, and there is no
way to know which peak is the correct one. If the box is drawn too tight, it will not fit
entirely within the box (Fig. 1.3b).

1.2 Methodology

1.2.1 Variables

A diffraction simulator was developed to model the experimental setup with the vari-
ety of different parameters shown in Table 1.1. Using this diffraction simulator, we hope
to be able to find the best set of parameters to use for a given material and experiment.
For example, metals with higher atomic numbers such as nickel or iron require higher
energies to be used to get full x-ray penetration. Also, if orientation resolution is less
important, a larger rotation step size could possibly be used which would speed up ex-
periments. In addition to finding the best experimental setup, this diffraction simulator

bt
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(a) Ruby peak (b) Deformed gold peak

Figure 1.3: A box drawn around (a) a tight peak will likely not work for (b) a deformed
peak, and the fitting algorithm is sensitive to this.

can be used to study which parameters more strongly affect the experimental resolu-
tion. Currently most of the understanding into bias error comes from observation and
experience rather than a thorough study.

Variable Set Variables Values or Range of Values

Energy Nominal Energy 55.615, 61.331, 65.350, 71.677, 80.726 (keV)
Energy Energy Bandpass High-Energy Mono, High-Res Mono
Detector Number of Detectors 1,2, 4
Detector Detector Distance 0.5-2 m (depending on number of detectors)
Detector Pixel Size 74.8x74.8, 200%200 (um?)
Rotation Rotation Range 180°, 360°
Rotation Rotation Step Size 0.25°, 0.5°, 1.0°

Two Theta | Max 26 Reconstructed 4,6, 8, 10 (rings)

Table 1.1: A variety of different experimental parameters were included as variable inputs
for the diffraction simulator.

The two biggest variables that are being studied are the detector parameters (number
of detectors, detector distance, and pixel size) and the rotation parameters (rotation
range and rotation step size). At APS, there are currently two possible detector setups.
There is a choice of using a single GE detector (Fig. 1.4a), that is 2048 x2048 pixels with
a pixel size of 200 pm, or four GE detectors had be placed in the “hydra” setup (Fig.
1.4c). At CHESS, the current default setup is two Dexela detectors, with 3889x3073
pixels with a pixel size of 74.8 pum, placed side-by-side (Fig. 1.4b).

1.2.2 Diffraction Simulator and Reduction

A diffraction simulator and reduction algorithm was formulated where the physical
experiment is first initialized with the instrument and material parameters. Then all
the other parameters of interest are initialized such as the energy and rotation range
and step size. The rotation series is simulated which calculates the diffraction vectors
in terms of 20, n, and w for the all of the orientations of interest. For each diffraction
vector, the omega value is binned into the appropriate frame depending on the omega step
size chosen. The intersection between the diffraction vector and detector is calculated in

6
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(a) Single GE detector (b) Two Dexela detectors side-by-side

(¢) Four GE detectors in “hydra” setup

Figure 1.4: There are currently three different detector setups being used between APS
and CHESS that are being studied.

Cartesian coordinates, and these values are binned into the detector pixel array. This
process is shown in Figure 1.5.

After trying this method, it was discovered that due to the 200 um pixel size, there
was limited COM resolution. For real data, the reduction algorithm uses the shape of
the peak and interpolation to get sub-pixel resolution, but the initial algorithm is only
simulating point-sharp diffraction. To take care of this, a Gaussian blur was added to
mimic the point spread inherent in real x-ray measurements.

7
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Initialize experiment: Initialize parameters:

- Instrument )- Energy

- Material - Omegarange

1l

: : Simulate rotation
For each diffraction series — find
vector, bin omega : :
into frame — diffraction vectors
(26, n, w)

1)

Calculate diffraction . )

\ Bin diffraction onto

vector-detector ‘ :
detector pixels

intersection (x,y)

Figure 1.5: Flow chart explaining the initial design of the diffraction simulator.

First, a Gaussian blur filter was calculated on a 75x75 square (Fig. 1.6a). This can be
binned into different sized patches to simulate different sized point spreads (Fig. 1.6b-d).

Now, the algorithm has an extra two steps to make the Gaussian blur filter then a grid
is meshed around the calculated coordinates of the intersection between the diffraction
vector and detector intersection and the filter is applied, and that is binned into the
detector pixel array (Fig. 1.7).

1.3 Results

Simulations were run with a single orientation located on the rotation axis in the
center of the x-ray beam, 100 pym away from the center in all three directions, and 500
pm away from the center in all three directions. The reduction of the data from the
simulations show that the errors in COM increase the further away the grain is from the
rotation center (Fig. 1.8). The error also increases with increasing patch size or point
spread. Additionally, the error in the y direction is greater and increases more rapidly
with increasing patch size, which can be attributed to the constraints of the experiment.
The x and z directions are constrained by the omega rotation while the y direction is not.

A real dataset of a single crystal ruby rotated 360° with a 0.1° step size was taken at
APS, and this was used to study the effects of different rotation step sizes. The ruby has
little orientation gradient, thus the majority of the point spread present in the x-ray peaks
(Fig. 1.3a) can be attributed to the instrument and detector broadening. The 0.1° frames
were summed to create images representative of 0.2°, 0.3°, 0.4°, 0.5°, 1.0°, 2.0°, 3.0°, 4.0°,
5.0°, 6.0°, 8.0°, and 10.0° step size datasets. The 0.1° dataset was assumed to be the
ground truth. It was found that the COM error and strain errors stayed approximately
the same as the step size increased, but the orientation error increased (Fig. 1.9).

8
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(a) Gaussian Filter (b) 2.4 pm patch

(¢) 1.6 pm patch (d) 0.8 um patch

Figure 1.6: A Gaussian filter was applied to each x-ray peak then binned into the detector
pixels.

1.4 Discussion

Currently we are working with the detectors group at APS to get a more quanti-
tative description of the detector point spread for both the GE and Dexela detectors.
Additionally, there is a need for an intensity model which takes into account grain size,
structure factor, detector effects, deformation, etc. There is currently an major effort
being undertaken at LLNL to tackle this problem.

1.5 Future Work

Once the study on the bias error in the experimental setup is completed, a study
will be done on the sensitivity of the ff-tHEDM technique to material parameters such as
crystal structure, grain size distribution in a polycrystal, number of grains, strain tensor,
and centroid location.

9
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Figure 1.7: Flow chart explaining the current design of the diffraction simulator.

(a) (b) (c)

Figure 1.8: The COM errors increase as the grain moves further away from the rotation
axis center. The errors also increase with increasing point spread.

(a) (b) ()

Figure 1.9: The 0.1° images from the ruby experiment were summed to create images
representative of different rotation step sizes.

10
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Representative Volume Element
for Elasticity and Plasticity

Rachel E. Lim, Anthony D. Rollett

A representative volume element (RVE) is the smallest possible volume element of
a material which is statistically representative of the macroscopic properties [5]. Due
to the amount of time collecting and reducing HEDM data takes, one question of great
importance to the community is: What is the smallest possible volume we can scan to still
get statistically significant data? This section takes the experimental data from Pagan
et al. and attempts to answer this question. It is being assumed in this work that the
volume used in this experiment is greater than the RVE needed to study elastic and
plastic behavior in this material.

2.1 Experiment Description

Pagan et al. [6] used statistics to draw conclusions on slip system strength (CRSS).
58 ff-HEDM scans were taken of a 1 mm tall volume of Ti-7Al as the sample was loaded
to 2.5% strain (Fig. 2.1). A probability distribution function (PDF) is fit to the upper
part of the RSS distributions for each slip system at each strain level (Fig. 2.2) which

has the form,
f ZA(l — tanh (—2(7—_7—*)>) (2.1)

Wr
where A = a fitting constant, 7" = the average slip system strength, and w, = the width
of the distribution. The slip system strength was plotted as a function of macroscopic
strain (Fig. 2.3, and it was found that the basal, prismatic, and pyramidal (a) slip
systems softened after initial yield while the pyramidal (c+a) slip systems hardened
rapidly, causing the macroscopic stress-strain curve to appear elastic-perfectly plastic.

2.2 Methods

Ten volume elements of different sizes were created from the full data set all the
way down to a volume height of 0.2 mm. Due to the 20 pm resolution of the ff-FHEDM
technique, some of the centroids in the full data set lie just outside the +0.5 mm bounds.
For each new dataset, the grains were filtered out by centroid location 10 pym at a time,
resulting in fewer grains for smaller volumes as seen in Table 2.1.

Box Height (mm) | Fulldata | 1 | 09| 0.8 | 0.7 { 0.6 | 0.5 | 0.4 | 0.3]0.2
Number of Grains 361 334 | 275 | 241 | 197 | 168 | 139 | 106 | 65 | 33

Table 2.1: The number of grains in a box decreases as the height being used decreases.

For each data set, the RSS values were calculated for all the slip systems for each grain
at each of the 58 data points. Then, a histogram for each slip system family was computed

11
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Figure 2.1: Macroscopic stress-strain curve for the experiment in Pagan et al. [6] with
marks where each of the 58 ff-HEDM scans were taken.

Figure 2.2: The RSS distributions with the appropriately fit PDF for each of the different
slip systems at a macroscopic strain of 0.0154. Figure from Pagan et al. [6].

12
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Figure 2.3: The slip system strength curves were plotted for each of the four major slip
systems as a function of macroscopic strain. Figure from Pagan et al. [6].

at each of those same data points. The Hellinger distance was calculated between the
original full dataset and each smaller dataset.

2.2.1 Hellinger Distance

Hellinger distance is a metric that is used to quantify the similarity between two
probability distributions. For two discrete probability distributions, P = (py, ..., px) and
Q = (q1, ..., qr), the Hellinger distance can be found to be

(Vpi = Va@i)? (2.2)

1

k
1=

HP.Q) =

The more similar two distributions are, the lower the Hellinger distance will be. There-
fore, a large Hellinger distance would mean that the results are not converging, indicating
the volume element being used is smaller than the RVE.

2.3 Results

The nominal yield for this experiment occurs just before 0.5% strain. For all of the
slip systems, there is an increase in the Hellinger distance just before this point which
matches with where some grains start slipping (Fig. 2.4).

13
DISTRIBUTION A: Distribution approved for public release.



() (d)

Figure 2.4: For all slip systems, there is a slight increase in Hellinger distance right before
the marked nominal yield.

Additionally, as the size of the volume of material, and subsequently the number
of grains, is decreased, the Hellinger distance increases indicating a distribution that is
increasingly different from the original distribution (Fig. 2.5).

14
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(c) (d)

Figure 2.5: It is a consistent trend where the more grains being used in the data analysis,
the more converged the answer gets for all of the slip systems at all of the different strain
values.

15
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Thermal Expansion of Ti-7Al
Rachel E. Lim, Darren C. Pagan, Donald E. Boyce, Anthony D. Rollett

3.1 Introduction

In hexagonal metals, anisotropic coefficients of thermal expansion (CTEs) are believed
to generate the majority of type II residual stresses, i.e., microscale stresses which remain
even after the removal of all external loads [7], during cooling from high-temperature pro-
cessing conditions [8, 9]. These type II residual stresses affect the local variations in stress,
and thus can play a critical role in either accelerating or suppressing the development of
damage that leads to premature failure. Thus, the prediction of failure initiation hinges
on residual stress instantiation that in turn relies on accurate CTE values (and their
ratios). However, there is little agreement in the literature on the CTEs for these metals
[10], and notably the reported CTEs for titanium (Table 3.1) vary from 9.26 x 10%/°C
to 13.17 x 10¢/°C, lacking agreement even on the ratio between a, and c, all of which
motivated a more detailed examination of this phenomenon.

Year Paper Qg Qe a, | Temp. Range (°C)
1942 Erfling [11] 8.24 20-40
1949 Greiner & Ellis [12] 9 30-200
1953 McHargue & Hammond [13] 11 8.8 | 10.3 25-225
1953 Berry & Raynor [14] 11.03 | 13.37 | 11.81 r.£.-700
1959 | Spreadborough & Christian [15] | 9.55 | 10.65 | 9.92 0-600
1962 Roberts [10] 10 | 9.95

1962 Willens [17] 041 | 11.18 0-400
1968 Pawar & Deshpande [10)] 9.5 5.6 8.2 28-155
1975 Touloukian [18] 9.23 | 9.57

2019 Zheng et al.* [9] ok ok r.t.-850

* Extracted from a simulation

k523 x 1070 75 —7.60x 10716 T4 4+3.84 x 107 B T3 —547x 107" T?+8.39 x 107° T+
1.91 x 1076

Rk 776 x 10717 T4 —8.95 x 10714 T2 4 5.46 x 1071 T2 4+ 2.46 x 10719 T4+ 3.00 x 106

Table 3.1: CTEs reported in literature (all CTE values except Zheng et al. are x10°/°C).

Historically, thermal expansion of polycrystals has been studied using dilatometry
[16, 19] where a rod-shaped specimen is placed in a furnace, and the change in length is
measured as a function of temperature. However, this technique is not capable of probing
the expansion along specific crystal directions, and only the effective macroscale thermal
properties of the aggregate can be extracted. In order to study the anisotropic linear
thermal expansion of a material, the characterization technique used must be capable
of measuring expansion along different crystallographic directions. Powder diffraction
[15, 10] is commonly employed to obtain the variation in lattice parameter(s), which is
then used to calculate the CTEs, with the diffraction measurements providing information

16
DISTRIBUTION A: Distribution approved for public release.



on lattice plane spacings, from which lattice strains, due to both thermal and mechanical
strains, can be calculated.

Anisotropic lattice expansion at the microscale becomes coupled to mechanical re-
sponse as the material attempts to maintain local compatibility and stress equilibrium.
Thermal expansion is equivalent to eigenstrain, i.e., stress-free strain, and for titanium
and other hexagonal metals, the difference between the a-axis and c-axis expansion cou-
pled with the variations in local crystallographic orientation results in the generation of
elastic strains (and stresses) [20]. These mechanical strains are particularly difficult to
decouple from thermal strains using powder diffraction methods. In this work, we uti-
lize far-field high energy x-ray diffraction microscopy (ff-HEDM) measurements with in
situ heating to extract the strain tensor for individual crystals within a polycrystalline
aggregate as a function of temperature.

The ff-HEDM technique measures total lattice strain and cannot distinguish between
the thermal and mechanical contributions, although the ability to measure full lattice
strain tensors allows some decoupling of thermal and mechanical strains to be performed.
We assume that non-zero shear strains and dispersion observed in normal strain compo-
nents between grains is most directly the result of the development of mechanical strains,
while the average strain across the ensemble of grains is the thermal strain. It should be
noted that these variations in strains between individual grains due o neighborhood con-
straints cannot be isolated with powder diffraction, but is a direct result from ff-HEDM.
This in turn allows for better understanding of the micromechanical interactions and
subsequent interpretation of CTE measurements in a polycrystal.

The Ti-7Al studied in this work is a hexagonal close packed a-Ti alloy, and is similar to
the a-phase in Ti-6A1-4V which is a commonly used alloy in the aerospace and biomedical
industries. Ti-7Al is thermally anisotropic, making it interesting for thermal expansion
and residual stress studies [15, 10, 21], and a significant amount of work has been done
on characterizing the deformation of Ti-7Al using HEDM [22, 23, 24, 25, 6, 26].

Aging of Ti-7Al leads to short-range ordering (SRO) and the subsequent development
of coherent a5 TizAl nanoprecipitates, which affects the mechanical behavior of titanium
alloys with greater than 5% aluminum [27, 28]. The «s precipitates suppress twinning and
increase slip on the basal planes [29, 30] and strengthen the material until the precipitates
are sheared through dislocation slip [6].

3.2 Methods

Far-field high energy x-ray diffraction microscopy is a non-destructive, in situ, mate-
rials characterization technique, which can be used to track three-dimensional microme-
chanical evolution as a response to external stimuli. During the use of this technique, a
sample is rotated about a single axis by an angle w as the volume of interest is illumi-
nated by the x-ray beam. When a family of planes {hkl} in a grain satisfies the diffraction
condition, it will diffract, producing a peak in intensity on the detector. Diffractograms
are acquired at regular intervals integrated over Aw no greater than 1.0°. Data collection
over a full 360° rotation range allows observation of ~50 to 100 diffraction peaks for each
grain. In fftHEDM measurements, the detector is placed ~1 m away from the sample.
In this setup, the diffraction peaks line up along Debye-Scherrer rings, with the small
deviations of peak locations from idealized positions enabling f-HEDM to determine the
grain-averaged orientation, center of mass (COM), and lattice strain tensor of the grains
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in the illuminated region of the sample [31, 32, 33].

In addition to the anisotropy of the CTEs for titanium, it has been shown that there
is a possible temperature dependence [18, 21, 9]. The dependence of lattice parameter on
temperature can be represented by [(T'). For a material, the CTE, «, for a given lattice
parameter can be defined as

g % 1ld

== o= T 1
“Tar T dr T ldr (3.1)
thus the temperature dependent CTE is
1 di(T)
T = ——~2 3.2

3.3 Experiment

3.3.1 Material

The Ti-7Al material (nominal composition Ti-7.02A1-0.110-0.015Fe wt.%) used for
this work was cast as an ingot and hot isostatic pressed (HIP) to reduce porosity. It was
extruded and then annealed at 962 °C for 24 hours before air cooling [34]. The aging
of the Ti-7Al leads to short-range ordering (SRO) and the development of coherent v
TizAl nanoprecipitates [28]. The samples were cut using electrical discharge machin-
ing to minimize the introduction of additional residual stresses. Figures 3.1b and 3.1c
show reconstructions of the measured volumes from the two samples based on a Voronoi
tessellation from the grain centers (as given by the f-HEDM). The microstructures are
equiaxed and have an approximate grain size of 50-100 pm with the textures of the
samples were similar but not exactly the same.

3.3.2 Experiment description

Two thermal expansion experiments were performed on samples of Ti-7Al using the
RAMS2 load frame [35] at the F2 beamline at the Cornell High Energy Synchrotron
Source (CHESS). Fig. 3.1a shows a schematic of the experimental geometry. Each
sample had a gauge length of 8 mm and a 1 mm x 1 mm cross-sectional area. The sample
was heated to 850 °C at a rate of ~8.5 °C/min using an x-ray transparent halogen bulb
furnace with an elliptical mirror to focus the light onto the sample. The furnace was
mounted onto the RAMS2 load frame as shown in Fig. 1 of Pagan et al. [26]. Far-
field HEDM scans were acquired at regular intervals during heating, each with a full
rotation of 360° and an w interval of 0.25°, using a 61.3 keV x-ray beam. A 1.1 mm tall
volume (with 50 pm on the top and bottom to allow for slit scattering) of ff-HEDM data
was collected using two Dexela 2923 detectors (3888 x 3072 pixels, 74.8 um pixel size)
mounted side-by-side (Fig. 3.1a).

3.3.3 Data processing

The diffraction data was reduced using the HEXRD software package (https://
github.com/joelvbernier/hexrd) [31]. The initial detector parameters were calibrated
using powder patterns from a CeOy sample, and the grains in the Ti-7Al sample were
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(b) Sample 1 (c) Sample 2

Figure 3.1: (a) Schematic of the ffFHEDM experimental setup with two Dexela detectors
side by side. The detector, laboratory, and sample frames are labeled as d, 1, and s
respectively, and the incident x-ray beam travels in the -z4 direction. (b)-(c) Three-
dimensional renderings of the sample volumes grown from the centroids measured in the

f-HEDM

indexed and fit using lattice parameters of a = 2.932 A and ¢ = 4.684 A. Then, the
detector calibration was refined using a high completeness grain close to the vertical
center of the scanned volume. The reduced grain data was filtered (completeness > 90%
and normalized sum of square residuals < 2 x 1073 [36]) so that only high fidelity grains
remained.

3.4 Results

3.4.1 Ti-TAl coefficients of thermal expansion

Figure 3.2 shows the lattice parameters as a function of temperature. The white
squares represent the average value for the ensemble of grains at a given temperature
while the colored bands span the 10" through 90" percentile of the spread. The lattice
parameters for each grain were calculated at each temperature by applying the stretch
tensor (simply the identity tensor added to the lattice strain tensor for small strains) to
the symmetrically equivalent basis vectors (in order to account for crystal symmetry) and
taking the magnitude of the deformed lattice vectors. Then, the average lattice parameter
for the entire ensemble of grains is used as the lattice parameter of the material at
that temperature. As expected, the a-parameter and c-parameter expand monotonically
with increasing temperature. To confirm that reasonable results were being obtained,
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the ffFHEDM data was reduced to 26 scans by summing over images in w to create a
representative powder pattern, and the lattice parameters were extracted. The lattice
parameters calculated using this method, and those from the aforementioned ff-HEDM
method were in good agreement (see Appendix 77).

The temperature dependent directional CTEs are shown for both samples in Figs.
3.3a and 3.3b respectively, where the bars represent the error bounds calculated from a
Monte Carlo calculation, while Fig. 3.3c shows the the relative CTE ratio, a, over ay.
This value increases with respect to temperature. The CTEs were calculated according
to Eq. 3.2, and the ratios of o, and a, were then calculated from this data. Although
the directional CTEs exhibited minor variations, in general, both follow similar trends
with a peak near 600 °C. Further research is required to understand the origin of these
maxima. The ratio of a,. to «, increased monotonically with heating, with a crossover
in ratio from less than one to greater than one occurring at ~170 °C as shown in Figure
3.3c. Additionally, the spread in lattice parameters broadens slightly with increasing
temperature.

3.4.2 Ti-7Al grain strain and stress evolution

The distribution of oy ), was plotted in figure 3.4 for each temperature in the thermal
cycle. The oy decreases until ~700 °C when the spread of the distributions start to
increase. As the samples cool, the mean and spread of the distribution of oy, decreases
until the sample reaches ~700 °C when they start to increase again until room temper-
ature where both the final mean and spread of the distributions are less than the initial
values.

Motivated by the possibility that certain grains may have experienced micro-plastic
flow, the measured strains were used to calculate the elastic strain and subsequently the

Figure 3.2: The (a)-(b) a-parameter and (c)-(d) c-parameter are plotted as a function
of temperature for both samples, where the square glyphs represent the mean values,
and the colored bands represent the 10th and 90th percentile. The a- and c-parameters
expanded with respect to temperature as expected.
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stress in each grain via temperature-dependent moduli from Fisher et al. [37]. The RSS
values for all four slip systems were calculated by projecting the stress onto each indi-
vidual system. Figure 3.5 shows values for the RSS on all of the slip systems decrease as
a function of temperature. However, the mean values for the pyramidal (c+a) systems
decrease until ~700 °C when they start to increase slightly, similar to the oy, distribu-
tions. Additionally, the distributions for the prismatic (a) and the pyramidal (a) systems
are tighter than the distributions for the basal (a) and the pyramidal (c+a) systems.

3.5 Discussion

3.5.1 Comparison of CTEs with literature

As mentioned, the CTEs for titanium reported in literature (Table 3.1) vary from a low
of 5.6 x 10%/°C to a high of 13.6 x 10°/°C and show little agreement even for the ratio
of a, to a.. Based on the results of this study (Fig. 3.3), the temperature dependence of
the CTEs may explain the observed spread of values and ratios. Most reported values in
the literature do not take temperature dependence into account, whereas we find that the
CTE ratio is less than one at low temperatures and greater than one at high temperatures,

(a) Sample 1 (b) Sample 2

(c)

Figure 3.3: (a)-(b) Both a, and «. decrease, then increase, then decrease again with as
the samples are heated. Error bounds are given from a Monte Carlo calculation. (c) The
ratio of a, to « increases as a function of T. The ratio is less than one at low temperature
and is greater than one at high temperature. This variation helps to explain some of the
inconsistency in the ratios reported in the literature. The CTEs are anisotropic (with
a. < ) at RT, reasonably isotropic from 150 to 600 °C, and anisotropic (with a. > «,)
above this.
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Figure 3.4: The distribution of von Mises stress is plotted at each temperature. The larger
range (top) shows an increase at the high end of the distribution at high temperature.
The smaller range (bottom) shows that the von Mises stresses are lower after the thermal
cycle, and the distributions become tighter. The white space on the right is where the
x-ray beam was lost before the experiment reached room temperature.

therefore the temperature range in which the CTEs are measured is critical.

For example, McHargue and Hammond [13] and Pawar and Deshpande [10] measured
the CTEs up to 225 °C and 155 °C respectively, and report values where a, < «,. This
is within the temperature range where the present work shows that the a. to «, ratio is
less than one. By contrast, Berry and Raynor [14] and Spreadborough and Christian [15]
measured the CTE up to 700 °C and 600 °C, and report values where a. > «,. In this
temperature range, the present work confirms that the ratio of a. to «, is greater than
one. This also concurs with the results from Zheng et al. [9], who showed a crossover
point around 690 °C. However, these measurements were made in commercial purity
titanium and were were extracted from a simulation, and the experimental CTEs were
not shown. The crossover point found here at 170 °C for the Ti-7Al alloy is lower than
what was found in commercial purity Ti [9] but follows the same trend.

In addition, the CTE values for the two axes vary systematically with temperature,
with three distinct sections in the curve (Fig. 3.3a-b). The first section is the decreasing
CTE of the Ti-7Al material with both the o and ay phases present, the second region is
the increasing CTE where the as nanoprecipitates are dissolving into the material, and
the third region is the Ti-7Al material with only the a phase. It is expected that if the
material was to be heated with a more gradual ramp rate, the increase in CTE would be
more sharper and more distinct as the as should all dissolve at a single temperature.

It is important to note that with 7 wt% Al (12 at%) , the Ti-7Al material falls within
the two-phase region of the Ti-Al phase diagram. However, the boundary between the «
and o + a5 regions is not well defined as can be seen in figure 3.6. The
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(a) Sample 1 (b) Sample 2

Figure 3.5: The resolved shear stresses (RSS) for the prismatic (a), basal (a), pyramidal
(a), and pyramidal (c+a), were calculated for (a) sample 1 and (b) sample 2 as function
of temperature from the measured strain tensor and temperature dependent single crystal
elastic modulus. The RSS values drop with temperature until ~700 °C when upper tail
of the distributions for the pyramidal (c+a) RSS values starts to increase. The white
space on the right is where the x-ray beam was lost before the experiment reached room
temperature.

3.5.2 Micromechanical Response

At 700 °C, the RSS values for the basal, prismatic, and pyramidal (a) slip system
families continue to decrease whereas the pyramidal (c+a) slip systems increase markedly.
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Figure 3.6: Ti-rich section of the Ti-Al phase diagram adapted from [38, 39, 40, 41] where
12 at% Al is equal to 7 wt%.

The pyramidal (c+a) slip system is harder than the other three [42, 26], so by 700 °C,
the other three are soft enough that they experience slip causes new grain interactions
and a stress build up on the pyramidal (c+a) systems which still have some strength.

This build up of stress on the pyramidal (c+a) slip systems is enough that it causes
an increase in upper tail of the oy, distribution at high temperature. As the material
is cooled back down to room temperature, the grains contract, and the internal stresses
follow the reverse path as the heating.

However, what is relevant here is whether the RSS values exceed their associated
CRSS. Williams et al. [42] measured CRSS values for Ti-6.6Al the prismatic and basal
slip systems in compression, The values for Ti-7TAl determined by Pagan et al. [26] at
room temperature and at 355 °C follow the trend line fit to the Ti-6.6Al data that shows
an exponential decay in the slip system strength as a function of temperature. Figure 3.7
shows the measured CRSS values along with the exponential fit as well as a boxplot for
RSS values at the highest temperature. In the case of the prismatic slip system, the RSS
values do not significantly exceed the CRSS but, for the basal system, there are many
grains in the upper tail whose basal RSS exceeds the CRSS.

3.6 Conculsion

In summary, f-HEDM has been used to calculate the temperature dependent CTEs
for hexagonal Ti-7Al with the primary finding that the ratio of a. to a, changes from less
than one to greater than one, resolving the discrepancies found for Ti thermal expansion
data found in the literature. CTE maxima were found between 500 and 650 °C, and ff-
HEDM allowed calculation of confidence bounds for the CTEs. Note that using incorrect
CTE values and ratios can result in type II residual stress predictions that are opposite
of what would occur (i.e., tension to compression and vice versa). In the future, the
temperature dependent relationship of the CTEs for hexagonal materials, particularly in
titanium alloys, will vastly improve the accuracy of micromechanical modeling used to
study fatigue properties. It is already clear that most ”well annealed” samples contain
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(a) (b)

Figure 3.7: (a) Plot of the basal CRSS as a function of temperature with a boxplot of the
RSS values superimposed to show that the outlier RSS values easily exceed the CRSS at
high temperature. (b) Plot of the prismatic CRSS as a function of temperature with a
boxplot of the RSS values superimposed to show that even the outlier RSS values do not
significantly exceed the CRSS at high temperature. CRSS values taken from Williams et
al. [42] and Pagan et al. [6, 26]

type II residual strains [32], and instantiating micromechanical simulations with these
strains is essential for accurate results [36].

3.7 Supplementary Material

3.7.1 Calculating the Lattice Parameters

Letting X be the undeformed, reference state and x be the deformed state of interest,
the deformation gradient tensor F is defined as

_dx

F=_——
dX

(3.3)
The polar decomposition of F gives
F=VR=RU (3.4)

where V is the left stretch tensor, U is the right stretch tensor, and R is the rotation
matrix. R is defined as the rotation matrix which takes a vector from the crystal frame
to the sample frame which means that V stretches a vector in the sample frame and U
stretches a vector in the crystal frame (Fig. 3.8).

The reduced ff-HEDM data gives both V=1 and the orientation. In order to find
the average lattice parameters for each grain, the magnitude of all the equivalent lattice
vectors are averaged. The crystal symmetry must be taken into account, which means
that V has to be converted into U using

U = RVR* (3.5)

so that the stretch can be applied to each symmetrically equivalent lattice vector. U and
R can be applied to the undeformed lattice basis vectors of a crystal to find the deformed
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vectors.

[a',b’,c'| = U(R]a,b,c]) (3.6)

Since Ti-7Al is a hexagonal material, Qg2 can be used to represent the symmetry
operators. If {h} represents the [a’, b, ¢/] calculated from equation 3.6, then

{h'} = Ogz{h} (3.7)

where {h'} is the set of all symmetrically equivalent deformed lattice vectors, the average
of the magnitudes of which are the lattice parameters.

3.7.2 Powder Diffraction Comparison

The ff-HEDM images were summed over the w range to create a representative pow-
der pattern. This was treated as a typical powder diffraction pattern, and the lattice
parameters were extracted. The lattice parameters calculated using this method, and
those from the aforementioned ff-HEDM method were in good agreement

Figure 3.8: Given an undeformed state, X, and a deformed state, x, the deformation
gradient tensor is defined as F' = C%’;. The polar decomposition of F gives F = VR = RU,
where U stretches vectors in the crystal frame, V stretches vectors in the sample frame,
and R takes the sample frame and rotates it to the crystal frame.
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(a) Sample 1 (b) Sample 2

(¢) Sample 1 (d) Sample 2

Figure 3.9: The ff-HEDM images were integrated across the entire rotation series, and
the integrated images were treated as powder diffraction patterns. The calculated lattice
parameter matched those calculated from the f-HEDM method.
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Micromechanical Evolution of
Ti-7Al Under Cyclic Loading

Rachel E. Lim, Darren C. Pagan, Vahid Tari, Yu-Feng Shen,
Robert M. Suter, Anthony D. Rollett

4.1 Introduction

Fatigue is one of the major forms of failure in mechanical parts, yet we lack a sig-
nificant understanding of what occurs on the mesoscopic (grain) level. Developments
in materials characterization using high energy x-rays (>50 keV) at synchrotron light
sources allow us to examine microstructure in three dimensions, giving us the ability to
study microstructural evolution in a much deeper manner. In this work, a high energy
x-ray diffraction microscopy experiment was conducted to map micromechanical strain
evolution in a sample of Ti-7Al under the first 200 cycles of uniaxial tensile loading. It
was expected that the sample would exhibit elastic shakedown, the process in which the
plastic strains in a structure stabilize after a finite number of loading cycles [43, 44, 45].

4.1.1 High Energy X-ray Diffraction Microscopy

High energy x-ray diffraction microscopy (HEDM) is a non-destructive, in situ, materi-
als characterization technique, which can be used to track three-dimensional microstruc-
tural evolution as a response to external stimuli. During the use of this technique, a
sample is rotated through w as the volume of interest is illuminated by the x-ray beam.
When a family of planes, {hkl}, in a grain satisfies Bragg’s law, it will diffract, producing
a peak on the detector. Bragg’s law is defined as:

A= thkl sin thl (41)

where A is the x-ray wavelength, dp; is the lattice spacing of a family of planes, and 6y,
is the diffraction angle.
The crystal lattice can be defined by its basis vectors a, b, and ¢ where:

la[l =a, [bll=0b, c|=c (4.2)
b- . b
bcc = cos q, %l = cos f3, aa_b = cos7y (4.3)

and {a, b, ¢, «, 8, v} represents the conventional parameterization of the crystal unit
cell in the unloaded, reference temperature state (Fig. 4.1) where a || X, and (axb) || Z..
The transformation matrix that takes the lattice vectors, {a, b, c}, into the right-hand
orthonormal crystal frame, {XC Y. Zc}, can be defined as:

a bcosy ccos f3
A= 10 bsiny —csinfcosa* (4.4)
0 0 csin fsin o
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cos 3 cos y—cos «

where cos o = ==FEom=s [46]. The crystal orientation rotation matrix, a;;, takes
v

components from the crystal reference frame, {Xc Y. ZC}, to the sample reference frame,

{X; Y Z,} .

Figure 4.1: Convention for describing the crystal lattice using a triclinic primitive cell for
geometric generalization where {X Y. Z ct is in the crystal frame [47].

The reciprocal basis vectors, defined as:

a*:b;c? b*:cxa, C*:axb (4.5)

where V' = a - b x c is the volume of the primitive unit cell.

A reciprocal lattice vector, G, can be used to describe a point in reciprocal space
using the reciprocal basis vectors and the Miller indices for the lattice planes with normals
parallel to G in reciprocal space:

thl = ha* + kb* + lc* (46)
and geometrically means that:
1
d 4.7
4 G D

A scattering vector, Q, can be defined as:

So — 5;

Q=—

(4.8)

where s; is the unit vector representing the incident x-ray beam and s, is the unit vector
representing the diffracted x-ray beam. When the Bragg condition is fulfilled, Q = Gy,
and diffraction occurs. As the sample rotates, G comes in and out of alignment with
Q, causing different grains to diffract at various w values.

Far-field HEDM

In the case of far-field HEDM (ff-FHEDM), the detector is placed ~1 m away from the
sample. In this setup, the diffraction peaks line up along Debye-Scherrer rings, allowing
fEHEDM to be used to find the orientations, center of mass (COM), and elastic strain
state of the grains in the illuminated region of the sample [31, 32]. Each peak on the
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(a) (b)

Figure 4.2: Geometry of (a) ff-HEDM setup where {X/, Y/, Z/,} is the detector frame,
{X; Y, Z;} is the laboratory frame, and {X; Y, Z,} is the sample frame [31] and (b)
nf-HEDM setup showing grain shapes on detector [48].

detector can be parameterized in terms of (20,7, w), where 26 is the radial position, n
is the azimuthal position, and w is the average rotation angle position (Fig. 4.2a). In
general, as a sample is deformed, deviations in 26 are related to changes in dpg;, which
are associated with the elastic strain tensor, while deviations in 7 and w are related to
changes in orientation [49].

Reduction of ffFHEDM data is done in two steps: first, the sample is indexed to find
orientation clusters, then the data is fit to optimize the orientation (3 parameters), COM
(3 parameters), and elastic strain tensor (6 parameters). In order to index the sample, a
set of orientations is generated from the diffraction data by back-projecting the measured
data to define a set of crystallographic orientation fibres and clustering the fibres based
on a user-defined threshold (similar to defining a misorientation threshold in electron
backscatter diffraction). The trial orientation clusters are tested and scored against the
measured data, and all the orientations above a specified completeness threshold (ex-
pected peaks vs. measured peaks) are kept. These accepted orientations are sent to a
fitting algorithm using a least-squares minimization to optimize the 12 grain parameters
listed above. Uncertainties for f-FHEDM measurements are approximately 20 um, 0.1°,
and 10~ for COM, orientation, and elastic strain respectively [31, 1].

Near-field HEDM

In the case of near-field HEDM (nf-HEDM) the detector is placed ~5-10 mm away
from the sample. Due to the proximity of the detector, the shapes of the diffraction peaks
are the projections of the shapes of the diffracting grain (Fig. 3.1b). Reconstruction of
this data gives grain morphology and orientation [50, 51, 52, 53, 54, 55]. The data in this
work was reconstructed using a new algorithm where each voxel in the reconstruction
was tested and scored against every orientation indexed in the f-HEDM reconstruction.
Only the orientations in the list were tested.
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4.1.2 Ti-TAl

The Ti-7Al used in this work is a hexagonal close packed «a-Ti alloy, and is similar to
the a-phase in Ti-6A1-4V which is a commonly used alloy in the aerospace and biomedical
industries. Ti-7Al is high strength with low stiffness and has large plastic anisotropy
[56, 57], making it ideal for HEDM measurements, so a significant amount of work has
been done on characterizing the deformation of Ti-7Al using HEDM [22, 23, 24, 25, 6, 26].

Plastic deformation in a-Ti is mainly occurs through the slip on the basal systems (a),
(1210){0001}, and on the prismatic systems (a), (1210){1010}. Slip can also be observed
on the pyramidal (a), (1120){1101} slip systems but with lower frequency [56, 22, 6, 58,
42]. These families of slip systems have been shown vary significantly in strength [56, 6].

Aging of Ti-7Al leads to short-range ordering (SRO) and the development of coherent
ag TigAl nanoprecipitates, which affects the mechanical behavior of titanium alloys with
greater than 5% aluminum [28]. The s precipitates suppress twinning and amplify slip
on the basal planes [29, 30]. The presence of SRO and ay precipitates also impedes
dislocation motion, raising the slip system strength on the basal and prismatic planes.
As slip occurs, dislocation motion shears these obstacles, which causes softening of the
basal and prismatic slip systems with increasing macroscopic strain [6, 38].

The last family of slip systems is the pyramidal (c+a) where slip occurs through the
glide of dislocations on the {1011} and {1122} plane families [59]. As plastic deformation
occurs, the tangling of dislocations causes hardening on these planes [6]. As a consequence
of the competing hardening and softening behaviors, Ti-7Al exhibits little to no hardening
on a macroscopic level [6].

4.1.3 Spectral FFT-based Micromechanical Modeling

One method of full-field micromechanical modeling that is increasing in popularity
due to its efficiency is a spectral FFT-based method [60, 61, 62, 63] where a grain map is
used as the input. This work is being based on an elasto-viscoplastic FFT (evpFFT) for-
mulation of this method. The local stress and strain fields are calculated at each voxel of
the micostructure under the applied boundary conditions such that stress equilibrium and
strain compatability are fulfilled. The evpFFT method makes a small strain assumption
and used the constitutive equation:

eij(x) = €;(x) + () = Cppy(x)ou(x) + € + & (z, o)At (4.9)
where €;;(x) is the local total strain, calculated as summation of the local elastic strain,
e5;(x), and local plastic strain, (), all of which are solved at each point x. Elastic strain
is computed via Hooke’s law from the inner product of the stiffness matrix, C;; b(r), and
the local stress, oy(x) at each point. Plastic strain is given as the accumulated plastic
strain, egt, and the additional plastic strain from each increment, At, which is solved
using an extended Voce hardening rule.

Since Ti-7Al is a hexagonal material, it has residual strains on the order of 1073,
and it becomes necessary to consider these in the initial state of the micromechanical
calculation. The residual strains measured from ff-FHEDM are grain-averaged, and can be
converted to eigenstrain using a method developed by Pokharel & Lebensohn [64]. The
initial approximation is calculated using the Eshelby’s approximation

& = (S = Dheii” (4.10)
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which treats a grain, g, as an ellipsoidal inclusion embedded in a homogeneous matrix.
efj(g) is the constant eigenstrain in the grain, ezgg) is the resulting uniform elastic strain
inside the inclusion, and S is the fourth-ranked Eshelby tensor.

However, the instantiation of eigenstrains by this method does not create a perfect
correlation between measured and modeled elastic strains in grains, so a modification
has to be made in the form of a symmetric matrix of six correction factors, g;; = 1/ mg;,
where mj; is the slope of the line of the correlation [64]. Thus the modified Eshelby’s
approximation is

e = Biy(S = I)huens” (4.11)

4.2 Experiment

4.2.1 Material

The Ti-7Al material used for this work, with nominal composition Ti-7.02A1-0.110-
0.015Fe (wt.%), was cast as an ingot and hot isostatic pressed to reduce porosity. Then
it was extruded followed by annealing at 962°C for 24 hours before air cooling [34]. This
processing produced sample with grain size in the approximate range of 30 — 400 pm.
The sample was cut using electrical discharge machining to minimize the introduction of
additional residual stresses.

4.2.2 Experiment Description

A sample of Ti-7Al with the same geometry as the sample of interest was loaded in
uniaxial tension. The macroscopic stress-strain curve (Fig. 4.3a) was calculated using
digital image correlation (DIC) with the surface features created by the machining, and
the yield strength was found to be approximately 610 N.

(a) (b)

Figure 4.3: (a) Stress-strain curve created by Ti-7Al tensile test with yield strength of
610 N. (b) The cyclic stress-strain curves were calculated using DIC for the first load
cycles with the points marked where ff-FHEDM scans were taken.

200 loading cycles to 550 N (~90% of yield) were performed on a sample of Ti-
7Al using the RAMS2 load frame [35] at the F2 beamline at the Cornell High Energy
Synchrotron Source (CHESS). The sample had a gauge length of 8 mm and a 1 mm x
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1 mm cross-sectional area. Tomography, nf-HEDM and ffEFHEDM scans were taken in
the initial unloaded state. Then, the sample was loaded to 550 N and unloaded to 475
N to minimize stress relaxation, and another ff-HEDM scan was taken over the same
approximate volume. The sample was unloaded back to 0 N and a final ff-HEDM scan
was taken (Fig. 4.3b). This process was repeated at cycles 2, 5, 10, 20, 30, and every
10 cycles until reaching a total of 200 cycles. The macroscopic stress-strain curves were
calculated using DIC.

Both the nf-HEDM and ff-HEDM scans were taken for a full 360° at an w interval of
0.25° using an energy of 61.332 keV. The nf-HEDM data was taken with five 220 pym tall
“boxbeam” volumes (with an overlap of 10 ym on the top and bottom to account for slit
scattering) to cover a 1 mm x 1 mm x 1 mm volume. This data was collected using a
Lu:Ag (AlsLuzOy,) scintillator with a Retiga 4000DC camera (2048 x 2048 pixels, 1.48
pum pixel size).

A 1.1 mm tall volume (with 50 gm on the top and bottom to allow for slit scattering)
of ff-HEDM data was collected in six wedges of 60° with an x-ray attenuation of 7.75 mm
of lead using a GE amorphous silicon area detector (2048 x 2048 pixels, 200 pum pixel
size).

After the 200th cycle, a ffFHEDM scan was taken with 7 mm of lead attenuation to
capture more diffraction from the smaller grains in order to index the sample better for
the nf-HEDM reconstruction.

4.2.3 Data Processing

Far-field HEDM data

The ff-HEDM data was reduced using the HEXRD software package (https://github.
com/joelvbernier/hexrd) [31]. The initial detector parameters were calibrated using
a CeO, powder pattern to find the x-tilt, y-tilt, and distortions of the detector as well
as estimating the location of the sample rotation axis. The grains in the Ti-TAl sam-
ple were indexed and fit to the last full ring on the detector using lattice parameters of
a=2.9321 A and ¢ = 4.6843 A. Then, the detector calibration was finished using a high
completeness grain close to the vertical center of the scanned volume.

After the detector was calibrated, the dataset was reduced using a 26 max of 10.
CHESS has a vertical beam energy gradient that produces a systematic error in the
measured strain state which looks like a volumetric strain added onto the elastic strain
tensor. In order to correct for this, the volumetric strain of each grain was plotted against
the vertical component of its COM in the beam (Fig. 4.4). A line was fit to the data
and the same amount was subtracted from each of the principal components to force the
volumetric strain to zero. Then, this same volumetric strain was subtracted from each of
the subsequent scans. All data in the top and bottom 50 um was filtered out to account
for slit scattering.

The final ff-tHEDM scan was indexed and fit with 26 max values of 7, 10, 12.5, and
to the last full ring on the detector. Then these fits were stitched together in order to
get the best fits on as many grains as possible. The more rings that are used to fit the
grains, the better the fit, but small grains do not diffract as intensely as larger grains,
so the higher order x-ray peaks are too weak to be picked up on the outer rings. This
indexed data was then used to seed the nf-HEDM reconstruction.
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Figure 4.4: The x-ray beam at CHESS has an energy gradient which manifests as a
volumetric strain through the height of the beam.

Near-field HEDM data

The nf-HEDM data was reconstructed using a HEXRD with a 5 pm vertical step size
per layer and 5 pum resolution within the layer for 40 layers per scanned volume for a
total of 200 layers. All of the data in the top and bottom 10 pum was omitted and not
reconstructed to account for slit scattering. The layers of grain maps were read into and
stacked using Dream.3D [65].

4.3 Results

The initial tomography reconstruction showed that the cross sectional area for the
sample was ~0.94 mm? (Fig. 4.5). This means when the sample was loaded, the macro-
scopic stress was actually 585 MPa and the loaded scans were taken at 505 MPa.

Figure 4.5: The tomography reconstruction revealed the sample had a cross sectional
area of ~0.94 mm?.

The macroscopic stress-strain curve for the first cycle shows that some plasticity
occurred, while the curve for the second cycle exhibits a stable elastic response that lies
on top of the unloading of the first cycle (Fig. 4.6).
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Figure 4.6: The unloading for the first cycle has shifted slightly from the loading for that
cycle while the second cycle lands on top of the unloading cycle for the first cycle. By
the 100th cycle, the curve has shifted just slightly more, and the 200th cycle has shifted
even slightly more.

Figure 4.7: The nf-HEDM volume was reconstructed using HEXRD with no misorienta-
tion from the grain-averaged orientations found in the ff-HEDM data.

Within the 1 mm x 1 mm x 1 mm volume, 707 grains were found (Fig. 4.7), of which
553 were considered to be high fidelity (x? > 2 x 1073).

Histograms were made to examine the distribution of strain in the loading direction
at 0 load after varying numbers of cycles (Fig. 4.8). In the initial state, the peak of
the distribution is not at 0. It is slightly negative, and the distribution is asymmetric.
However, after the first cycle, the distribution shifts to symmetric and now peaks at 0.
By the time we reach 200 cycles, the distribution has broadened out and is asymmetric
again, but the peak of the distribution is still around 0.

This data for the initial change can also be analyzed using a normal probability plot
where a straight line would represent a normal distribution (Fig. 4.9). While cycles 1, 2,
and 5 appear to be reasonably approximated by the same distribution, the data for the
initial state is significantly different. The tail on the initial distribution shows that about
15% of grains have an initial strain higher than expected by the bulk of the distribution.
Additionally, the mean for the initial cycle has a higher compressive strain than the other
states.

In order to probe this result further, histograms were made of each grain’s change in
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Figure 4.8: The distribution of €55 in the initial state is significantly different from the
distributions of strains after 1, 2, and 5 cycles respectively. Later cycles show a devel-
opment of asymmetry in the distribution with the development of a tail in the negative
direction.

Figure 4.9: The normal probability distribution of €95 shows a change in the distribution
from the initial state to the states after 1, 2, and 5 cycles.
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€29. There was a wide distribution of Aegy for the first loading cycle while the majority
of grains exhibited very little change in ey over the second loading cycle (Fig. 4.10).

(a) (b)

Figure 4.10: During (a) the first cycle, there are more grains that have a non-negligible
change in €9y compared to (b) the second cycle.

Plotting Aegs vs. the initial €55 for the ensemble of grains reveals a correlation between
the original residual strain and the following change in strain in the loading direction.
The correlation shows grains with higher residual strains had a larger change in strain
which was roughly equivalent to the original strain.

Figure 4.11: Points which land on the y = —x line indicate a decrease in strain in the
loading direction by the amount of initial residual strain in the loading direction.

Taking a look at the Aegs vs. A orientation 4.3, the two variables turn out to be fairly
well correlated, which is useful in that, if the strain component parallel to the loading
direction implies slip events then the latter should cause lattice rotation, which is indeed
the case.

In the probability plots for the von Mises stress and strain distributions (Fig. 4.13),
a straight line indicates a normal distribution. The line rotates through increasing cycles
indicating that the distributions of von Mises stress and strain are broadening.

In addition to looking at von Mises stress, it is interesting to look at how the stress
tensor for each grain compares to the macroscopic stress tensor. Stress coaxiality angle
relates the stress state of an individual grain to the macroscopic applied load and can be
calculated as:

_ Omacro + Ograin
¢ =cos! 4.12
(||Umacro||||ggrain||) ( )
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Figure 4.12: The grains with greater change in strain in the loading direction also had
the greatest orientation change over the first cycle.

(a) (b)

Figure 4.13: Both the (a) von Mises stress and (b) von Mises strain show a rotation in
the distribution around the 30% value suggesting that the distribution is spreading out
(i.e. more high and low stress grains).

Schuren et al. [23] loaded a sample of Ti-TAl to close to the elastic limit, immediately
released it to 473 MPa (which would be similar load history to our the initial scan
of the sample being studied here), then held it at load for 24 hours. They showed
that upon initial loading the hydrostatic tension decreases linearly with increasing stress
coaxiality angle. However, in the sample being studied here, the opposite occurs, where
the hydrostatic stress increases linearly with increasing stress coaxiality angle. When
each successive state is graphed, however, around cycles 60-70 the trend changes towards
closer to what Schuren et al. saw. By the time cycle 200 is reached, there is a similar
shape to the post-creep state. One possible reason for the discrepancy in the initial state
is the data used by Schuren et al. was one cross-section averaged scan rather than a full
grain averaged volume.

The coaxiality angle can also be calculated with respect to each grains’ initial stress
state, rather than the macroscopic applied stress:

O'O L 0 i
¢ = cos™! (= R (4.13)
||Ugrain || ||Ugrain H
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Figure 4.14: Schuren et al. showed in the initial loading condition, hydrostatic stress
decreased linearly with stress coaxiality angle.

Figure 4.15: In the sample being studied here, the initial loaded state shows the opposite
trend to Schuren et al. with a rotation after 60-70 cycles towards the trend they saw. By
the 200th cycle, the trend matches their post-creep data point.

The distribution of the coaxiality angle with respect to each grains’ initial stress state
gets larger with increasing cycles (Fig. 4.16, which suggests that as the number of cycles
increases, the stress tensor of each grain becomes less aligned with its original stress
tensor.
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Figure 4.16: The distribution of coaxiality angles calculated with respect to the initial
grain stress tensor broadens through increasing cycles.

Figure 4.17: The initial elastic strain field in the loading direction was calculated from
the eigenstrain using evpFFT.

4.4 Modeling

The FF data was used along with the NF grain map to initialize the model using
Eshelby’s approximation (Eq. 4.10). This instantiation was put into evpFFT where the
elastic strain field was calculated (Fig. 4.4, then the elastic strain tensor was averaged
across each grain and compared with the measured elastic strain tensor (Fig. 4.4a). 3
was calculated from the slopes of the regression line with respect to y=x. The initial
elastic strain was recalculated and gave better correlations than without f;; (Fig. 4.4b).
The micromechanical model was run for one loading cycle (Fig. 4.4) and the calculated
strains were compared with the measured strains (Fig. 4.4). Five of the six strain tensor
components correlate well between the measured and modeled data after one cycle, and
the strain in the loading direction is the component that does not match.
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(b)

Figure 4.18: The correlations between modeled and measured strain are better after
calculating the f3;;.
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Figure 4.19: The elastic strain field in the loading direction after the first cycle calculated
using evpFFT.

Figure 4.20: All of the strain tensor components match reasonably well except for in the
loading direction.
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4.5 Discussion

“Boxbeam” nf-HEDM is still very much in development as well as nf-HEDM data
reconstruction using HEXRD. Currently, HEXRD only performs a near field-HEDM re-
construction of a 3D polycrystal with the list of orientations previously found in the far
field-HEDM reconstruction. This means that, if an orientation cluster is missing from
the ffEFHEDM results, it will also be missing from the nf-HEDM reconstruction. Also, the
nf-HEDM data will only be reconstructed using the grain-averaged orientation unless the
program is specifically told to reconstruct with misorientation allowed between the grain
average and each individual voxel, which is significantly slower. One nf-HEDM recon-
struction (40 layers) will take about two hours to finish on a 32 core workstation with
no misorientation specified, but will take closer to 72 hours for two misorientation steps.
This approach can be contrasted with the “traditional” nf-HEDM method that uses a
line-focused beam and layer-wise reconstruction in which each voxel is, in principle, inde-
pendently reconstructed thus allowing for the substantial orientation gradients found in
plastically deformed material. Nevertheless, the boxbeam approach enables efficient non-
destructive reconstruction of a 3D polycrystal with elastic strain. The results presented
here demonstrate the utility of applying the methods for investigating the response to
cyclic loading in a polycrystalline sample of Ti-7Al.

4.6 Conclusion

An experiment was conducted at CHESS in which a polycrystalline sample of Ti-
7Al was cyclically deformed and mapped using boxbeam nf-HEDM and f-HEDM. The
f-HEDM shows a decrease in residual elastic strain over the first cycle followed by an
increasing build-up of strain. The initial residual strain in each grain was anti-correlated
with the change in that same strain component over the first cycle. However, the mech-
anism for this drop in residual strain has not yet been identified. The distribution in the
von Mises stress and von Mises strain, which are scalar measures of shear stresses and
strains, broaden with increasing cycles. Initially, a graph of hydrostatic stress against
stress coaxiality angle shows a positive correlation but after about 65 cycles, the trend-
line has rotated to a negative correlation. By cycle 200, the hydrostatic stress vs. stress
coaxiality angle is a scatter plot with no obvious trend.

The modeling of the experiment was started using a spectral FFT-based microme-
chanical model, and using a modified Eshelby’s approximation leads to better correlations
between measured and modeled elastic strain values. After the first cycle, the modeled
values of elastic strain reasonably match those of measured experimentally except for the
strain in the loading direction. This is likely due to the need for a better plasticity model.
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