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Abstract 

Recently, the focus for military operations has shifted from the desert to 
cold climates, causing a corresponding shift in the military’s need to better 
understand the mobility of our current vehicle fleet in these areas. There-
fore, this work investigated the effects of winter conditions on military ve-
hicle mobility. The main objective was to detect obstacles on the scene.  

This study developed and tested a method for automatic obstacle detection 
in the digital elevation model of a scene. The method detects statistical 
anomalies relative to an estimated background image that contains no ob-
stacles. The sensitivity of the detection can be adjusted by a specified prob-
ability of false alarms, and the obstacle detection confidence is character-
ized by a probability of detection. The visible height of obstacles above the 
snow is related to the actual height of the obstacles above the ground.  

Compared to other detection techniques, the developed method is fast, cal-
ibrates itself to the cluttered images, operates with a single given image, 
and aligns with a detection quantification adopted in the receiver operat-
ing characteristic framework. The examples considered in this paper 
demonstrate high efficiency and applicability of the developed approach to 
the military vehicle mobility missions. 
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1 Introduction 
1.1 Background 

For the past 30 years, the U.S. military has been developing and using vehi-
cles designed for desert operations. These vehicles are heavily armored and 
intended for specific fighting conditions. Recently, the focus for military 
operations has shifted from the desert to cold climates, like those in the 
northern boreal regions. This caused a corresponding shift in the military’s 
need to better understand the mobility of our current vehicle fleet in these 
areas. This includes understanding overall sensor reliability and perfor-
mance in cold climates, obstacle detection in snow-covered areas, and route 
planning in northern regions. Work described in this report focused on de-
tecting snow-covered obstacles and what impact they may have on vehicle 
mobility in these complex environments. Output from this work will feed 
other work units in the Maneuver in Complex Environments work package 
to determine the overall time to target in all-season conditions.  

1.2 Objectives 

This work deals with three specific technical challenges. The first is effec-
tive acquisition of digital elevation models (DEMs) of the site of interest. 
When snow covers the ground, lidar may become less effective, increasing 
the importance of this challenge. The second challenge is the development 
of fast obstacle-detecting algorithms and corresponding detection confi-
dence characterization. Ideally, the data processing should be imple-
mented in real or near-real time. And the third one is estimating actual ob-
stacle height from its visible fraction above the snow.  

This report addresses the first challenge by using unmanned aircraft sys-
tem (UAS) and photogrammetry. It addresses the second challenge by the 
statistical anomaly detection algorithm. And it tackles the third challenge 
by revealing a connection between the actual and apparent heights 
through empirical studies. 

1.3 Approach 

Photogrammetry is the process of using conventional photos taken at dif-
ferent view angles to generate three-dimensional DEMs of a scene (Kasser 
and Egels 2002). The method has rapidly improved over the last several 



ERDC/CRREL TR-20-7 2 

 

years, and while research has been done on its accuracy (Uysal, Toprak, 
and Polat 2015), little progress has been made on implementing it into 
real-time applications. The biggest hurdle to overcome is the large compu-
tational load required to process large areas. However, barring the compu-
tational cost, photogrammetry can be cost effective compared to other re-
mote-sensing tools, such as lidar, for acquiring a three-dimensional site 
model. Photogrammetry remote sensing can be done with a consumer-
grade digital camera instead of requiring an expensive laser or sensor ar-
ray. In some cases, photogrammetry can be used in scenarios where lidar 
becomes ineffective (Deems, Painter, and Finnegan 2013). In snow, lidar 
requires additional calibration based on water content and density. These 
properties are not always known beforehand, especially in remote areas. 
Photogrammetry does not require calibration, although it does struggle 
with highly uniform and flat snow surfaces, due to insufficient information 
obtained from different viewing angles.  

Another area of interest is how snow affects the visibility of features pre-
sent in a scene. What is the baseline obstacle detectability, and how does it 
change with snow accumulation? This paper seeks to investigate this as-
pect by creating routines for obstacle detection and investigating the rela-
tionship between snow accumulation and obstacle height. 

There are a few approaches to detecting obstacles in a given image. These 
techniques include convolutional neural networks, inverse perspective 
mapping, using association and symmetry considerations, or slicing of a 
disparity matrix (Caltagirone et al. 2019; Prakash, Akhbari, and Karam 
2019; Wei et al. 2019; Zebbara et al. 2019; Zhang et al. 2019). However, 
these methods are not suitable for the current research objective. Some are 
designed for specific applications (e.g., obstacles on the road for vehicle 
collision avoidance), others fuse multiple sensor modalities (which re-
quires much more data and processing time), and yet others employ neu-
ral networks trained on specific types of obstacles. For example, two 
widely used methods, gray-level co-occurrence matrices (Jindal, Aggarwal, 
and Gupta 2018) and k-mean clustering (Kanungo et al. 2002), proved to 
be far too computationally or logistically complex for the intended applica-
tion. In addition, none of these methods quantify a degree of assurance 
that the detected anomaly is actually present as opposed to being a natural 
part of the scene. 
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The receiver operating characteristic (ROC) (Fawcett 2006; Powers 2011) 
is a common and widely accepted way to quantify binary detection systems 
(i.e., with only two outcomes, either detected or not). ROC naturally moti-
vates one to formulate the problem in a statistical context, which is less 
computationally intensive. For these reasons, this study uses the statistical 
anomaly approach. In this paradigm, the detection system is characterized 
by a ROC curve, which shows a dependence of the probability of detection, 
𝑃𝑃𝑑𝑑, as a function of the probability of false alarm, 𝑃𝑃𝑓𝑓𝑓𝑓. The probability of 
detection characterizes the probability to detect an obstacle if it is truly 
present there. The probability of false alarm characterizes the probability 
of false positive detection, that is, a detection of an obstacle when it is not 
truly there. An analyst should specify an acceptable level of 𝑃𝑃𝑓𝑓𝑓𝑓; and at this 
𝑃𝑃𝑓𝑓𝑓𝑓, obstacles will be detected, and their 𝑃𝑃𝑑𝑑 will also be calculated. Notably 
𝑃𝑃𝑑𝑑 and 𝑃𝑃𝑓𝑓𝑓𝑓 simultaneously reach theoretical limits of zero and one; that is, 
zero 𝑃𝑃𝑓𝑓𝑓𝑓 is possible (no false alarms) only if 𝑃𝑃𝑑𝑑 is also equal to zero (no de-
tection at all). Likewise, 100% detection (𝑃𝑃𝑑𝑑 = 1) is possible only if 𝑃𝑃𝑓𝑓𝑓𝑓 is 
also equal to 1 (all detections are false alarms). Good detection systems  
have high 𝑃𝑃𝑑𝑑 at low 𝑃𝑃𝑓𝑓𝑓𝑓. So, a low value of 𝑃𝑃𝑓𝑓𝑓𝑓 means fewer obstacles will 
be detected, increasing risk of not detecting a true obstacle. Conversely, a  
high value of 𝑃𝑃𝑓𝑓𝑓𝑓 means more obstacles will be detected, but the risk of 
false detections increases. 

This study performed various signal processing methods on DEMs cre-
ated with the photogrammetry software Agisoft Metashape (previously 
Photoscan). The images were taken with a Sony NEX-7 camera mounted 
on the Turbo-Ace Matrix UAS. The scene was georeferenced with several 
ground control points measured with the Trimble R8, Model 3, RTK GPS 
system. The output from Metashape is a GeoTIFF file depicting the scene. 
These were imported and exported through the QGIS software to make 
them compatible with MATLAB. The features in the DEMs were detected 
with MATLAB by using several different methods described in this report. 
Because of the high resolution of the DEMs, the results were decimated 
using a moving mean average. This reduces the original image resolution 
to a specified resolution, which smooths the data and reduces computa-
tional load. Photogrammetry has proven itself effective in outputting very 
accurate DEMs for a variety of purposes, such as surveying and construc-
tion, allowing accurate three-dimensional models. However, an underex-
plored facet of photogrammetry is the detection of obstacles covered in 
snow. This study flew several UAS missions during winter 2017–2018, al-
lowing the same scene and obstacles to be observed with varying levels of 
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snow depth. The first mission took place in November 2017 with no snow 
cover. With repeated DEM results from the same area, the effect of snow 
coverage on obstacle detection can be analyzed and understood. This pa-
per covers the methods tested in MATLAB to detect the obstacles under 
various conditions. 
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2 Detection Methods 

This study investigated two different approaches to detect features in the 
terrain elevation image: edge detection and texture detection (Canny 1987; 
Lim 1990; Parker 2010). Edge detection is best when the features have ab-
rupt height differences to the background (e.g., a wood table above a hard 
wood floor). Texture detection works optimally when the feature has a dif-
ferent surface texture when compared to the background (e.g., a smooth 
rock in a field of grass). In the case of the test scene, neither method ini-
tially appeared more suitable because snow accumulation normalizes both 
height and surface texture.  

2.1 Edge detection 

2.1.1  General 

The simplest and most common approach to feature detection is edge de-
tection. This approach finds acute changes in elevation between two adja-
cent spatial locations, indicating the edge of a feature. One can find these 
locations by comparing the magnitude of spatial two-dimensional 𝑥𝑥- and 𝑦𝑦-
derivatives of the scene (the gradient) with a specified gradient magnitude 
detection threshold. This task used the built-in MATLAB function edge, 
found in the Image Processing Toolbox. The edge function has multiple set-
tings; the four most prominent edge detection methods tested were Sobel, 
Prewitt, Roberts, Canny, and the Laplacian of a Gaussian (LoG). 

2.1.2  Different edge detection methods  

2.1.2.1  Sobel, Prewitt, and Roberts 

Spatial derivatives on a numerical computational grid can be calculated 
using the Sobel, Prewitt, or Roberts derivative approximations, which are 
the three most common edge detection methods. Unlike simple finite dif-
ference derivative approximation around a given location, these tech-
niques use a 3 by 3 pixel area around each location in the image to esti-
mate the spatial gradient. Consequently, these techniques provide 
smoothed gradient estimates. The difference between the methods lies in 
the spatial mask used to better approximate the spatial derivatives, which 
results in different weights prescribed to these 3 by 3 area pixels. 

Given a neighborhood of values in the image, 
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 𝐈𝐈 = �
𝑧𝑧1 𝑧𝑧2 𝑧𝑧3
𝑧𝑧4 𝑧𝑧5 𝑧𝑧6
𝑧𝑧7 𝑧𝑧8 𝑧𝑧9

�, (1) 

the Sobel method applies the following masks: 

 𝐌𝐌𝑆𝑆𝑆𝑆 = �
−1 0 1
−2 0 2
−1 0 1

� ,    𝐌𝐌𝑆𝑆𝑆𝑆 = �
−1 −2 −1
0 0 0
1 2 1

�, (2) 

for the 𝑥𝑥- (from left to right) and 𝑦𝑦- (from up to down) derivatives, respec-
tively. To get a smoothed Sobel approximation of the two-dimensional gra-
dient of the image at the center point (𝑧𝑧5), these matrices are convolved 
with I: 

 𝐠𝐠𝑥𝑥 = 𝐌𝐌𝑆𝑆𝑆𝑆 ∗ 𝐈𝐈,     𝐠𝐠𝑦𝑦 = 𝐌𝐌𝑆𝑆𝑆𝑆 ∗ 𝐈𝐈, (3) 

where the asterisk represents the two-dimensional convolution. The mag-
nitude of the two-dimensional horizontal gradient is given by 

 𝐠𝐠 = ��𝐠𝐠𝑥𝑥2 + 𝐠𝐠𝑦𝑦2�, (4) 

where the squaring of a matrix is understood on the element-by- 
element basis. The direction of the gradient relative to the 𝑥𝑥-axis, 𝛉𝛉, 
can be found using  

 𝛉𝛉 = atan 𝐠𝐠𝑦𝑦
𝐠𝐠𝐱𝐱

. (5) 

𝛉𝛉 = 0 means a zero vertical gradient, indicating a vertical edge. For the 
Prewitt method, the 𝑥𝑥- and 𝑦𝑦-derivative masks, respectfully, are 

 𝐌𝐌𝑃𝑃𝑃𝑃 = �
−1 0 1
−1 0 1
−1 0 1

� ,    𝐌𝐌𝑃𝑃𝑃𝑃 = �
−1 −1 −1
0 0 0
1 1 1

�. (6) 

The only difference between the Sobel and Prewitt methods is the 
weighting of the nearest point to the center of the matrix.  

The Roberts approximation is different in that it takes simplified 45° and 
135° derivatives: 
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 𝐌𝐌𝑅𝑅𝑅𝑅 = �
0 0 0
0 −1 0
0 0 1

� ,    𝐌𝐌𝑅𝑅𝑅𝑅 = �
0 0 0
0 0 −1
0 1 0

�. (7) 

The edge detection based on the Roberts approximation is generally less 
used due to its simpler nature and limited robustness overall. The masks 
given in equation (7) are not symmetrical and do not effectively detect 45° 
angles. The Roberts method has a few benefits in specific applications, 
aside from its speed and generally serviceable accuracy (Parker 2010). 

2.1.2.2  Laplacian of a Gaussian (LoG) 

The LoG method uses the Laplacian of the two-dimensional Gaussian 
function, 

 𝐺𝐺(𝑥𝑥, 𝑦𝑦) = 𝑒𝑒−
𝑥𝑥2+𝑦𝑦2

2𝜎𝜎2 . (8) 

Its Laplacian is  

 ∇2𝐺𝐺(𝑥𝑥,𝑦𝑦) = 𝜕𝜕2𝐺𝐺(𝑥𝑥,𝑦𝑦)
𝜕𝜕𝑥𝑥2

+ 𝜕𝜕2𝐺𝐺(𝑥𝑥,𝑦𝑦)
𝜕𝜕𝑦𝑦2

=�𝑥𝑥
2+𝑦𝑦2−2𝜎𝜎2

𝜎𝜎4
� 𝑒𝑒−

𝑥𝑥2+𝑦𝑦2

2𝜎𝜎2 . (9) 

This method convolves the original image with the expression in equation 
(9). This operation smooths the image and results in double-edge features 
(positive and negative values) where there are large gradients, indicating 
the presence of obstacles. The actual edges are then located by finding the 
zero crossings between the double edges. In this case, the detection thresh-
old applies to the deviation of LoG-filtered image values from zero. By de-
fault the detection threshold equals the standard deviation, 𝜎𝜎.  

2.1.2.3  Canny’s method 

The Canny method is the most complex edge detection tool built into 
MATLAB’s edge function. It integrates both the Sobel and the Gaussian 
methods and adds a filtering algorithm to remove weak edge points adja-
cent to strong edge points. The Canny method can be summarized into the 
following four main steps: 

1.  Smooth the image using a Gaussian filter with a specified standard devia-
tion 𝜎𝜎 to reduce noise. 



ERDC/CRREL TR-20-7 8 

 

2. Find the local gradient magnitude, equation (4), and edge direction, equa-
tion (5). Then use Sobel’s method to determine the edges and the local 
maximum derivative with a default detection threshold. 

3. Ignore edge pixels that are not local maximums. The removed locations 
are “weak” edge points, and the remaining edge locations are “strong.” 
This process is called nonmaximal suppression. 

4. Link the edges by reintegrating the weak edge pixels that surround strong 
edge pixels.  

The Canny method is the most powerful of these edge detection tools as it 
accounts for the gradient leading up to and continuing after an edge, draw-
ing clearer edges than Sobel’s or Prewitt’s methods alone, while also inte-
grating smoothing similar to LoG. The result is a clearer picture of the 
most intense edges, connected disparate edges, and indication of weak 
edges, altogether giving the image a better defined shape. 

2.1.3  Edge detection output 

To reduce excessive computational load and to smooth outliers in the im-
age, DEMs were decimated to a lower resolution and smoothed using a 
two-dimensional, nonoverlapping moving average with a specified spatial 
averaging distance. For example, decimating with a 1 m averaging distance 
requires replacing each pixel value in a 1 m2 area with the average value of 
the pixels contained within that area. Repeating this process over the 
whole area effectively decimates the image to a 1 m resolution. Figure 1 
shows the effect of varying averaging distances on edge detection using the 
Sobel method with MATLAB’s default threshold value. 

Figure 1 shows that a decimation of 0.5 m is optimal due to its low number 
of false alarms while still effectively detecting each obstacle. The resulting 
size of the decimated image is also much more manageable compared to 
the raw DEM. The rest of the edge detection results in this paper will use a 
decimation of 0.5 m.  
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Figure 1.  Effects of varying the averaging distance for the Sobel edge detection with a default 
detection threshold value: (a) no smoothing. (b) 0.1 m, (c) 0.5 m, and (d) 1 m. 

 

Figure 2 shows the results of each edge detection method using default 
thresholds, which are based on a rough estimate of the signal-to-noise ra-
tio (Pratt 2013). Explicit threshold specification based on the accepted 
probability of false alarm is described in section 3.  

Figure 2 shows that the Sobel, Prewitt, and Roberts methods performed 
quite well, identifying the obstacles with some false alarms in areas close 
to the boundaries. The default secondary threshold for the Canny method 
was too low; connecting distant noise points resulted in a cluttered image. 
The LoG method performed similarly to the Canny method, with many 
false alarms. The Sobel and Prewitt methods performed best, so this study 
proceeded with the Sobel method to find the baseline for other images to 
compare to texture detection. 
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Figure 2.  Plots of the edge detection results with default thresholds: (a) image of the scene 
(b) Sobel’s method, (c) Prewitt’s method, (d) Roberts’ method, (e) Canny’s method, and (f) 

Laplacian of Gaussian method. 

 

Figure 3 demonstrates the effect of using different detection thresholds for 
the same scene sensed on 20 November 2017.  

One can see in Figure 3 that the edge detection results depend significantly 
on the applied detection threshold. Varying the threshold from 0.011 to 
0.025 (the MATLAB default is 0.018), one can detect more or fewer edges 
in the same image regardless of whether they are actual obstacles or false 
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alarms. Similar behavior is observed for other edge detection and texture-
analysis methods. This clearly indicates a necessity to develop a quantifi-
cation method that allows one to choose the detection thresholds system-
atically, as described in section 3. 

Figure 3.  Effect of applying different detection thresholds for edge detection using the 
Sobel method. The middle plot shows the default threshold results. Black indicates 

detected edges. The left image applies the smaller threshold, and the right image applies 
the greater threshold. 

 

2.2 Texture detection 

Similar to the smoothed gradient estimates of edge detection, texture detec-
tion uses spatial masks around every pixel to transform the original image 
to a new image. These masks highlight visible traits of the image, such as 
roughness or distinct patterns. Two common methods of texture detection 
are the range filter and the standard deviation (STD) filter. Each mask con-
siders a 𝑛𝑛 × 𝑚𝑚 neighborhood around a center pixel and applies a certain op-
eration to the neighborhood to find the new value for the center pixel. Be-
cause variation in the scene is relevant to texture detection, the decimation 
distance has been reduced to 0.1 m for the range and STD masks. 

The range mask calculates the maximal absolute difference between the 
central pixel and the rest of the neighborhood, the size of which the user 
specifies. This method is useful when there is a pattern in the scene repre-
senting a change in texture instead of a sudden jump in intensity.  
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For the STD mask, one calculates the standard deviation of a 𝑛𝑛 × 𝑚𝑚 neigh-
borhood of points taken around a center pixel. This mask is useful when 
there are statistically consistent variations in the texture; and though the 
variation is not enough to be qualified as an edge, the consistency and STD 
magnitude are enough to mark it apart from the background.  

On most images analyzed in this report, the outputs of the texture masks 
show the obstacles much more clearly than the edge detection methods’ 
outputs. The results of the two masks are very similar; however, the range 
filter is less robust. As an example, Figure 4 shows the results of texture 
analysis with the range and STD filters on an image with no decimation to 
avoid any decimation effects.  

Figure 4.  Results of the texture-analysis methods with the mask size of 1 m without 
image decimation: (a) range mask and (b) STD mask.  

 

The range mask is also systemically much more sensitive to noise than the 
STD mask. This conclusion holds for images with decimation. For this rea-
son, the Standard Deviation mask is considered better than the range 
mask, at least for the tested data sets. 

2.3 Taking into account a desired obstacle size 

This research effort investigated several preprocessing techniques to re-
duce false alarm detections. These include spatial filtration (Gaussian filter 
and spatial spectral filtration), image detrending (mean removal, zero-pe-
rimeter background removal, least-squared plane fit to remove possible 
slopes in the scene, and nonlinear background removal using a moving av-
erage), and spatial filtration to the specified obstacle size. This subsection 
presents results for the filtration to the specified obstacle size as being the 
most consistent for distinct scenes. 
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The spatial filtration technique considered here averages the terrain eleva-
tion values over the spatial area of the characteristic obstacle size. Indeed, 
for most vehicles, terrain roughness of the 5 cm horizontal scale does not 
pose a threat to mobility. For some other vehicles, even larger objects may 
not be a problem. Therefore, if one averages values over the area of this 
size, all small terrain elevations will be averaged out, reducing false 
alarms. Consequently, larger obstacles will be seen more clearly. Given the 
desired minimal scale of obstacle to be detected, the algorithm uses a mov-
ing average over the image and smooths out smaller height variations. Fig-
ure 5 presents the results obtained from the smoothing algorithm. Figure 
5a depicts a nonlinear two-dimensional background calculated using the 
moving average algorithm with spatial scales of 10 m in both 𝑥𝑥- and 𝑦𝑦-di-
rections. Figure 5b shows the detected obstacles. Note that the obstacle de-
tection was also obtained using the moving average filter applied to the 
detrended scene (the original minus the trend) but using much smaller 
spatial scales of 50 cm. With the correctly chosen detection threshold, all 
obstacles were detected with very few false alarms (Figure 5). The next sec-
tion describes the method for threshold determination.  

Figure 5.  Detection of obstacles accounting for their size: (a) moving average two-
dimensional trend and (b) detected obstacles in black. 
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3 Quantification 

The results from the previous sections clearly indicate that detection de-
pends significantly on the applied detection threshold. As argued in the In-
troduction, a natural way to determine the threshold value can be found 
within the ROC framework. This section considers how a specified proba-
bility of false alarm can be used to determine the detection threshold and 
investigates how detections with this threshold can be quantified by esti-
mating their probability of detection. This section uses the Sobel edge de-
tection method as an example. 

The first step in specifying the threshold value for the Sobel method is to 
estimate the probability density function (PDF) for 𝑥𝑥-derivative values for 
a background image (no obstacles). The problem is that there is no image 
available without obstacles; the one that is analyzed, most likely, contains 
obstacles. This problem can be resolved by using robust estimates for PDF 
parameters, which ignore obstacles. The procedure is described next. 

Figure 6a shows the 𝑥𝑥-derivative image obtained with the Sobel method. 
One can see that, apart from the edges of obstacles, the derivative values 
are fairly homogeneous, with a slightly positive mean due to an overall 
scene slope. Considering these values as a set of random numbers drawn 
from the same probability distribution, their PDF can be estimated using 
the kernel density estimator (KDE), which provides a nonparametric PDF 
estimate, free of any assumption about the shape of the PDF (Wand and 
Jones 1994). The blue curve in Figure 6b shows the estimated PDF. 

Figure 6.  Statistics for the x-derivative in the Sobel method: (a) x-derivative and (b) 
nonparametric (KDE) and parametric probability distribution functions for the image in a. 
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The estimated PDF provides a clue to which family of analytical distribu-
tions can be used for modeling the data. Obviously, the curve is well de-
scribed by the normal distribution, for which robust estimates (ignoring 
the outliers, which are associated with obstacles in this framework) of the 
mean, 𝜇𝜇𝑥𝑥, and standard deviation, 𝜎𝜎𝑥𝑥, can be made using sample quantiles, 
which are known to be robust with respect to outliers in the data (Johnson 
and Wichern 2002). Specifically, they are given by  

 𝜇𝜇𝑥𝑥 = 𝑞𝑞50,         𝜎𝜎𝑥𝑥 = (𝑞𝑞75 − 𝑞𝑞25)/1.349, (10) 

where 𝑞𝑞25, 𝑞𝑞50, and 𝑞𝑞75 stand for 0.25, 0.5, and 0.75 quintiles, respectively. 
Figure 6b shows the analytical normal PDF (red) with these parameters. 
One can see that it matches the nonparametric KDE estimate with a high 
degree of accuracy. Similar estimates can be made for the 𝑦𝑦-derivative to 
obtain 𝜇𝜇𝑦𝑦 and 𝜎𝜎𝑦𝑦. 

Second, given the mean and standard deviations of the derivatives, their 
values can be standardized to obtain the following normalized sets: 

 𝐠𝐠�𝑥𝑥 = 𝐠𝐠𝑥𝑥−𝜇𝜇𝑥𝑥
𝜎𝜎𝑥𝑥

,    𝐠𝐠�𝑦𝑦 = 𝐠𝐠𝑦𝑦−𝜇𝜇𝑦𝑦
𝜎𝜎𝑦𝑦

, (11) 

where the subtraction of the means and division by the standard devia-
tions are performed for each element of matrices 𝐠𝐠𝑥𝑥 and 𝐠𝐠𝑦𝑦. This normali-
zation produces 𝐠𝐠�𝑥𝑥 and 𝐠𝐠�𝑦𝑦 values distributed with zero mean and unit 
standard deviation. 

The magnitude of the standardized spatial gradient can be characterized by  

 𝐠𝐠�2 = 𝐠𝐠�𝑥𝑥2 + 𝐠𝐠�𝑦𝑦2 , (12) 

where, again, the square operation is performed for every element of the 
matrices. 

Third, assuming that 𝐠𝐠�𝑥𝑥 and 𝐠𝐠�𝑦𝑦 are statistically independent (indeed, there 
are no considerations causing the spatial derivative in the 𝑥𝑥-direction to be 
dependent on the derivative in the 𝑦𝑦-direction) and are normally distrib-
uted (see Figure 6b), the values in 𝐠𝐠�2 are distributed in accordance with 
the chi-squared probability distribution with two degrees of freedom, 𝜒𝜒22.  
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The detection threshold, 𝑇𝑇, is found as a value of 𝐠𝐠�2 such that the proba-
bility to exceed this threshold in the background image (due to random 
natural variations in the scene) equals the given 𝑃𝑃𝑓𝑓𝑓𝑓. Using the properties 
of the cumulative distribution functions (CDF), this threshold can be 
found as the inverse CDF of the 𝜒𝜒22 probability distribution, taking 1 − 𝑃𝑃𝑓𝑓𝑓𝑓 
as the argument: 

 𝑇𝑇 = invCDF𝜒𝜒22�1 − 𝑃𝑃𝑓𝑓𝑓𝑓�. (13) 

All values of 𝐠𝐠�2 above this threshold are considered to be obstacles with  
the probability of 𝑃𝑃𝑓𝑓𝑓𝑓 to occur naturally (to be false alarms). Note that if  
𝑃𝑃𝑓𝑓𝑓𝑓 is chosen too small, the detection threshold becomes too large, which 
results in fewer obstacles detected. For extremely homogeneous images 
(like, undisturbed snow), no obstacles will be detected, which is a desirable 
outcome. Similar considerations apply to other detection techniques con-
sidered in this report, such as the range or STD filter and moving average 
intensity. In these techniques, the chi-squared distribution with a single 
degree of freedom should be used, 𝜒𝜒12, because there is no second term 
contributing to the magnitude of the random quantity under consideration 
(e.g., STD), as it is the case with the two-dimensional spatial gradient, 
equation (12). Figure 7a shows the detection thresholds for the chi-
squared distributions with one and two degrees of freedom as functions of 
the probability of false alarm. 

Once some pixels in the image are identified as obstacles, it is worthwhile 
to quantify their probability of detection, that is, the probability that the 
actual obstacle is detected. In this study, such an estimate assumes that 
the variance of each pixel in the image remains equal to the variance found 
from the background image. The mean of the background distribution is 
set to the actual values of the image at each pixel. This can be visualized as 
shifting the background image distribution, without changing its shape, to 
center it to the actual pixel value. This leads to the noncentral chi-squared 
probability distribution for calculating 𝑃𝑃𝑑𝑑.  

Such a procedure has a clear practical interpretation. Namely, for values 
just equal to the detection threshold, the probability of detection is 0.5. 
That is, the detected obstacle can be either a natural feature or an actual 
obstacle with equal probability. This makes sense as the value lies just on 
the boundary of detection. The developed quantification algorithm will not 
detect anomalies whose probability of detection is less than 0.5. In other 
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words, those anomalies, which have less than 0.5 probability of being true 
obstacles, are not considered worthwhile for detection.  

Figure 7b shows a probability of detection map, using the Sobel method, 
for obstacles without a snow cover for 𝑃𝑃𝑓𝑓𝑓𝑓 = 10−2. The 𝑃𝑃𝑑𝑑 is high for the 
detected obstacles since they are clearly seen relative to the background. 
But there are also many false alarms, notably in the corners, where 𝑃𝑃𝑑𝑑 is 
significantly closer to 0.5. Figure 7c demonstrates that reducing the de-
sired probability of false alarm to 𝑃𝑃𝑓𝑓𝑓𝑓 = 10−8 almost completely eliminates 
false alarms for this image. 

Figure 7.  Quantification of obstacle detection: (a) detection threshold for the chi-squared 
distribution with the degrees of freedom equal one and two, (b) probability of detection map 

for Pfa = 10−2, and (c) probability of detection map for Pfa = 10−8. 
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4 Application 

This section describes the results of applying the developed techniques to 
different scenes. A scene without a snow layer has the best detection and 
will serve as a reference point. Among a variety of methods, the texture de-
tection with the STD filter proves to be a robust and fast technique for ob-
stacle detection. Texture detection does not require image preprocessing, 
such as background slope removal or filtration. This study investigated 
preprocessing techniques for each detection method, but they were found 
to be unnecessary for the STD texture detection. Therefore, the results pre-
sented here are obtained with the STD filter applied directly to the DEM 
image. The main objective of this section is to investigate how well the 
method works for snow-covered scenes and how the height of detected ob-
stacles can be characterized for a given snow depth, which is important for 
vehicle mobility predictions.  

The test obstacles were natural and man-made objects. They consisted of 
eight metal half-round culverts with a varying radius from 10 to 30 cm, 
two holes in the ground 17 cm and 38 cm deep, two rock piles 15 cm and 
14 cm high, and two dirt mounds 8 cm and 22 cm high. Figure 8 shows the 
obstacles and describes each. 

Figure 8.  Test obstacles. 

 

Obstacle # Height (cm) Description 

1 15 Half Round 

2 23 Half Round 

3 15 Half Round 

4 23 Half Round 

5 30 Half Round 

6 41 Half Round 

7 10 Half Round 

8 30 Half Round 

9 14 Rock Pile 

10 -38 Hole 

11 22 Dirt Mound 

12 15 Rock Pile 

13 -17 Hole 

14 8 Dirt Mound 

 
Figure 9 shows the obstacle detection at different snow depths on 27 De-
cember 2017 (32 cm of snow), 10 January 2018 (40 cm of snow), and 12 
February 2018 (27 cm of snow). The first row of plots in Figure 9 depicts 
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the baseline reference case with no snow, taken on 20 November 2017. 
The pictures in the left-most column depict either visual spectrum or near-
infrared spectrum images of the scene. Bühler et al. (2016, 2017) found the 
infrared band with wavelengths 830 nm and above to be the best visual 
spectrum to detect subtle variations in the snow, which appears flat in the 
conventional visual spectrum. The pictures in the middle depict detected 
obstacles at the 𝑃𝑃𝑓𝑓𝑓𝑓 specified in the picture title (from 0.01% to 1%), and 
the pictures in the right-most column show probability of detection maps.   

As one can see, the STD texture filter reliably detects obstacles in all cases; 
there were only a few false-alarm detections. The increase of false-alarm 
detections on 10 January 2018 (the middle row in Figure 9) is due to the 
presence of snowdrifts. However, from the algorithms perspective, the 
height variations of the snowdrifts are the same as those of the true obsta-
cles, meaning that the snow drifts might likely be considered true obsta-
cles. A clue to the confidence of detection can be drawn from the probabil-
ity of detection map (the right-most column) where snow drifts have gen-
erally smaller 𝑃𝑃𝑑𝑑 than the actual obstacles. 

A question of practical interest is whether the detection method can cap-
ture a water body, such as a river. From an operational perspective, rivers 
are major natural obstacles for vehicle mobility. Figure 10 depicts river 
and obstacle detection seen within the same scene, analyzed on 31 January  
2019 at two levels of 𝑃𝑃𝑓𝑓𝑓𝑓. As one can see, the river detection is very reliable. 
Nearby obstacles, however, might be missed if their height variation is too 
small. This is a consequence of automatic self-calibration to the average 
variability captured in the image. Again, higher false-alarm probability al-
lows for the detection of more subtle height variations, as seen in Figure 
10c and d. 

The next section describes the connection between observable obstacle 
height above the snow and the true buried obstacle height at a given 
snow depth. 
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Figure 9.  Obstacle detection at different snow-layer depths. 

 

Probability of Detection Results of Obstacle Detection 
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Figure 10.  Detection of a river and obstacles: (a) detection at Pfa = 0.01%, (b) Pd 
for Pfa = 0.01%, (c) detection at Pfa = 1%, and (d) Pd map for Pfa = 1% 

  

  

(a) (b) 

(c) (d) 
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5 Effects of Snow Depth on Obstacle 
Detection 

The experiments showed that obstacle detection depends on snow depth. 
As snow accumulates, it drifts and settles between obstacles, flattening the 
scene, eventually leading to the complete obfuscation of features. Feature 
geometry also affects detection and likely interacts with other snow prop-
erties not accounted for, such as moisture content, density, and accumula-
tion rate. The final consideration is how repeated thaw and snowfall cycles 
may further homogenize the scene. Taking measurements of these effects 
was not part of this study. Given the complex and indeterminate nature of 
the snow properties and disregard for feature geometry effects, this study 
made inferences by comparing feature height and feature detectability at 
distinct snow depths.  

Figure 11 shows the detectability of 23 cm radius culverts at varying 
snow depths.  

Figure 11.  A cross section of 23 cm half rounds: (a) Obstacle #2 in Fig. 8 and (b) 
obstacle #4 in Fig. 8. The curves represent cross sections of the obstacles with snow 

cover (except in November). The dashed curve indicates no detection. 

 

Obstacle #2, Figure 11a, was detected at all times except for the month of 
January, which had the highest snow depths of 40 cm. Obstacle #4, Figure 
11b, was detected at all times. Figure 11 shows that obstacles of certain 
heights become undetectable at some snow depths. Therefore, it would be 
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advantageous to estimate what size obstacles will be completely covered by 
a certain snow depth and when obstacles are not completely covered but 
are detected, knowing how their apparent height (i.e., above snow) relates 
to their true height (i.e., above ground).  

Figure 12 shows the analysis of the tested culverts. The plot relates the ap-
parent height to the true height for varying snow-layer depths. The base-
line case (no snow) will have a line drawn at 45°, meaning that the appar-
ent height equals the true height. First, note that up to some height, obsta-
cles are not detected at all (the detected height is zero). When they are de-
tected, their apparent height can differ profoundly from their actual 
height, depending on the snow depth. More data and experiments are 
needed to statistically justify the results in Figure 12, but this figure serves 
as a guideline for the inverse problem. Namely, it addresses two practical 
questions: given the snow depth, (1) what is the minimal obstacle height 
for detection, and (2) knowing the obstacle’s height above the snow, what 
is the actual height above the ground? 

Figure 12.  The relationship between actual and above-the-
surface obstacle heights at different snow depths. 

 

The experimental results demonstrate several general trends: 

• Culverts are generally obscured once covered by 1.8 times their height 
in snow. 

• The two dirt mounds were harder to detect than culverts. 

5 10 15 20 25 30 35 40 45

Obstacle Height (cm)

0

5

10

15

20

25

30

35

40

45

H
ei

gh
t a

bo
ve

 s
ur

fa
ce

 (c
m

)

True Height vs Detected height for various snow depths

0 cm

32 cm

40 cm

27 cm

Snow Depth



ERDC/CRREL TR-20-7 24 

 

• The rock piles were always detected with a maximum ratio of snow 
depth-to-pile height of 2.77. One would infer that they would become 
undetectable with several meters of snow, but the exact upper limit is 
still unknown. 

• The two holes were never detected, even with snow-to-depth ratios less 
than 1. It takes less snow to obscure a hole than it does to obscure a 
culvert. Therefore, in general, the geometry of obstacles is an im-
portant factor. 

Future efforts should focus on incorporating the results into vehicle mobil-
ity models and refining the developed tools. For example, for unknown 
scenes, both edge detection and texture-detection algorithms can be used 
because it is not known whether an obstacle will have sharp edges. Second, 
future studies should develop the model relating the apparent obstacle 
height to the actual height, either using theoretical considerations, more 
experiments, or both. Third, the obstacle detection can be implemented 
not from the point of view of statistical anomalies but from the point of 
view of vehicle capability. That is, if a vehicle cannot pass over an obstacle 
of a certain height, then all elevations above this height should be marked 
as obstacles. 
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6 Conclusions 

This report characterizes vehicle mobility in the presence of snow-covered 
obstacles. The study developed a method for automatic obstacle detection 
and estimation of detection confidence that detects statistical anomalies 
relative to the estimated background image (i.e., the image without obsta-
cles). The obstacle detection is based either on the anomalously large spa-
tial gradients of the surface elevation map (edge detection) or standard 
deviation in the vicinity of every pixel in the image (STD filter). The prob-
ability distributions of these quantities for the background image are as-
sumed to be chi-square distributed. The distribution parameters are esti-
mated from the given image using robust statistics (sample quantiles, 
which are robust relative to the outliers). Such an approach allows one to 
“recreate” statistical properties of a background image using just a single 
given image with anomalies.  

The sensitivity of detection depends on the chosen probability of false 
alarm, and the confidence of detection is characterized by the probability 
of detection. Such a quantification tightly ties to the receiver operation 
characteristic, which is a gold standard in the theory of detection. The ad-
vantages of the statistical anomaly approach compared to other popular 
methods (such as neural networks and other machine learning techniques) 
is its numerical efficiency, independence from the type of obstacles, auto-
matic recalibration to capture average height variability in the image, and 
statistical characterization of the sensitivity and confidence of the detec-
tion. However, a drawback of the self-calibration might be missing low-
height obstacles in a highly cluttered image. This is especially true when 
the clutter occupies most of the image. Other algorithms (e.g., fixed-height 
detection thresholds) should be used if detection of low-height obstacles is 
still important.  

The cases considered in this paper highlight the efficiency and applicabil-
ity of the developed method. From here, autonomous vehicle mobility pro-
grams can incorporate this automatic obstacle detection, advancing one of 
the most recent Army priorities. This will allow for efficient autonomous 
navigation and rerouting and will contribute to the Army’s next-generation 
military vehicles. 
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