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ABSTRACT Recent advances in head-mounted eye-tracking technology have allowed researchers tomonitor
eye movements during locomotion in real-world environments, increasing the ecological validity of research
on human gaze behavior. While collecting eye-tracking data is becoming more accessible, visual analytics of
eye-tracking data remains difficult and time-consuming. As such, there is a significant need for developing
efficient visualization and analysis tools for large-scale eye-tracking data. This work develops a first-
of-its-kind eye-tracking data visualization and analysis system that allows for automatic recognition of
independent objects within field-of-vision, using deep-learning-based semantic segmentation. This system
recolors the fixated objects-of-interest by integrating gaze fixation information with semantic maps. The
system effectively allows researchers to automatically infer what objects users view and for how long in
dynamic contexts. The contributions are 1) a data visualization and analysis system that uses deep-learning
technology along with eye-tracking data to automatically recognize objects-of-interest from head-mounted
eye-tracking video recordings, and 2) a graphical user interface that presents objects-of-interest annotation
along with eye-tracking data information. The architecture is tested with an outdoor case study of users
walking around the Tufts University campus as part of a navigation study, which was administered by a
team of research psychologists.

INDEX TERMS Eye-trackers, cognitive science, data visualization, data analysis, deep-learning.

I. INTRODUCTION
Numerous research areas and commercial products utilize
head-mounted eye-tracking devices, such as education [1],
cognitive psychology [2], usability marketing [3], [4], on-
road driving applications [5], medical applications [6], [7],
information visualization research [8]–[10], eye-control
accessibility, and assistive technology [10], [11].

Head-mounted eye-trackers are lightweight and unobtru-
sive, which enables the recording of eye movements without
restricting movement in more naturalistic experimental set-
tings [12]–[14]. High-frequency infrared eye cameras con-
tinuously monitor and record pupil position by tracking the
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distance between the center of the pupil and the position of
artificially illuminated corneal reflections [15], [16]. Offline
analysis of this data yields information about discrete eye
movement events such as fixation, saccades, smooth pursuit,
and scanpath.

Ultimately, present-day eye-tracking technology allows
researchers to extract eye movement data to indicate where
the participants looked, what they looked at, and for how long
the viewing had occurred [17], [18]. Data visualization and
analytic approaches have been developed to better understand
the nature of eye movements [19]–[21]. However, visualizing
and analyzing eye-tracking data collected during real-world
locomotion poses a particular analytic challenge for automat-
ically obtaining information on where a person is looking at
and what a person is looking at in a specific scene [22]–[25].
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TABLE 1. Research questions that eye-tracking researchers are
investigating.

Most eye–tracking analysis systems utilize manual anno-
tation systems which are challenging and time-consuming.
Few eye-tracking analysis systems exist that can enable the
automatic categorization of what people looked at without
manually tagging the areas-of-interest (AOI) in the video.
However, there are no automated visual analytic tools that can
present all three aspects (Q1: where, Q2: what, and Q3: how
long) in a dynamic scene video. They are described in more
detail in Table 1.

Table 2 describes the existing eye-tracking methodologies
along with their descriptions and features (Q1, Q2, Q3).
To the best of the author’s knowledge, there are currently no
solutions to automate visualization of massive head-mounted
eye-tracking data that combines the Q1: where, Q2: what, and
Q3: how long information types in a single visualization and
analysis tool.

The presented ISeeColor software architecture tackles
these three primary questions (Q1-Q3) for eye-tracking
data visualization and analysis. It integrates gaze direction
information (where) from the hardware, enables automatic
recognition for fixated objects in areas-of-interest (objects-
of-interest) using image semantic segmentation (what), and
facilitates data visualization using fast-speed image recol-
oring based on the fixation duration (how long). The main
contributions of ISeeColor are:

i ISeeColor can automatically annotate objects-of-
interest (OOI) by adapting deep-learning-based scene
semantic segmentation. This minimizes the need for
time-consuming and error-prone manual annotation.

ii ISeeColor implements efficient and low-cost OOI recol-
oring. It uses color to represent fixation duration values.
Color is a simple and intuitive indicator for data visual-
ization and for highlighting certain OOI based on gaze
density. Furthermore, the color scale can be set by the
user.

iii ISeeColor offers a user-friendly graphical user interface
(GUI), where OOI’s are recolored while the color inten-
sity changes based on the fixation duration overlaid on
a video recording from the scene camera.

This paper is organized as follows: Section 2 presents
related work. Section 3 shows the proposed architecture of
ISeeColor and an illustrative ‘‘walking-around-campus’’ case
study designed and conducted by a team of Tufts University
research psychologists. Section 4 presents the evaluation and
comparison of the proposed ISeeColor. Lastly, section 5 sum-

TABLE 2. Related work on eye-tracking data visualization and analysis approaches, Q1: where, Q2: what, and Q3: how long. ∗ means Listed related work
attempted to answer only a subset of Q1,Q2, and Q3. ISeeColor is the only eye-tracking data visualization and analysis which automates Q1, Q2, and Q3.
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FIGURE 1. Attention maps for two images taken from the same video
scene. In the left image, the area colored in red color indicates that the
two people in the background gained the most fixation time. In the right
image, the most attended to region is the moving car [30].

marizes the contributions and discusses the future directions
of this work.

II. RELATED WORK
A. RELATED TERMINOLOGY
Eye-tracking technology allows us to infer which aspect of
the visual scene a person is looking at, that is, where they
are deploying their gaze. Gaze deployment, the direction of
one’s vision, is often described in conjunction with overt
visual attention. Attention can be defined as the internal
distribution of processing resources, and eye movements are
referenced to mark the path of attention through a scene [26].
The correlation between eye movements and attention is used
to study how individuals perform tasks like reading a book,
driving a car, or exploring a scene. All these tasks require
serial processing of different fragments of a scene based on
eye movements [27].

Eye movements are broadly divided into four categories.
They are:(1) Fixations: eye movements that stabilize the
retina over a stationary OOI, (2)Saccades: rapid eye move-
ments that occur in between fixations, (3) Pursuit movements:
occur when a person is visually tracking a moving target,
and (4)Scanpath: a sequence of saccades and fixations which
constitute viewing.

B. EYE-TRACKING DATA VISUALIZATION AND ANALYSIS
Eye-tracking data is generally visualized with the help of
visual overlays such as heatmaps and scanpaths. In heatmaps,
a higher color intensity is indicative of longer fixation dura-
tion. In scanpaths, the sequence of fixations and saccades
are denoted as a path traveled over a scene. An additional
consideration in visualizing eye-tracking data is defining the
areas-of-interest (AOI), which are objects within the visual
scene that are of particular interest to researchers for analy-
sis. The related literature for eye-tracking data visualization
approaches and trends for developing data visualization and
analysis systems are reviewed below:

1) CONVENTIONAL EYE-TRACKING DATA VISUALIZATION
The wide variety of eye movement metrics available to
researchers require data visualization techniques to contin-
uously evolve and accommodate advances in research. Eye
movement metrics [28], such as fixation duration count,
saccade/fixation ratio, and saccade amplitudes, can be eas-
ily computed from raw eye-tracking data using standard
software.

Scanpath visualization incorporates fixations and saccades
in creating a ‘‘viewing path’’ while a person is looking at
a scene. In a typical scanpath visualization, each fixation is
indicated by a circle, where the radius corresponds to the
fixation duration. Saccades between fixations are represented
by connecting lines between these circles [29] (See Figure 2).

FIGURE 2. Eye movements of twenty drivers visualized as a scanpath in
an autonomous driving test. In this image, larger circles indicate longer
fixation durations [31]. Car manufacturers are developing systems to
support drivers and warn them of things that may not have been
perceived fast enough based on collected gaze information.

AOI (area-of-interest) based visualization techniques also
consider the annotation of the objects on the stimulus that
are of special interest to the researcher. Gaze Stripes [40]
is an image-based visualization technique for eye-tracking
data, which can display image data around the gaze points
over time. However, AOI based eye-tracking methods do not
define the area by the shape of the object.

2) LARGE-SCALE EYE-TRACKING DATA VISUALIZATION AND
ANALYSIS
When conventional data visualization techniques, as those
previously presented, no longer support analysis of massive
eye-tracking datasets, the emerging discipline of data visual-
ization and analysis can assist in explorative large-scale eye-
tracking data analysis.

ISeeCube [20] uses space-time cube visualization [30]
(STC) for eye-tracking data visual analysis. Kurzhals et al.
created a timeline visualization to show AOI-based scanpaths
of different viewers based on manual annotation of AOIs.
Kurzhals et al. [22] described an AOI annotation process
using automatic clustering of eye-tracking data integrated
into an interactive labeling and analysis system (see Figure 3).

FIGURE 3. AOI based manual annotation and data visualization analysis
approach for mobile eye-tracking [22].
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FIGURE 4. A scarf plot of a movie DOI data visual analytics [32]. They are
scaled and recolored according to how much they were viewed around
particular time-points. Note that DOIs are labeled manually.

eSeeTrack [19] was proposed for visualizing fixation pat-
terns from video data collected by eye-tracking devices.
It also enables users to manually label each fixation with its
semantic content. GazeDx [6] was proposed as an interactive
visual analytics tool for the comparative analysis of gaze
data and spatial view of volumetric medical images provided
by radiologists. A visual analytics approach [41] involving
multiple concurrent evaluation procedures, such as ‘‘thinking
aloud’’ protocols, interaction logs, and eye-tracking were also
proposed.

Recently Muthumanickam et al [42] introduced a
novel method to visualize spatial AOIs for long duration

eye-tracking studies. It combines clustering and cluster merg-
ing changing over time. In addition, there is an increasing
interest in methods for data-of-interest (DOI) eye-tracking
analysis [43]. Jianu and Alam [32] established a foundation
for the gaze to object mapping or DOI analysis by translating
concrete data into visual representations, see Figure 4.

III. THE PROPOSED SYSTEM ARCHITECTURE FOR
ISEECOLOR AND ILLUSTRATION
Our proposed system architecture ‘‘ISeeColor’’, a head-
mounted eye-tracking data visualization and analysis tool is
illustrated in Figure 5 and described in algorithm I.

A. DATA ACQUISITION
Data collection for this research was performed using SMI
eye-tracking glasses with 0.5◦ gaze position accuracy over
all distances [44]. Calibration was performed using a 3-point
calibration mode with a gaze cursor. Real-world eye-tracking
data was collected as part of an outdoor case study of users
walking around the Tufts University campus. A team of
research psychologists captured the eye-tracking videos.

Let the video captured through the front scene camera
of the eye-tracker be denoted by V0, and the eye-gaze
fixation data obtained from the two infrared cameras that
monitor pupil movement be denoted by D0. Let the fixation
locations in each frame be denoted as Fl1F

l
2, . . .F

l
kF

l
1,

F l2, . . .F
l
k . Note that, additional interpolation between the

generated eye movement information and recorded front

FIGURE 5. Overview of ISeeColor architecture demonstrated on an outdoor case study investigating human navigation. The input (A) mobile eye-tracking
front scene video data is first broken down into (B) individual image frames. Then a deep-learning-based image semantic segmentation is implemented
to (C) segment the pre-defined OOI in every frame. This is followed by (C) using the correlation of fixation coordinates along with segments in a frame to
identify the fixated OOI, and (D) ISeeColor recolors fixated OOI while the color intensity changes as fixation duration increases. Note that, an abrupt color
changes once the fixation duration value meets the pre-defined threshold. Finally, (E) information including where, what, and how long presents in the
ISeeColor data visualization and analysis GUI.
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Algorithm 1 ISeeColor Architecture
Input: head-mounted eye-tracking video: V0;

eye movements data: D0;

Initialization: individual image frames I1I2, . . .Ik extracted from V0; output recolored image frames
I1′,I2′, . . .I′k; fixation data Fl1F

l
2, . . .F

l
k extracted from D0; alpha-blend

image recoloring parameter α; eye-tracking metrics data storage arrays M and category of
objects-of-interest C.

for k from 1 to K do:
Perform image semantic segmentation on Ik;
1 Look up if Flk belongs to any segments of Ik;

if TRUE then:
Update Mk via calculation of the eye-tracking metrics;
Update Ck via automatic categorization of fixated objects-of- interest;

end
Update Ik to Ik′ via solving Eq.(1);

end
Output: I1′,I2′, . . .I′k;M;C and data representation ISeeColor including all the processed information.

scene video is required through eye-tracker’s internal clock,
since the infrared camera and front scene camera run with
different frequencies. The code to produce fixation location in
each video frame is written in python and can be downloaded
from our research website.

Further, we denote α as the alpha-blend parameter for the
image recoloring step. In addition, M is used to store cal-
culated eye-tracking statistical metrics. For instance, metrics
such as fixation duration, fixation rate, and total fixation
number are measured and presented in our work.C is a vector
to record the category of a fixated OOI for each frame.

B. IMAGE SEMANTIC SEGMENTATION USING DEEP
LEARNING
As the authors were unable to find any public semantic
segmentation datasets with fixation data, they were unable to
train the dataset with eye fixations. As a work around, in this
method, the authors have used state-of-the-art segmentation
methods and applied fixation masks from the eye-tracker to
get the object-of-interest.

The proposed ISeeColor is capable of automatically detect-
ing, categorizing, and highlighting the OOI in a dynamic
scene. ISeeColor architecture uses the correlation of fixa-
tion coordinates along with segments (objects) in a frame to
identify the fixated OOI. Then the fixated OOI is overlaid
by a transparent color mask with color intensity changing as
fixation duration increases.

Image semantic segmentation describes the process of
associating each pixel of an image with a class label, such
as a car, truck, person, or dog. Deep convolutional neural
networks based semantic segmentation clusters parts of the
image together that belong to the same object. This technique
has gained increasing attention from the research community
and industry. To demonstrate the capabilities of ISeeColor,
this system will use DeepLabv3 [45]–[49] and Context
Encoding Network [50].

Chen et al. [49] developed DeepLabV3 which was
designed originally for image classification, and it is remod-
eled to perform semantic segmentation. First, all the fully
connected layers of the original network are transformed
into convolutional layers, and then increasing feature reso-
lution is increased through Atrous convolution. Up-sampling
via bi-linear interpolation is applied to recover the original
image resolution. This provides the input to a fully-connected
Conditional Random Field [51] that improves the segmenta-
tion results.

The Intersection of Union (IoU) is the ratio between the
area of overlap and the area of union between the ground truth
and the predicted areas. The mean IoU (mIoU) is the average
between the IoU of the segmented objects over all the images
of the test dataset. mIoU is one of the most used commonly
used metric in segmentation challenges. DeepLabv3 network
produced an mIOU score of 85.7 in the 2012 PASCAL VOC
challenge.

Zhang et al. [50] developed Context Encoding Network
(EncNet) which captures global image information to achieve
good scene segmentation. The model uses a ResNet to extract
the feature maps which are then fed into a Context Encoding
Module developed by Zhang et al. [52]. EncNet network
produced an mIOU score of 85.9 in the 2012 PASCAL VOC
challenge.

C. OOI COLOR TRANSFORM USING ALPHA-BLENDING
The image semantic segmentation algorithm will generate a
group of segments, {S1,S2, . . . ,Sn}, where n is the number of
possible OOI categories. For each video frame, a pixel-based
linear operation is implemented as described in the equation
below:

I ′ =

{
αI + (1− α) Icolor ; I (x, y) ∈

⋃n
i=1 Si

I ; otherwise
(1)

Here I′ is the color blended destination image. I is the
original eye-tracking video frame. Icolor is the RGB color
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selected by fixation duration. 0 < α < 1 is used to control
the transparency of overlaid color; in this work, α = 0.3.

D. ISEECOLOR DATA VISUALIZATION AND ANALYSIS GUI
This article demonstrates the robust capabilities of ISeeColor
through a user-friendly graphical user interface (GUI), where
the OOI is recolored based on the fixation duration that can
be directly displayed on a video stimulus. Users can instantly
gain insights from the recorded visual stimuli. Currently,
researchers will be able to choose between DeepLabV3 and
EncNet for semantic segmentation. The authors will addmore
state-of-the-art algorithms in the future to provide a wider
arsenal. The object categories can be customized based on
researchers’ needs.

The eye-tracker’s analysis software provides the fixation
location and fixation duration. Higher fixation durations are
thought to indicate cognitive functions, such as active atten-
tional deployment, while lower durations are considered to
reflect the visual complexity of a scene [53]. ISeeColor also
includes features to (1) observe histogram plots of the objects
viewed as the video is played, (2) search for frames with an
object, and (3) filter objects with high fixation duration.

The researcher can choose eye-tracking metrics that are
relevant to the tasks and current research questions. As an
illustrative example, this paper displays the features listed in
Table 3 for ISeeColor GUI.

TABLE 3. Media statistics in ISeeColor.

Furthermore, ISeeColor generates a histogram plot that
is automatically updated as the frames are updated (in the
forward or reverse direction). Moreover, the pertinent infor-
mation regarding the existence of fixations in a video frame
and its location are also displayed.

Figure 7 shows how much time an inexperienced and
an experienced coder spent when they manually annotated
two case study videos (video one is 1 minute 47 seconds,
and video two is 3 minutes). The inexperienced coder was
a research assistant who received a one-hour tutorial on
using the proprietary annotation software from the eye-
tracker’s manufacturer (SMI BeGaze version 3.7, Senso-
motoric Instruments, Inc.). The experienced coder was an
eye-tracking researcher who has approximately six years of
experience with mobile eye-tracking recordings and analysis.

FIGURE 6. Image Blending on segmented masks. The color is based on
fixation counts.

FIGURE 7. Comparison of annotation: human labor time between
manually ROI annotation and ISeeColor. Notice, the ISeeColor annotation
time is significantly minuscule compared to manual annotation methods.

Meanwhile, ISeeColor automated annotation and recoloring
process did not require any human labor after feeding the data
into the system, which takes less than 60 seconds.

Thus, the proposed ISeeColor integrates gaze direction
information (where), enables automatic OOI labeling using
image semantic segmentation (what), and facilitates visual-
ization of data using fast-speed image recoloring based on
the fixation duration (how long).

IV. USER-STUDY AND COMPARISON
We invited 51 eye-tracking researchers and non-researchers
(including individuals from cognitive psychology, electrical
engineering, management studies, computer science, indus-
try professionals, and schoolteachers) to take part in a data
visualization and analysis tool survey of ISeeColor. Each
participant was given a short overview of eye-tracking, its
challenges, and the current methods of annotation. Each par-
ticipant was further shown a short demo of ISeeColor, that
included an overview of all its functions and how it works.

Each question in the survey could be rated from 0
(extremely useless) – 10 (extremely useful). Table 4 shows
the results of the survey. The high mean values of the results
for all questions in the survey prove the effectiveness of
the proposed system. Furthermore, the survey also asked for
suggestions that could improve the visualization and the anal-
ysis process to solve the given tasks. Some of the feedback
included interest in adding abilities to, (1) click an object-
of-interest and to get the frames filtered from the video,
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TABLE 4. Results of the ISeeColor user survey. Participants included researchers and non-researchers (professionals) from academia and industry. each
participant was given an overview of the eye-tracking, its challenges, and a demo of ISeeColor.

(2) change the color scale to accommodate few cases of
color blindness or color aphasia, and (3) allowing the user
to adjust fixation count ranges to increase flexibility. The
authors will include these valuable changes in future releases
of the software.

Table 5 provides a brief comparison of popular
eye-tracking data visualization and analysis approaches cre-
ated for researchers to investigate eye movement informa-
tion. Overall, while wearing head-mounted eye-trackers in
dynamic contexts, ISeeColor can effectively and intuitively
represent what, where, and how long users view objects or
areas in a scene.

TABLE 5. A comparison of popular eye-tracking data visualization and
analysis approaches.

V. EXTENDED APPLICATIONS FOR REAL-WORLD
DYNAMIC CONTEXTS
ISeeColor has several potential applications for research
and industry. The extraction of meaningful inferences from
FoV scene videos and eye-tracking data during real-world
locomotion remains a time-consuming and challenging pro-
cess. However, these inferences can yield enormously helpful
insights.

Consider researchers who wish to evaluate how well the
cognitive theories that they developed in controlled labora-
tory settings apply in real-world dynamic contexts. Or con-
sider the narrow problem where higher fixation durations
could indicate (1) deeper cognitive processing of a stimulus,
(2) greater difficulty in extracting information from the stim-
ulus, or (3) that the stimulus is highly engaging. Researchers
can use ISeeColor to detect and infer these scenarios in a
matter of seconds.

In another instance, ISeeColor can be used to determine the
extent to which someone looks at street signs, building, roads,
or their smartphone map while walking around a city. This
information can then be related to their subsequent memory
for the environment.

Moreover, ISeeColor functionality could be applied to
large-scale studies focused on understanding differences in
viewing behavior between neurotypical populations and peo-
ple with learning disorders or suffering from schizophrenia or
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Alzheimer’s. Consequently, ISeeColor has great potential for
informing our understanding of human vision in naturalistic
settings in an intuitive and user-friendly way.

In industry, ISeeColor can be used in product design to
maximize profit, user satisfaction, and safety. For exam-
ple, designers of semi-autonomous vehicles can examine the
impact of system design choices on drivers’ visual attention to
critical OOI while driving. Another example includes market
researchers who can determine what products catch shop-
pers’ eyes during store visits to optimize product placement
on shelves [53]. ISeeColor could open up new avenues for
work in human-machine interaction and smart devices’ user
experience.

VI. CONCLUSION AND FUTURE WORK
This work proposed a novel visualization and analysis tool,
ISeeColor, which enables large-scale wearable automatic
eye-tracking data annotation and visualization. To the best of
our knowledge, ISeeColor is the first eye-tracking data visu-
alization and analysis system that can automatically visualize
fixation events (duration and location) on a semantic inter-
pretation of areas-of-interest in dynamic video recordings.
ISeeColor includes implementation of state-of-the-art com-
puter vision and deep learning techniques to automatically
recognize and annotate fixated objects in FoV. ISeeColor
utilizes color to represent fixation duration values. Using
the ISeeColor GUI, OOI’s are segmented and recolored with
color intensity changing based on the fixation duration in an
eye-tracking video recording. Finally, we have attempted to
prove the effectiveness of the proposedmethod by conducting
experiments with 51 participants from academia and industry
including researchers and non-researchers.
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