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1. Introduction 

Due to the prevalence of brain injury in the battlefield, a number of ongoing 

research programs are aimed at quantifying the response of the human head to 

applied loading. Many of these programs have a component involved with finite 

element simulations. While the simulations provide additional insight into the 

experimental result, the computational capabilities especially enable researchers to 

investigate scenarios and parameter space that would not be feasible 

experimentally.  

Finite element analysis (FEA) relies upon accurate mathematical representation of 

materials response (material model or deformation and failure models) of the 

subcomponents of the systems. As the natural protector of the brain, the skull is a 

key component for research into head protection and brain injury. The human skull 

is a sandwich structure comprising three layers based on porosity distribution in the 

through-thickness direction: the outer table (nearest to the skin), the mid-diploe, 

and the inner table (nearest to the brain). Generally, the outer table and inner table 

can be characterized as consisting of denser, cortical bone, while the diploe is made 

of more porous, trabecular bone. This sandwich structure can be expected to cause 

the skull to have a significant gradient in mechanical properties from the inner to 

outer surfaces, since the mechanical properties of bone are known to vary 

significantly (power-law) with bone volume fraction (Morgan et al. 2003, Helgason 

et al. 2008). Therefore, modeling (mathematically representing) this heterogeneity 

would aid the biofidelity of human head simulations. Indeed, explicit modeling of 

the heterogeneous properties of skull bone has been demonstrated to have a 

significant impact on the results of whole head simulations. For example, the 

Gottingen minipig cranium demonstrated microstructural variation between the 

inner surface and outer surface (Alexander et al. 2016). Therefore, in simulating 

impact to the minipig head, Thompson et al. (2016) compared a mesh assigned 

homogenous skull properties to a mesh that divided the thickness of the skull, 

between the inner and outer surface, as 10 different layers near the impact point. 

Experimentally derived mechanical properties were assigned to each of the 10 

layers, and including these heterogeneous, biofidelic mechanical properties 

significantly changed the predictions of peak pressure measured within the brain. 

One class of methods used to model material heterogeneity assigns unique material 

properties to elements based on the average density in the volume of the physical 

bone represented by the element. These methods map the spatial location of the 

element within the finite element mesh to the physical area of a high-resolution 

image set, such as micro-computed tomography (micro-CT). Algorithms for 

mapping the elements to the images have been implemented in several commercial 
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software programs (e.g., Mimics and Simpleware) and researcher-developed 

routines (e.g., Bessho et al. 2007, Chen et al. 2010). Using such a method to 

calculate the density of each element, a researcher is then able to apply a 

relationship between the modulus and the density in order to assign unique, 

microstructurally-derived moduli to each element. The literature contains many 

examples of linear and power relations between the modulus and the density of 

bone (reviewed by Helgason et al. 2008). This methodology has been successfully 

demonstrated in accurate, biofidelic modeling of organ-level experiments, such as 

femur (Dall’Ara et al. 2013) and vertebrae (Brown et al. 2014).  

Similarly, a power law relationship between the bone volume fraction and the 

modulus was recently obtained with critical assumptions, and published 

specifically for the human skull (Alexander et al. 2018, 2020a). This power law 

relationship was then implemented in a 3-D finite element simulation of quasi-static 

compression, which used a coarse-grained mesh and assigned elastic moduli to 

elements based on their bone volume fraction, thereby representing the 3-D 

heterogeneous microstructure (Alexander et al. 2020b). The simulation, without the 

assumptions that were used to obtain the power law from experiments, closely 

represented the load-displacement and surface strain field response, thereby 

demonstrating the utility of the power law relationship and the used meshing 

concept. 

In addition to the element-by-element concept, different sets of elastic moduli for 

the human skull were calculated from the power law relationship to be used in 

simulations at various levels of mesh complexity (Tables 3 and 4 of Alexander et 

al. 2020a). These various sets of moduli were reported since many simulations are 

at a much larger length scale than an individual bone, such as the entire head (Zhang 

et al. 2018) or body (Dagro et al. 2013). The larger numbers of elements in larger-

scale simulations would make the assignment of material properties to individual 

elements not practical. A simpler approach to increasing biofidelity of larger-scale 

simulations involving the head would be to explicitly model the three layers of the 

sandwich structure: the outer table, mid-diploe, and inner table. Then each layer 

would be assigned appropriate meso-scale mechanical properties, analogous to the 

work of Thompson et al. (2016) in meshing the minipig skull in the region of impact 

as a series of layers from the inner to outer surface. 

In this paper, the three layers of the human skull are meshed based on a previously 

reported layer thicknesses study (Alexander et al. 2019) and layer moduli study 

(Alexander et al. 2020a). The ability of this meshing technique, informed by the 

thicknesses and moduli of the previous reports, to accurately simulate a quasi-static 

indentation experiment performed on a slice of skull bone (skullcap) is evaluated. 

The uniquely developed experiment enabled accurate measurement of the backface 
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deformation of the skull in response to indentation. Backface deformation, a key 

factor for assessing the possibility of brain injury, is used as a metric for comparison 

between the simulation and the experiment. Here, the details of the experiment are 

first briefed. The method used for determining the layer-region of each element, 

based on its spatial location, is then presented. Boundary conditions and loading 

conditions used in the simulation are then detailed. Finally, the resulting indentation 

contact force and backface deformation are compared to the corresponding 

experimental results. 

2. Methods 

2.1 Specimen Extraction 

The experiments documented here were conducted in compliance with the US 

Army Combat Capabilities Development Command (CCDC) Army Research 

Laboratory’s (ARL’s) Policy for Use of Human Cadavers for Research, 

Development, Test, and Evaluation under the guidance and oversight of the CCDC 

Army Research Laboratory Human Cadaver Review Board and the ARL Safety 

Office. One human skullcap specimen was extracted from the left parietal bone of 

a single post-mortem human subject using a pathology bone saw (EXAKT 312, 

EXAKT Technologies, Inc.). The donor for this specimen was a 78-year-old male 

with a body mass of 66 kg at death. Care was taken to ensure that the specimen did 

not cross any suture lines. After extraction, the specimen was wet-sanded by hand 

to ensure flatness. Figure 1 shows the skullcap specimen. The different physical 

sides of the specimen will be referred to in this report with the following terms: 

anterior (towards the front of the head), posterior (towards the rear of the head), 

superior (towards the top of the head), and inferior (towards the shoulders.) The 

dimension spanning the thickness from the inner surface (nearest the brain) to the 

outer surface (nearest the skin) will be referred to as the through-thickness 

dimension.  
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Fig. 1 Skullcap specimen next to the skull from which it was extracted (Panel A), and 

reannotated (Panel B) to indicate the point of contact with the indenter (center of crosshairs). 

Scale-bar of Panel B is in inches. The following aspects of the skullcap are labeled: anterior 

(A, toward the front of the head), posterior (P, toward the rear), superior (S, toward the top 

of the head), and inferior (I, toward the shoulders). 

2.2 Experiment 

This experiment is part of a larger study on the mechanical response of human skull 

to indentation loading (Gunnarsson et al. 2019) and is described here for 

completeness. The microstructure of the specimen was characterized using high-

resolution CT (Northstar XRD 1620) with an isotropic voxel size of 24.4 μm. After 

scanning, the skullcap was loaded using an indentation technique at a quasi-static 

rate. This indentation was generated via load frame (Instron 8871) with a steel 

indenter tip attached to the crosshead. The point of contact between the indenter 

and the specimen (Point of Impact [POI]) was at approximately the highest point 

of the skullcap, as shown in Fig. 1b. The specimen was approximately 5.9 mm thick 

under this impact point, as measured from the micro-CT images. The indenter 

moved into the specimen, in the through-thickness direction, at a constant rate of 

0.005 mm/s. The specimen was supported by a lubricated aluminum backing plate 

and rested freely on the plate, unconstrained in the plane surface of the plate. The 

plane of the plate will hereafter be referred to as the orthogonal plane, as it was 

perpendicular to the direction of indentation. The coordinate system was defined 

such that indenter motion was in the y-dimension (Fig. 2) and the orthogonal plane 

was the x-z plane (Fig. 1b). The backing plate had a hole at the center. Through this 

hole, cameras were used to observe and record the deformation history of the skull 
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inner surface during indentation. The plate opening was fabricated by first tracing 

the perimeter of the skullcap on the plate, and then moving this trace towards the 

center of the plate by 0.25 inch.  

 

Fig. 2 A cross-sectional image from the micro-CT scan. The superior and inferior regions 

of the skullcap are identified. The 3-layer region (3LR) is identified as the central region, 

where both the outer and inner skull surfaces are present. The composite regions are toward 

the periphery.  

Both the back surface of the skullcap, as well as the bottom of the aluminum plate, 

were speckled to track displacement using digital image correlation (DIC). Two 

framing cameras (Point Grey Research, 12.3 MP) captured images of the specimen 

and plate at 1 frame per second (fps). These images were later postprocessed to 

measure the out-of-plane deformation and the strain field on the skull specimen 

inner surface, and also of the bottom of the plate during deformation (Vic-3D, 

Correlated Solutions). Load on the skull specimen was measured using a traditional 

load cell (Instron capacity 5 kN). After loading, the skull specimens were CT-

scanned to obtain quantitative data on fracture and damage caused to the structure, 

with the pretest and posttest images coregistered using DataViewer software 

(Bruker microCT). 

2.3 Skullcap Mesh Generation and Element Material 
Assignment 

The micro-CT images were first binarized using the Otsu algorithm (Otsu 1975). 

The skullcap specimen was separated into two regions, as shown in Fig. 2. A central 

region was identified in which the entire thickness of the skull was preserved 

including both the outer and inner tables, and will be referred to as the 3-layer 

region (3LR). The three layers were represented in the model and defined with 

unique material properties. However, not all three layers were preserved away from 

the center of the specimen, in the area where the skullcap had been cut flat to rest 

on the backing plate. This peripheral region will be referred to as the “composite” 

region, and was modeled as a single homogenized material.  

For mesh generation, the images were subsequently resized by a factor of 3: the 

original resolution of the images (24.4 µm, Section 2.2) was reduced to a final 

resolution of 73.2 µm (Fig. 3a). The resolution was lowered to smooth the data to 

ease the process of surface generation. Otherwise, if the original image resolution 
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was used, the resulting surface meshes would have been unnecessarily large in size 

and intractable, since the software would have tried to capture the finer details in 

the high-resolution images. Resizing improved surface generation by removing the 

finer features, which would have later been lost in the mesh generation process. The 

images were loaded into CTAn software (Bruker microCT), where a shrink-

wrapped region of interest (ROI) was created for each image (Fig. 3b). The 

shrinkwrapped ROI represented the outer bounds of the specimen, with all internal 

pores and geometry completely filled. A stereolithography (STL) file of the 

shrinkwrapped ROI was then created in the CTAn software using a smoothing 

algorithm proprietary to the software (Adaptive Rendering). The nodal coordinates 

of the STL file were saved in units of voxels. 

 

Fig. 3 Creating the image-sets that were subsequently output to the MATLAB database 

(Scoring Matrix) for element material assignment. Steps A-H are described in Section 2.3.1. 

Boxes with a green background represent steps that were executed within the CTAn software 

(Bruker micro-CT.) Step C was executed within MATLAB, and Step E was completed within 

Inkscape. 
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The STL was imported into Ansys ICEM as faceted geometry. The STL was further 

smoothed with the shrinkwrap function within ICEM. Next, the bottom surface of 

the specimen was flattened. In Blender, nodes with the least y-coordinate value 

were identified. All nodes within 2° of the identified nodes were constrained to the 

same y-coordinate. The smoothed STL file was then loaded into the Hypermesh 

software, where tetrahedral meshing was performed with a target element size of 

11 voxels (0.8 mm), creating 451,070 elements.  

Elements were assigned one of these four different materials: outer table, diploe, 

inner table, or composite. Material assignment was based on the spatial location of 

the element within the mesh. Specifically, the coordinates of the element were 

compared with an image database created in MATLAB, hereafter referred to as the 

“Scoring Matrix”. The Scoring Matrix was constructed such that locations 

corresponding to each of the four different materials were given a unique value. 

The locations of each material were identified by importing four different image-

sets: showing the entire specimen, the 3LR, only the inner table together with the 

diploe, and one showing only the inner table. The process used to create these 

images is shown schematically in Fig. 3. The letter markings of Fig. 3 correspond 

with Steps A through H. 

2.3.1 Creating the Image-Sets for the Scoring Matrix  

2.3.1.1 Steps A and B: Resizing the image-set; creating the “filled-in” image-set 

The micro-CT images were first resized (Step A). The resized images were then 

loaded into CTAn. Then, the image-set corresponding to the “filled-in” geometry 

was created with the shrink-wrap operation (Step B). The STL was created from 

the shrink-wrapped image-set. 

2.3.1.2 Step C: Identification of the boundary between the 3LR and the 

Composite Region 

First, the boundary between the 3LR and Composite Region was identified. The 

cross-sectional images were loaded into MATLAB. The 3LR was identified as 

those areas of the image for which a vector drawn normal to the outer surface would 

pass through the inner table. The determination was done by visual inspection of 

the image within MATLAB. A polygonal ROI was then manually created within 

MATLAB (roipoly function), which encompassed the 3LR of the image. This 

process was repeated for nine different images (cross-sectional slices of the 

volume). A routine was written in MATLAB to interpolate between the nine user-

defined polygonal ROIs, in order to create an ROI for each of the remaining cross-
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sectional images. A new image set was created that contained only these polygonal 

ROIs (Fig. 3c). 

2.3.1.3 Step D: Creation of the image-set containing only the 3LR 

The polygonal ROI image-set from Step C was then loaded into the CTAn software 

together with the original dataset. The logical, bitwise AND operation between the 

original images and the polygonal ROI images was used to generate the image-set 

containing only the 3LR (Fig. 3d). 

2.3.1.4 Step E: Identification of the boundaries between the outer table, diploe, 

and inner table 

Next, the boundaries between the three layers (outer table, diploe, and inner table) 

were quantitatively identified. The boundaries were taken from the results of 

Alexander et al. (2019), which reported the thickness percentage of the outer table, 

diploe, and inner table for parietal bones to be 19%, 66%, and 15%, respectively 

(reproduced in Fig. 4). The nine cross-sectional images, which were used to specify 

the polygonal ROI (from Step C), were loaded into Inkscape. A guide was created 

within Inkscape with demarcations at 19% and 85% of the length to represent the 

transitions between the outer table to diploe (at 19%) and diploe to inner table 

(19%+66%=85%). Within Inkscape, these guides were proportionately scaled and 

overlaid on the images, in an alignment roughly normal with the outer surface. An 

example of an image with these overlaid guides is shown in Fig. 3e. 

 

Fig. 4 Thickness percentage of the three layers: outer table, diploe, and inner table, 

(reproduced from Alexander et al. 2019). The results are separated between frontal and 

parietal bones. 
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2.3.1.5 Step F: Creation of ROI files for the transitions between the three layers 

The annotated images from Step E were loaded into CTAn together with the 3LR 

image-set. Polygonal ROIs were created on the nine annotated images from Step E, 

by connecting the demarcations. Two separate polygonal ROIs were created: one 

that indicated the transition between the outer table and diploe, and another for the 

transition between the diploe and inner table. After the polygons were specified on 

the nine annotated images, the CTAn software interpolated the ROIs to the 

remaining cross-sectional images. The two ROIs were individually saved as CTAn 

.roi files. 

2.3.1.6 Step G 

The 3LR of the shrinkwrapped image-set was saved as a unique image-set by 

following an analogous procedure to Step D. The polygonal ROI identifying the 

boundary between the 3LR and Composite Region (created in Step C) was loaded 

into CTAn together with the shrinkwrapped image-set, and the logical AND 

operation was applied. 

2.3.1.7 Step H 

The image-set generated by Step G was loaded into CTAn, and the .roi files 

generated by Step F were applied. The logical AND operation between the images 

and the ROI indicating the transition between the outer table and diploe was used 

to create an image-set that contained only the inner table and diploe within the 3LR. 

Similarly, the logical AND operation between the images and the ROI indicating 

the transition between the diploe and the inner table was used to create an image-

set that contained only the inner table within the 3LR.  

2.3.2 Assembling the Scoring Matrix in MATLAB 

First, the shrinkwrapped images corresponding to the whole specimen (from Step 

B) were loaded into MATLAB as a logical matrix (imread function). Therefore, 

each pixel within the specimen (appearing as white in the image) was represented 

by 1, while each pixel outside of the specimen (appearing as black in the image) 

was represented by 0. Similarly, a logical matrix was created from reading the 

shrinkwrapped image-set containing only the 3LR (Step G). Finally, the image-set 

containing the inner table and diploe and the image-set containing only the diploe 

(from Step H) were also loaded into MATLAB and saved as separate logical 

matrices.  

Four logical matrices had been created by this process, corresponding to the 

complete skullcap, the complete 3LR, the inner table combined with the diploe, and 

the inner table alone. These four matrices were then summed together to create the 
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Scoring Matrix (Fig. 5). As a result of the summation, the values within the Scoring 

Matrix ranged from 0 to 4, as shown in Table 1. 

 

Fig. 5 Creation of the MATLAB Scoring Matrix. Four image-sets from the process 

outlined in Fig. 3 were loaded into MATLAB and added together. The resulting dataset 

contained values, which ranged from 0 to 4, as described in Table 1. 

Table 1 Physical meaning of the Scoring Matrix values 

Physical meaning Scoring Matrix 

value 

Outside of specimen (air) 0 

Composite 1 

Outer table 2 

Diploe 3 

Inner table 4 

2.3.3 Comparing Element Location with the Scoring Matrix 

The element connectivity and nodal coordinates (as voxel index) were taken from 

the tetrahedral mesh created in Hypermesh and were imported as matrices into 
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MATLAB. A MATLAB triangulation object (triangulation function) was 

instantiated from these matrices, to recreate the volumetric mesh within the 

MATLAB environment. The incenter function was used to compute the incenter of 

each element, which is defined as the center of the inscribed circle of the element. 

For each element, the value of the Scoring Matrix was queried at the x,y,z 

coordinates of the element’s incenter. These values corresponded to the block 

assignment (0 to 4, Table 1) of the element. 

Of the 451,070 tetrahedral elements, there were 81 elements for which the scoring 

method assigned a block of 0. The score of 0 indicated that the element incenter 

corresponded to a pixel that lay outside of the skullcap, and was therefore an error. 

This discrepancy was due to the smoothing operations involved in converting the 

images into an STL and then into a volumetric mesh. To remedy this, the nearest 

neighbors to these 81 elements were identified with the MATLAB neighbors 

function, and the block assignments of these neighboring elements were queried. 

The 81 elements were assigned the arithmetic mode of their neighbor’s block 

assignments. 

The results of the element assignment system are shown in Fig. 6. 

 

Fig. 6 Volumetric mesh showing the assignment of the different materials 

2.3.4 Material Properties 

The four materials—composite, outer table, diploe, and inner table—were modeled 

as linear elastic materials, as shown in Table 2. Their elastic moduli were taken 

from the results of a previous study by our group (Alexander et al. 2018). In the 

previous study, the moduli of the three layers of the skull sandwich structure were 
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computed based on an experimentally-informed model, together with a composite 

modulus representing a single, homogenized, through-thickness modulus. Different 

values were calculated for the frontal and parietal bones, accounting for the 

differences in morphology. The values used here are those that were specific to 

parietal bones.  

The Poisson’s ratio was assumed as 0.3 for each material. The density of each 

material, 𝜌, was defined by scaling the density of pure bone (100% bone volume 

fraction), assumed to be 𝜌0 = 1.8𝑔/𝑐𝑚3, by the bone volume fraction (𝑓𝐵𝑉) of the 

region: 𝜌 = 𝜌0𝑓𝐵𝑉. The bone volume fractions for the different regions were taken 

from the results of a previous study (Alexander et al. 2019) and are reproduced in 

Table 2. 

Table 2 The material properties of the four different element materials. Elastic moduli 

were taken from the results of ARL-TR-8512 (Alexander et al. 2018). The bone volume 

fractions were taken from the results of Alexander et al. 2019. 

Region Elastic modulus 

(GPa) 

Poisson’s 

ratio 

Bone volume 

fraction 

Density 

(g/cm3) 

Composite 2.57 0.3 0.54 0.96 

Outer table 7.48 0.3 0.90 1.63 

Diploe 1.91 0.3 0.37 0.67 

Inner table 6.65 0.3 0.84 1.51 

2.4 Finite Element Simulation Setup and Execution 

A custom Python script was used to produce an Abaqus input file (.inp) from the 

volumetric mesh information (Section 2.3), element block assignments 

(Section 2.3.3), and the material properties of each block (Section 2.3.4). The .inp 

file produced by this script was then loaded into Abaqus/CAE 6.12, where 

boundary conditions were specified and the finite element simulation was executed 

using the direct solver with four processors. Figure 7 provides a high-level 

flowchart of the process. 
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Fig. 7 Steps taken from the micro-CT image-set to the execution of the finite element 

simulation 

2.4.1 Indenter 

Figure 8 shows the skullcap specimen and the indenter. The indenter was modeled 

in Abaqus as a discrete rigid hemisphere of radius 1.25 inches. The position of the 

indenter in the orthogonal plane was specified to match the POI from the 

experiment (shown in Fig. 1b). Finally, the y-coordinate was adjusted so that there 

was a minimal gap (<0.05 mm) between the indenter head and the top of the 

specimen. The indenter had a zero-displacement boundary condition in the X and 

Z axis and fixed rotation about all axes. A displacement of 1 mm was specified in 

the Y axis over a period of 1 ms. This displacement value corresponded with the 

amount of indenter displacement in the experiment, after which the specimen’s 

load-displacement curve was no longer linear (see Section 3.1).  
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Fig. 8 Skullcap and indenter, viewed from above (left) and from an anterior-posterior cross 

section (right). The colors within the skullcap mesh indicate the materials of the elements and 

correspond with those used in Fig. 6. 

2.4.2 Backing Plate 

The aluminum plate on which the specimen rested during the experiment was also 

modeled in Abaqus CAE with matching dimensions. The hole in the plate was 

replicated in the mesh by first finding the x, z coordinates of several points along 

the perimeter of the bottom surface of the skullcap. A spline was drawn connecting 

these coordinates on the plate geometry. The resulting curve was then offset by  

0.25 inches toward the center of the plate.  

During the simulation, the plate was constrained in the x, z, and y directions at  

eight nodes near the corners of the top and bottom surfaces as shown in Fig. 9. The 

plate was modeled as aluminum with a modulus of 69 GPa, Poisson’s ratio of 0.35, 

and density of 2.72 kg/cm3. 

 

Fig. 9 Assembly of the aluminum backing plate, specimen, and indenter. Four of the nodes 

used to constrain the plate in the x-z plane are circled in red. 
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2.4.3 Contact 

Contact was modeled using the surface-to-surface formulation of 

Abaqus/Standard1, with two contact pairs specified. One pair was between the 

indenter and the skullcap; this contact was specified to be frictionless. The other 

pair was between the skullcap and the backing plate, and this contact was specified 

with a friction coefficient of 0.5. The Abaqus contact formulation also included a 

zero-penetration constraint between contact pair surfaces. The specimen was 

constrained in the orthogonal plane (x-z) by constraining the x and z displacements 

of a set of three nodes nearest to the contact point of the specimen with the indenter.  

3. Results 

3.1 Indenter Load-Displacement 

Figure 10 shows the load during the experiment measured by the load cell 

connected to the indenter, as a function of indenter displacement measured from 

the crosshead. The linear portion of the load-displacement curve was identified as 

approximately occurring between indenter displacement values of 0.40 mm and 

0.80 mm. The stiffness in this linear regime was found to be 1.51 kN/mm (dashed 

black line, Fig. 10).  

In the simulation, there was an initial small gap between the indenter and the top 

surface of the specimen as well as between the bottom surface of the specimen and 

the backing plate (Section 2.4.1). To compare the simulation with the experimental 

load-displacement curve, the amount of applied indentation in the simulation was 

calculated by identifying the first increment for which contact force between the 

indenter and the specimen was nonzero. The amount of applied indentation will 

also be referred to as the applied displacement. Figure 10 reports the total contact 

force from the simulation for the interaction between the indenter and the specimen 

as a function of the applied displacement. The stiffness of the simulated skullcap 

was 1.46kN/mm. 

                                                 
1 Described in Abaqus Analysis User’s Guide, Section 36.3.1: Defining contact pairs in 

Abaqus/Standard 
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Fig. 10 Load-displacement curve for the indenter, measured during the experiment and 

simulation. The linear portion of the experimental load-displacement curve is highlighted 

(black dashed line), and is also replotted from the origin (solid black line). Four timepoints in 

the simulation that are used for comparison between the simulation and experiment (Section 

3.2) are noted by t08-t11. 

3.2 Backface Displacement 

The displacement in the loading direction (y) from simulation was compared with 

that of the experiment. It will be referred to as the backface displacement (BD), 

since it is a direct measure of how much the skull moves toward the brain. Likewise 

the surface of the skullcap and the surface of the plate facing the cameras will be 

referred to as the backface. Contours of the BD on the backface of the plate and 

specimen will be referred to as the full-field BD. The BD was compared for values 

of applied displacement between 0 and 1 mm and also at the four specific 

timepoints marked in Fig. 10 as timepoints t08-t11. These timepoints were the last 

four timepoints in the simulation. For each of the timepoints t08-t11, the 

corresponding timepoint in the experiment was identified by matching the load 

between the simulation and experiment. Three different measures of the BD were 

calculated for comparison: the maximum BD located at a point under the POI 

(Section 3.2.1), the BD of the plate (Section 3.2.1), and the BD profile 

(Section 3.2.2).  
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3.2.1 Maximum Backface Displacement and Plate Displacement   

Figure 11 shows the full-field BD for the simulation and the experiment at t11, 

including both the skullcap and a region of the plate near the skullcap. The full-

field BD contours for t08-t10 are included in Appendix A. The maximum BD 

(BDmax) of the skullcap was located at a point on its backface approximately under 

the POI, and this location is marked in Fig. 11. As the specimen was loaded in the 

y-direction, it pressed against the backing plate, thus displacing the plate in the 

loading direction. The resulting BD of the plate is shown in Fig. 11, where the 

displacement contours of the plate around the specimen have non-zero values. 

Figure 11 also indicates that the BD of the plate was non-uniform and non-

symmetric, due to the plate not being perfectly flat combined with the eccentricity 

of the loading point relative to the opening in the plate.  To aid in comparing the 

simulation and the experiment, the skullcap displacement was normalized relative 

to the plate displacement, where the plate displacement was measured as an average 

of several points along the perimeter of the hole in the plate. Figure 11 shows the 

location of these Plate Points of Extraction. Figure 12 compares the BD of the Plate 

Points of Extraction and the BDmax of the specimen in order to visualize the 

magnitude of the skullcap displacement relative to the plate displacement.  

 

Fig. 11 Contours of the BD for the backface of the skullcap and the plate at the timepoint 

t11 (timepoints were defined in Fig. 10). The contours from the experiment and simulation are 

shown on the left and right, respectively. The plate is identified in the simulation by the larger 

elements, the skullcap by the much smaller elements. Similar contours for t08–t10 are 

included in Appendix A. 
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Fig. 12 The maximum BD of the skullcap (BDmax), and the BD at several points around the 

perimeter of the hole in the backing plate (Plate Points of Extraction), are plotted as a function 

of the displacement applied by the indenter. The location of BDmax and the Plate Points of 

Extraction are shown in Fig. 11. 

3.2.2 Relative BD Profile 

The BD was also compared between the experiment and simulation for points along 

a line drawn from the posterior side to the anterior side of the specimen and passing 

under the POI. This line will be referred to as the Line of Extraction (LoE) and is 

shown in Fig. 11 as a white dash-line. The BD of the points along the LoE will be 

referred to as the BD profile. As shown in Fig. 11, the LoE from the experiment 

was only for the central region of the skullcap exposed to the cameras and therefore 

did not include the periphery of the skullcap, which was resting on the plate. 

Moreover, the LoE from the experiment did not extend completely to the plate. The 

LoE from the simulation extended for the entirety of the skullcap, including the 

portion resting over the plate. 

The BD profile was calculated relative to the plate in order to account for the 

differences between the simulation and the experiment in the amount of plate 

displacement. The amount of plate displacement (BDplate) in the experiment was 

calculated by averaging the values of BD for the experimental Plate Points of 

Extraction (Fig. 12). The BDplate in the simulation was calculated in an analogous 

manner, by averaging the values of BD for the Plate Points of Extraction in the 

simulation. Then, the relative BD profiles for the experiment and simulation were 
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calculated by subtracting the corresponding BDplate values from the raw BD values. 

Figure 13 compares the relative BD profiles between the experiment and simulation 

for the timepoints t08–t11. 

 

Fig. 13 Relative BD profiles of the skullcap zeroed to the plate for the timepoints t08–t11 

(timepoints were defined in Fig. 10). The relative BD is plotted for points along the Lines of 

Extraction (location shown in Fig. 11). The BD profile is plotted as a function of distance in 

the z-dimension (Fig. 11) from the point of BDmax. The location of BDmax was under the POI 

and is marked as “X” in Fig. 11. 

4. Discussion 

The load and deformation of the skullcap response to quasi-static indentation was 

recorded experimentally. The initial linear response was compared to a finite 

element simulation, which used previously reported mechanical properties of the 

human skull (Alexander et al. 2018). At roughly 1 mm of indentation applied to the 

skullcap, the relative BDmax in the simulation was 24% higher than in the 

experiment. The skullcap stiffness in the simulation was 3% lower than the stiffness 

measured in the linear regime of the experiment. 

Many FE simulations involving the head represent the skull as a homogeneous 

material. The methodology used here was meant to provide an example of how a 

homogeneous model of the skull could be brought a step closer to biofidelity, by 

simply remeshing only the impact zone as a three-layer system. To demonstrate the 
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difference that this remodeling would make in simulations involving head injury, 

the present indentation simulation was rerun with all elements assigned the 

properties of the composite (homogeneous) material (Table 2). This simulation will 

be referred to as the “composite-only FEA” or homogeneous simulation, since the 

skull was modeled with only a single set of material properties imitating an FE 

mesh that did not distinguish between the three different skull layers. The load-

displacement curve and the relative BD profile at the end of the simulation 

(timepoint t11) are shown in Fig. 14 and compared to the heterogeneous mesh and 

the experiment (Table 3). As seen, modeling the three layers of the skull in the 

impact region significantly improved the ability of the simulation to match the BD 

and stiffness of the experiment. The BD and stiffness are two metrics of the 

response of the skull to impact loading, which can be expected to influence head 

injury outcomes. Therefore, the improved accuracy of the heterogeneous mesh 

highlights the importance of modeling the skull as a more complex structure in the 

impact region.  

 

Fig. 14 Relative BD profile at t11 and indentation load when all elements are assigned the 

same composite mechanical properties (green line). (Left) The BD profile at timepoint t11, 

relative to the plate. (Right) The load-displacement curves compared to the linear regime of 

the experiment, which was identified in Fig. 10.  

Table 3 Relative BDmax at timepoint t11 and the skullcap stiffness. The experimental 

stiffness is from the linear regime, which was identified in Fig. 10. 

 Relative BDmax at t11 

(mm) 

Stiffness 

(kN/mm) 

Experiment 0.54 1.51 

Heterogeneous FEA 0.67 1.46 

Composite-only FEA 0.74 1.00 

 

Differences between the simulation and experiment are due to the approximations 

made in modeling the mechanical properties of the skull. First, only three different 
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sets of material parameters were assigned to the skullcap for the region near the 

indenter, corresponding to the three layers of outer table, diploe, and inner table. 

Using only a single material model for each of the layers assumed that the complex 

mechanical response of each layer could be accounted for by a single model. 

However, there is potentially a large variation even within a single layer. Using a 

single model for each layer is an especially drastic approximation for the diploe, 

since the variation in porosity within this layer has been shown to be substantial 

(Alexander et al. 2019).  

Furthermore, the numerical values of the modulus, density, and thickness for each 

of the layers also represented an approximation. The variation in thickness, 

porosity, and mechanical properties between human skulls is well documented. 

However, the simulation assigned geometric parameters and mechanical properties 

of the layers from generalized values pooled for different parietal specimens, rather 

than using values specifically determined for the individual specimen of the present 

study. These generalized values were used to test their predictive capability when 

used a priori. 

5. Conclusion and Future Work 

The initial, linear response of a skullcap specimen, which represented the 3-D 

curvature of the skull, was successfully modeled by representing the skull as a 

three-layered structure in the indented region and as a homogeneous material 

outside of the indented zone. The method was meant to provide an example of how 

a homogeneous FE model of the skull could be brought one step closer to 

biofidelity.  Thicknesses and moduli were assigned for each layer and for the 

homogeneous material using averaged values from previous microstructural based 

experimental studies of the human skull (Alexander et al. 2019, 2020a). The 

simulation closely matched the linear portion of the experimental response, as 

indicated by the load-displacement and back surface displacement of the skull. 

Therefore, the previously published averaged thicknesses and moduli were shown 

to accurately represent the skull response. Furthermore, the three-layer 

methodology was shown to provide a closer match to the experimental response 

compared to modeling the skull as a single, homogeneous material. The same 

method for heterogeneous material property assignment can be used to apply other 

material models to each of the different regions (or to each element) in order to 

successfully model the nonlinear, finite deformation response of the skullcap. 

Extending the modeling framework to include the nonlinear regime could improve 

the prediction of fracture patterns in the skull, a fundamental capability in the 

design and analysis of head protection systems.   
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Appendix A. Contours of Fullfield Backface Displacement
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The backface displacement (BD) was compared between the experiment and 

simulation in Section 3.2 of the main report. Figure A-1 compares the fullfield BD 

contours on the specimen and plate backface (facing the cameras) for the timepoints 

t08–t11. 

 

Fig. A-1 Full-field BD contours from the experiment (left column) and simulation (right 

column) for the timepoints t08–11. The timepoints were previously defined in Fig. 10 of the 

main report, which is reproduced on the right. 
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Appendix B. Effect of the Friction Coefficient between Skullcap 
and Backing Plate
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The friction coefficient between the skullcap and the aluminum backing plate was 

specified as µ = 0.50 in the simulation. This value is in the range for the static 

frictional coefficient between polymethylmethacrylate (PMMA or Plexiglas) and 

steel, whether or not the interface is lubricated (0.4 ≤ 𝜇 ≤ 0.5, 

EngineeringToolbox.com). The effect of friction coefficient was quantified by 

running the same heterogeneous simulation as presented in Section 2.4 of the 

main report, while using either a low value (µ = 0.25) or high value (µ = 0.75) for 

the friction coefficient.  

Figure B-1 compares the load-displacement curves using the three different values 

of coefficients. Table B-1 lists the stiffnesses of these heterogeneous simulations 

and compares them with the experiment and the composite (homogeneous) 

simulation, as reported in Table 3. Varying the friction coefficient by 50% to 

100% from the original value of µ = 0.50 yielded frictional coefficients that were 

well outside the range reported for the interface between PMMA and steel. 

However, even when using these low and high values, the stiffness of the 

heterogeneous simulation varied by less than 5%, whereas the difference in 

stiffness between the heterogeneous simulation and the composite (homogeneous) 

simulation was greater than 30%. 

 

Fig. B-1 Load-displacement response of the heterogeneous simulation using different values 

of the frictional coefficient between the skullcap and the backing plate. The case of µ = 0.5 

(blue curve) corresponds to the heterogeneous simulation presented in Section 3. 



 

28 

Table B-1 Skullcap stiffness 

 Stiffness 

(kN/mm) 

Experiment 1.51 

Heterogeneous FEA, µ=0.75  1.51 

Heterogeneous FEA, µ=0.50 1.46 

Heterogeneous FEA, µ=0.25 1.40 

Composite-only FEA, µ=0.50 1.00 
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List of Symbols, Abbreviations, and Acronyms 

3-D  3-dimensional 

3LR  3-layer region 

ARL  Army Research Laboratory 

BD  backface displacement 

CCDC  US Army Combat Capabilities Development Command 

DIC  digital image correlation 

FEA  finite element analysis 

fps  frame per second 

LoE  Line of Extraction 

micro-CT micro-computed tomography  

POI  Point of Impact 

ROI  region of interest 

STL  stereolithography 
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