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Abstract

The rigorous development of an electromagnetic force density expression is pursued along
various lines. Based on experimental evidence, we suggest that a single formulation may describe
forces on homogenized materials. That expression is consistent with a development attributed to
Einstein and Laub. Supporting theory that was evidently unknown allows an interpretation in the
static limit that agrees with the work of Lorentz. While there remain aspects related to material
response that cannot currently be evaluated because of a lack of experimental data, carefully
conceived theoretical and experimental work will allow complete verification or form a basis for a
revised theory. Following more than one century of effort, it appears we are close to a complete
description of the mechanical aspects of the interaction of electromagnetic waves with matter.

Additional research contributions related to optical forces are summarized. Specifically, we
propose that the pressure on a surface in vacuum can be increased based on structure and com-
position. This recent Physical Review journal paper presents the idea of using a nanostructured
cavity array in a gold surface at resonance and shows simulated results that motivate experimen-
tal verification. Once proven, this very substantial effect should be important in optomechanics
because the relatively weak optical force can be made much larger, improving actuators. There
may also be applications in solar sails for space vehicle propulsion.
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1 Introduction

1.1 Preamble

The theory of electromagnetic forces has received substantial attention during the past century
[1, 2], but uncertainty remains and there have been challenges to explain the modest set of careful
experiments that have been done. This leads to the need to evaluate the derivation of the force
density using various paths to establish whether there is more than one legitimate approach. The
goal of this research is to extend our rigorous derivation of optical forces on materials that used
the Abraham momentum to consider other approaches, including use of the Minkowski momentum,
along with the study of related issues in the momentum flow or stress tensor. If there should be
more than one plausible approach, we will design a set of experiments that could be pursued in
subsequent works to differentiate and establish correctness. This fundamental theoretical work is
complemented by simulation results for various materials. For instance, we have shown that the
Abraham momentum leads to the conclusion that the radiation pressure sign does not change with
the sign of the refractive index. We evaluate issues with other possible formulations regarding the
influence of the material properties. Also, by correctly incorporating material dispersion, forces
using pulsed light can be understood. Furthermore, by exploiting nonlinear material properties,
other interesting control may be possible.

There are important practical applications of this fundamental work of electromagnetic forces.
While optical tweezers are becoming more common, and wonderful applications exist, particularly in
molecular biology, there is little fundamental understanding of absolute force data from the calibra-
tion procedures [3, 4]. Also, optical tweezers apply a relatively weak force over large (many micron
meters) length scales, leading to the need for the force to be applied to large beads. By evaluating
the relation between materials and nanostructures and the force, it should be possible to design
tweezers with larger forces to move smaller objects or larger objects locally. This could be important
in sensing, for instance, where a molecule could be moved to a region with large field and hence
large Raman dipole moment for identification. There could be new control opportunities by control
of the optical material properties, both electric and magnetic, and material synthesis work could be
motivated by the basic understanding we seek.

1.2 Optical Forces, Radiation Pressure and Trapping

The mathematical description of electromagnetic forces on material has received much attention
during the past century or so (see, for example, [1, 5–20]), in order to describe experiments done
over that time frame (notable results being [21, 22]). Understanding the force due to electromagnetic
fields is fundamental and of importance in applications like optical tweezers [23, 24] and the study
of optical traps [25]. While a propagating uniform electromagnetic plane wave in vacuum has been
assumed to apply a positive force and radiation pressure, recent investigations have suggested that
this situation may change when the fields are in a negative refractive index medium [12, 26–28].
In our earlier work, we showed that the force density is positive for propagating waves in passive
homogeneous media, even when the refractive index is negative, and that a material offering gain
can produce a negative force [16, 17]. Treatment of the electromagnetic force on a dielectric slab
has indicated that the interfaces influence the force density [9], except in the case of incidence at
the Brewster angle [29]. Numerical models for electromagnetic pulses in lossless and lossy positive
and negative refractive index slabs [18] and semi-infinite media [30] appear to have similar force
behavior. However, the impact of the material parameters of the background and the slab on the
electromagnetic force density in the slab has remained unclear. Also, any force experiment with gain
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material must involve finite material extent, and the force behavior in a slab having overall gain is
not known.

Two oppositely charged surfaces are attracted because of the electrostatic force, as presented by
Coulomb. Parallel wires carrying currents in opposite directions have an attractive force. These
forces have been described by Lorentz in vacuum as F = qE+ qv×µ0H, or equivalently, in terms of
the energies in the electrostatic (uE) and magnetostatic (uH) fields, resulting in F = ±∇W |p, with p
indicating constant charge or potential (or flux or current for the magnetic case), which dictates the
sign. The quantum field also gives rise to a (Casimir) force between uncharged surfaces in vacuum
that is attractive [31]. Generally, forces can be decomposed into a gradient or dipole force associated
with a spatially varying field, as used in optical tweezers [23, 24], and that due to radiation pressure
involving atomic transitions [21]. Evanescent fields between two surfaces or waveguides can result
in a force due to the modal electric field perpendicular to the two surfaces or waveguides, which
gives rise to attraction and a polarization charge having opposite sign, or repulsion with the mode
of opposite symmetry, i.e., forces dictated by the direction of the associated electric fields, thereby
being examples of dipole forces [32].

The radiation pressure is related to a change in momentum (between incident and emitted pho-
tons), and all experimental evidence suggests that this results in a force in the direction of the
incident field momentum (Poynting vector and wave vector). While a propagating uniform electro-
magnetic plane wave in vacuum has been assumed to apply a positive force and radiation pressure,
recent investigations have suggested that this situation may change when the fields are in a negative
refractive index medium [12, 26, 27, 33]. We consider the various contributors to the electromagnetic
force, including the material constitutive parameters and their dispersive properties. This analysis
indicates that the radiation pressure is positive for propagating waves in passive homogeneous media,
even when the refractive index is negative. In earlier work, we proposed that a homogeneous material
with gain can result in a negative force [16]. Here, we study the various contributors to the force in
dispersive materials, and provide a detailed description of an experiment to demonstrate a negative
force in a gain medium. We also describe a negative force for the case of evanescent fields, even when
there is no electric field component in that direction.

There has been much work done related to the description of forces due to electromagnetic waves
(see [6–8, 10, 11, 34, 35], for example) and accurate measurements [22]. We note that there have been
some issues in interpreting all measurements (notably with a non-unity background refractive index
[22]), which has led to debate on use of the Abraham versus the Minkowski momentum definition.
Many have used a rigorous force development from Maxwell’s equations that employs the Abraham
form [6–8, 10, 11, 16, 34].

1.3 Maxwell’s Equations

Maxwell’s equations with SI units are commonly written [36]

∇×E = −∂B

∂t
[Faraday] (1)

∇×H =
∂D

∂t
+ J [Ampere] (2)

∇ ·D = ρ [Gauss− electric] (3)

∇ ·B = 0 [Gauss−magnetic], (4)

where E is the electric field (V/m), H is the magnetic field (A/m), D is the electric flux density
(C/m2), B is the magnetic flux density (T=Wb/m2), J is the electric current density (A/m2), and
ρ is the electric charge density (C/m3).
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Taking the divergence of (2) and substituting (3) gives

∇ · J = −∂ρ

∂t
. (5)

Equation (5) is the continuity equation, stating that (classically) charge is conserved - and simply
moved around.

With exp(−iωt), ∂/∂t → −iωt [exp(jωt), ∂/∂t → jωt], (1) - (4) become

∇×E = iωB (6)

∇×H = −iωD+ J (7)

∇ ·D = ρ (8)

∇ ·B = 0. (9)

1.4 Description of Materials

Bi-anisotropic materials can be described by constitutive relations of the form [37]

D = ǫ0¯̄ǫ · E+ i
√
µ0ǫ0 ¯̄κ

T ·H (10)

B = −i
√
µ0ǫ0 ¯̄κ ·E+ µ0 ¯̄µ ·H, (11)

where ¯̄ǫ is the dielectric constant tensor, ¯̄µ is the relative permeability tensor, and ¯̄κ is the chiral
tensor.

For simple, isotropic media, (10) and (11), become

D = ǫ0ǫE (12)

B = µ0µH. (13)

We assume complex material parameters in the frequency domain of the form

ǫ = ǫ′ + iǫ′′ (14)

µ = µ′ + iµ′′. (15)

Ohm’s Law is

J = σE (16)

σ = σ′ + iσ′′, (17)

where σ is the complex conductivity. Ampere’s Law becomes

∇×H = −iωǫ0ǫE+ Ji (18)

= σE+ Ji, (19)

where Ji is some source (impressed) current density and it is clear that ǫ and σ carry equivalent
information about the electric material response.
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1.5 Causality and Material Response

In the frequency domain, with an isotropic material response, D(r, ω) = ǫ(ω)ǫ0E(r, ω) leading to the
local in space and nonlocal in time convolution in the time domain,

D(r, t) =

∫ ∞

−∞
ǫ(t′)ǫ0E(r, t− t′)dt′. (20)

Using the electric susceptibility, χE(ω) = ǫ(ω)− 1,

χE(t) =
1

2π

∫ ∞

−∞
[ǫ(ω)− 1] e−iωtdω. (21)

ǫ = 1 +

∫ ∞

tr

χE(t)e
iωtdt (22)

A two-level atomic system has

χE = ǫ− 1 (23)

=
ω2
p

ω2
0 − ω2 − i2γω

(24)

In the case where the local atom is a distance r from the source that turns on at t = 0, the field
arrives at a retarded time tr = r/v, with v = c (regardless of the material composition). We set
tr = 0, and hence assume that χE(t) = 0 for t < 0, leading to

∫ ∞

−∞
[ǫ(ω)− 1] e−iωtdω = 0 (25)

Assuming analyticity in upper half of ω = ω′ + iω′′ plane [36, 38, 39]

∮

ǫ(ω)− 1

ω′ − ω
dω′ = 0 (26)

Evaluating the integral in (26) in the complex plane gives the Kramers-Kronig relations (Hilbert
transform pair) [36, 39]

ǫ′(ω)− 1 =
2

π
−
∫ ∞

0

ω′ǫ′′(ω′)

ω′2 − ω2
dω′ (27)

ǫ′′(ω) = −2ω

π
−
∫ ∞

0

ǫ′(ω′)− 1

ω′2 − ω2
dω′, (28)

where the symmetry to make ǫ(t) real has been assumed and the singularity evaluated, hence the
principal value integral.

1.6 Conservation of Energy

The vector identity

∇ · (E×H) = H · ∇ ×E−E · ∇ ×H, (29)
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together with Maxwell’s curl equations,

∇×E = −∂B

∂t
(30)

∇×H =
∂D

∂t
, (31)

leads to Poynting’s theorem [36]

∮

E×H · ds = −
∫

[

E · ∂D
∂t

+H · ∂B
∂t

]

dv. (32)

From (32),

∂u

∂t
= E · ∂D

∂t
+H · ∂B

∂t
, (33)

where u is the energy density in the electric and magnetic fields.
We assume that (32) describes electromagnetic energy and power flow in all experiments, and it

appears to have been used effectively for a very long time. For example, application of the boundary
conditions on tangential fields at an interface between two materials enforces the continuity of tan-
gential fields, under the assumption that there is no surface current density, and hence conservation
of energy by applying (32) at this field continuity condition.

2 Lorentz Force

2.1 Lorentz Force for Static Fields

Lorentz described the forces on charges as [5]

F = qE+ qv ×B, (34)

but his focus was vacuum so that this expression becomes

F = qE+ qv× µ0H, (35)

where v is the instantaneous velocity of the (point) charge q. Note that the component due to the
electric field (qE) comes directly from the definition of the electrostatic field and that the magnetic
field term relates to the observed cyclotron motion of charges in a magnetic field (qv × µ0H). The
magnetic field term is most often written as v ×B, but Lorentz’s use was in vacuum, where for SI
units, B = µ0H. An important question is whether (34) or (35) is correct in magnetic media.

The question as to whether qv × B or qv × µ0H should be used has been controversial. It
has been suggested that experiments lead to the conclusion that as v → c, (34) applies [39] (see
page 144). However, this argument essentially says that small velocities relate to random electron
motion with little influence of the magnetic medium, hence avoiding the central question. Electron
microscopy has been used to determine the distribution of magnetism [40], and those experiments
support use of magnetization M and indicate that in the situations considered the applied field
(H) was unimportant. While early experiments gave conflicting pictures [41] (see the introduction),
an experiment showing the deflection of mesons by magnetized iron suggests that B is the correct
vector [41]. The measurement method became known as Lorentz microscopy, which is sensitive to
magnetized material states [42, 43]. Therefore, experimental evidence to date appears to support use

of (34).
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2.2 Generalization of Lorentz Force

From (34), the force density is
f = ρE+ J×B. (36)

Consider a generalization of (36). From Gauss’s law (3), writingD = ǫ0E+P, with P the polarization
vector, the total electric charge density is

ρt = ǫ0∇ · E
= ∇ ·D−∇ ·P
= ρ−∇ ·P. (37)

Likewise from (4) for the magnetic field, assuming B = µ0 (H+M), with M the magnetization,

ρmt = µ0∇ ·H
= ∇ ·B− µ0∇ ·M
= 0− µ0∇ ·M. (38)

In (38), ∇ · M corresponds to the magnetic moment charge density (associated with the spin and
orbital angular momentum).

From Ampere’s law (2)

∇×H =
1

µ0
∇×B−∇×M

=
∂D

∂t
+ J. (39)

Rearranging gives the total current density as

∇× B

µ0
=

(

∇×M+
∂D

∂t
+ J

)

= Jmt + Jt + ǫ0
∂E

∂t
. (40)

Note that classical, static magnetism is viewed as the motion of bound electric charge, so that we
might consider insertion of both electric and magnetic charges and currents into (36). Proceeding
with this gives

fL = (ρ−∇ ·P− µ0∇ ·M)E+

(

∇×M+
∂P

∂t
+ J

)

×B, (41)

where we have taken the liberty to call this a Lorentz force. With the removal of the magnetic
material terms in (41), we have

fLE = (ρ−∇ ·P)E+

(

∂P

∂t
+ J

)

×B, (42)

where B = µ0H. There is no a priori reason to believe that (41) or (42) should be correct, and
there is no direct relation to photon momentum. However, in the limit that the static situation is
approached, one would expect those physics to apply. In the special case of electric materials, the
form in (42) has been presented previously [44, 45].
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3 Kinetic and electromagnetic Momentum

3.1 Conservation of Kinetic Momentum and Energy

The conservation of kinetic momentum is described by [6]

∇ ·Tk +
∂gk
∂t

= fk, (43)

where T is the kinetic momentum flow tensor or the stress tensor, gk is the kinetic momentum, with
gk = ρmv, where ρm is the mass density.

The conservation of kinetic energy is described by [6]

∇ · Sk +
∂uk
∂t

= φk. (44)

For the case of the electromagnetic component, Sk → Se and uk → ue. Comparing (44) with
Poynting’s theorem in (32), and with the inclusion of impressed current Ji in Ampere’s law, results
in

Se = E×H (45)

ue = E · ∂D
∂t

+H · ∂B
∂t

(46)

φe = −E · Ji. (47)

A closed electromagnetic and kinetic system would satisfy [6]

∇ · (Tk +Te) +
∂

∂t
(gk + ge) = fk + fe

= 0, (48)

and

∇ · (Sk + Se) +
∂

∂t
(uk + ue) = φe + φk

= 0. (49)

Note that there is a power conversion efficiency that transfers power between the charges (φk) and
the electromagnetic field (φe). Also, (48) implies

fk = −fe = −
(

∇ ·Te +
∂ge
∂t

)

, (50)

a result we will use.
The term “virtual power” has been used by Penfield and Haus to describe coupled physical

systems [6]. For example, with interacting electromagnetic and thermodynamic (subscript h for
heat) systems,

fe + fh + fk = 0 (51)

φe + φh + φk = 0, (52)

from which a revised force theory can be formed. This leads to the need to understand the systems
involved and to present a suitable mathematical description within a framework such as this.

7



3.2 Electromagnetic Momentum

The Abraham form of the electromagnetic momentum density is [46, 47]

gA =
1

c2
E×H, (53)

with c the speed of light in vacuum. For electromagnetic energy in nondispersive media, this yields
the single photon momentum magnitude of h̄k0/n, where n is refractive index, h̄ = h/2π, with h
being Planck’s constant, and k0 is the free space wave number. Doing likewise with the Minkowski
momentum density [48, 49]

gM = D×B (54)

gives a momentum of nh̄k0 in the simplified situation where the refractive index is a real quantity.
Atoms have been measured to have a recoil momentum of nh̄k0 [25], important in atom interferometry
with optical gratings and consistent with the deBroglie momentum. In vacuum, of course, gA = gM .
Therefore, the issue is how to treat (or partition) momentum and force within homogenized material.

A key point in the assignment of an electromagnetic momentum is the coupling of various phys-
ical systems and the fact that conservation principles apply to the superposition of these. This has
been treated nicely with a virtual power concept [6], which provides basic insight into the separation
of mechanical and electromagnetic effects [7]. The delineation into a quantum mechanical canonical
momentum that produces spatial translations [50] and kinetic momenta associated with Abraham
or Minkowski have been proposed [51, 52]. However, it has been noted that only the (dispersionless)
canonical momentum of the photon appears to explain the Jones and Leslie experiments [51]. Of
general significance, the influence of dispersion must be incorporated to determine the momentum
imparted [53]. At this point, the Jones and Leslie radiation pressure experiments [22] remain un-
explained, except for the qualitative similarity to the photon momentum. More generally, there
remain basic questions about how to describe electromagnetic forces in dispersive materials, or more
specifically, whether current descriptions can explain experiments.

We showed that an interpretation of the resulting force expression that incorporates the Abra-
ham momentum can explain the dependence of the radiation pressure on refractive index in the
experiments of Jones and Leslie [54]. This picture was expanded to describe why Jones and Leslie
concluded from their experiments that there was no dependence of the force on polarization or an-
gle of incidence [22]. While it has been noted that the Abraham momentum fails to predict the
Jones and Leslie results [51], the analysis here shows that the Abraham momentum incorporated
into a general force expression explains these experiments. Importantly, this model could be used
to predict other force results, whereas the observation that the near-normal incidence results from
Jones and Leslie are consistent with the incident photons carrying a canonical momentum of nh̄k0
[51], while appealing, cannot directly be applied to determine electromagnetic forces. Likewise, the
separation of the photon momentum into canonical (identified as Abraham) and kinetic (identified
as Minkowski) momenta [52] does not provide a description for force. Other work has investigated
issues surrounding the Jones and Leslie experiments, including the force on a perfect conductor in
a background medium [55], and that on other materials as being due to the impedance mismatch
[56, 57]. This leads to the primary contribution summarized here, the explanation of all experimental
results obtained by Jones and Leslie for the first time and using a rigorous and general force model
stemming from Maxwell’s equations with homogenized material parameters.

3.3 Relationship Between Classical Fields and Photon Momentum

We review the development of the photon momenta associated with (53) and (54) for tutorial reasons
and also because the assumptions, namely that dispersion and loss in the atomic/material response
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are ignored. This development by and large follows an earlier review [58].
From (32), Poynting’s theorem, and in vacuum,

∂u0
∂t

= ǫ0E · ∂E
∂t

+ µ0H · ∂H
∂t

. (55)

Ignoring the spatial dependence and for a monochromatic plane wave, we set E = êE0 cos(ωt) and
H = ĥ(E0/η0) cos(ωt), where the free space wave impedance is η0 =

√

µ0/ǫ0, and the energy density
can be written from (55) as

u0(t) =
1

2
ǫ0E

2 +
1

2
µ0H

2

= ǫ0E
2. (56)

The free space momentum density is

g0 =
1

c2
E×H

= ê× ĥ
ǫ0E

2

c
(57)

From the instantaneous momentum density in (57) we write the peak value as

g0p =
ǫ0E

2
0

c
(58)

From (56), the photon energy is written as

h̄ω = u0p = ǫ0E
2
0 , (59)

and from (56) with substitution of the photon momentum (p0) for g0, we have

E2
0 =

h̄ω

ǫ0
=

p0c

ǫ0
. (60)

Equation (60) gives the vacuum photon momentum as

p0 = h̄k0, (61)

with k0 = ω/c the free space wave number, in accordance with quantum theory [50].
Consider now the situation in a dielectric with refractive index n =

√
ǫ. Neglecting dispersion

(the frequency dependence of the dielectric constant and loss), the energy density becomes

u =
1

2
(ǫ0D · E+ µ0B ·H) . (62)

If we consider the dielectric constant real and independent of frequency, we have D(t) = ǫ0ǫE(t) and
H = ĥ(E0/η) cos(ωt), with η = η0/

√
ǫ. The Minkowski momentum density is

gM = D×B

= ê× ĥ
E2ǫ0ǫ

3/2

c
. (63)
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The peak momentum density is

gMp =
E2

0ǫ0ǫ
3/2

c
. (64)

Using a procedure similar to that to obtain (59),

h̄ω = up = ǫ0ǫE
2
0 . (65)

Substituting the Minkowski photon momentum (pM ) for gMp in (64), we have

E2
0 =

h̄ω

ǫ0ǫ
=

pMc

ǫ0ǫn
, (66)

with n the refractive index, written this way because it is retained, from which we have

pM = h̄k0n. (67)

A similar procedure with the Abraham momentum yields

gA =
1

c2
E×H

= ê× ĥ
E2

c2η

= ê× ĥ
E2ǫ0n

c
. (68)

Equating energies gives

h̄ω = up = ǫ0ǫE
2
0 , (69)

and hence

E2
0 =

h̄ω

ǫ0ǫ
=

pAc

ǫ0n
, (70)

with pA the Abraham photon momentum. Therefore,

pA =
h̄k0
n

. (71)

These photon momentum were associated with field-based momentum densities in the previous sec-
tion.

4 Force Theory with the Abraham Momentum

4.1 Electromagnetic Force Density

Maxwell’s equations with all source terms on the right-hand side can be written

∇×E+ µ0
∂H

∂t
= −µ0

∂M

∂t
(72)

∇×H− ǫ0
∂E

∂t
=

∂P

∂t
+ J (73)

ǫ0∇ ·E = −∇ ·P+ ρ (74)

∇ ·H = −∇ ·M, (75)
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with E the electric field, H the magnetic field, P the polarization, M the magnetization, J the
source electric current density, ρ the free electric charge density, µ0 the permeability of free space,
and ǫ0 the permittivity of free space. Note that material dispersion and loss are incorporated into the
polarization and magnetization through the frequency domain representation for these quantities.
Also, any anisotropic, linear material response can be represented in this form. Taking the cross
product of ǫ0E with (72) and µ0H with (73), and adding the resulting equations, gives

ǫ0E× (∇×E) + µ0H× (∇×H) + µ0ǫ0E× ∂H

∂t
− µ0ǫ0H× ∂E

∂t

= −µ0ǫ0E× ∂M

∂t
+ µ0H× ∂P

∂t
+ µ0H× J. (76)

The momentum-flow or stress tensor for the electromagnetic field is [6]

Te =
1

2

(

ǫ0E
2 + µ0H

2
)

I− ǫ0EE− µ0HH, (77)

where, for example, EE is a dyadic product of two vectors with elements (ab)ij = aibj [6]. We
note that the stress tensor in (77) is symmetric [6]. A basic premise has been proposed whereby a
rectangular solid under surface stress should have a symmetric stress tensor [39] (page 103). However,
a more complete picture would be the superposition of all coupled systems, and a pragmatic position
would suggest that arriving at the correct (or a useful) force density should be the primary concern
[6].

The triple cross product terms in (76) can therefore be expressed as

ǫ0E× (∇×E) + µ0H× (∇×H) = ∇ ·Te + ǫ0 (∇ · E)E+ µ0 (∇ ·H)H. (78)

Here, the divergence of the tensor in the (x1, x2, x3) coordinate system is defined as

∇ ·T =









∂T11

∂x1
+ ∂T21

∂x2
+ ∂T31

∂x3

∂T12

∂x1
+ ∂T22

∂x2
+ ∂T32

∂x3

∂T13

∂x1
+ ∂T23

∂x2
+ ∂T33

∂x3









(79)

and, for example,

EE =









E2
1 E1E2 E1E3

E2E1 E2
2 E2E3

E3E1 E3E2 E2
3









. (80)

Substituting (78) into (76) gives

∇ ·Te + ǫ0 (∇ · E)E+ µ0 (∇ ·H)H = −µ0ǫ0E× ∂H

∂t
+ µ0ǫ0H× ∂E

∂t

− µ0ǫ0E× ∂M

∂t
+ µ0H× ∂P

∂t
+ µ0H× J. (81)

Taking the Abraham form of the momentum density associated with the electromagnetic field
[6],

gA = ge = µ0ǫ0E×H, (82)
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leads to

∂ge
∂t

= µ0ǫ0E× ∂H

∂t
− µ0ǫ0H× ∂E

∂t
. (83)

Using (78) and (83), (76) can re-written as

∇ ·Te + ǫ0 (∇ ·E)E+ µ0 (∇ ·H)H+
∂ge
∂t

= −µ0ǫ0E× ∂M

∂t
+ µ0H× ∂P

∂t
+ µ0H× J. (84)

The kinetic force density due to the electromagnetic fields, or the conservation of momentum (den-
sity), can now be written in terms of Te and ge as

f = −fe (85)

≡ fE (86)

= −∇ ·Te −
∂ge
∂t

= µ0ǫ0E× ∂M

∂t
− µ0H× ∂P

∂t
+ ǫ0 (∇ ·E)E+ µ0 (∇ ·H)H− µ0H× J. (87)

Substituting (74) and (75) into (87) gives

fE =
∂P

∂t
× µ0H− ∂M

∂t
× µ0ǫ0E− (∇ ·P)E+ ρE− µ0 (∇ ·M)H− µ0H× J, (88)

Writing (88) for free space,

f = ǫ0 (∇ ·E)E− µ0 (∇ ·H)H− µ0H× J. (89)

Substituting (3) and (4) gives
f = ρE+ J× µ0H, (90)

which is the Lorentz force density in (35). This provides both a reference and some confidence in
the development, at least for the free space case.

4.2 Einstein-Laub Force Expression

In an open system, partner polarization and magnetization charges outside the (differential) volume
would produce additional forces [6]. Substituting ǫ0 (∇ · E) and ∇ ·H from (74) and (75) into (87),
using

− (∇ ·P)E = −∇ · (PE) + (P · ∇)E (91)

− (∇ ·M)H = −∇ · (MH) + (M · ∇)H, (92)

and identifying Tp = −PE and gp = 0 for polarization and Tm = −µ0MH and gm = 0 for
magnetization leads to a kinetic force density

fEL = − (fe + fp + fm) , (93)

which gives

fEL =
∂P

∂t
× µ0H− ∂µ0M

∂t
× ǫ0E

+ ρE− µ0H× J+ (P · ∇)E+ µ0 (M · ∇)H. (94)
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The force density in (94) is due to Einstein and Laub [1], and has been used by others [6, 13, 16–
18, 57, 59], and the relativistic form has been derived [6]. This representation has also been called
the Chu Formulation [6]. The three coupled systems in (94), each with a stress tensor, result in a
net stress tensor given by Te +Tp +Tm = T which is given by

TEL =
1

2

(

ǫ0E
2 + µ0H

2
)

I−DE−BH. (95)

Note that TEL is not necessarily symmetric. Notice also that material dispersion can be incorporated
through the time derivatives of P and M in (87) and (94). For plane waves in locally homogeneous
isotropic media and referring to (87), ∇ · E = 0 and ∇ · H = 0. However, for general material
arrangements and beam profiles, (P · ∇)E and (M · ∇)H in (94) can be nonzero. In the case of a
normally incident plane wave on a surface,

fNPW =
∂P

∂t
× µ0H− ∂µ0M

∂t
× ǫ0E− µ0H× J, (96)

with SI units of Nm−3 and where the subscript on f indicates that this expression holds for a normally
incident plane wave.

4.3 Initial Analysis of Einstein-Laub Formulation

An important point related to the credibility of (94) is the static limit in magnetic materials, and
consistency with the work of Lorentz (36). In fact, a major concern has been that there appears to
be an inconsistency to explain. We address this issue now. Later we will consider the explanation of
optical force experiments.

The immediate challenge is that (94) has J × µ0H, while for the static case we indicated ex-
periments (and Lorentz microscopy) suggest that it should be J × B. It has earlier been proposed
that the root of the issue is that (94) applies to local, homogenized media, and the situation of
charges passing through media is more complicated and may not conform [6]. However, J is an
impressed current (a mathematical source) that can encompass Ohm’s law and the steady current
when ∂P/∂t → 0, or is an equivalent current (in the Huygen’s sense). Introducing an electron beam
into a sample, where we make the assumption of uniform velocity, would appear to be captured in
J. Superficially, there appears to be an issue with consistency between (94) and (36).

All material characteristics (including dispersion and free and bound charge) are captured by P

and M in (94). This equation was developed assuming that all material characteristics are captured
in the various charges and their motion, and that the fields are E and H. Other forms are possible
and one might wonder if another form may be needed?

We use the identity (∇b) · a = (a · ∇)b+ a× (∇× b), with tensor operation (∇b)ij = ∂bj/∂xi
[6], to write

(∇H) ·M = (M · ∇)H+M× (∇×H). (97)

Therefore, referring to (94),

µ0(M · ∇)H = µ0(∇H) ·M− µ0M× (∇×H)

= µ0(∇H) ·M+ J× µ0M, (98)

where we have used Ampere’s law for magnetostatics, hence ignoring displacement current (to in-
vestigate the relation between (94) for the static case and the Lorentz result). Using (98), and
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considering the two relevant terms in (94), we have

J× µ0H+ µ0(M · ∇)H = J× µ0H+ µ0(∇H) ·M+ J× µ0M

= J×B+ µ0(∇H) ·M
≈ J×B, (99)

where the approximation assumes that the local, mean field is approximately constant over the length
scale of interest - this is a force density. This is equivalent to a mean field theory where the local
mean is constant, and this is compatible with the local homogenization assumption. Equation (99)
indicates that (94) is consistent with the result from Lorentz for the static case. This key point does

not seem to have been recognized previously.

Let us consider the electrostatic situation. Using the same vector identity that led to (97),

(∇E) ·P = (P · ∇)E+P× (∇×E)

= (P · ∇)E, (100)

because the electrostatic field has zero curl. Using the same locally constant field assumption, that
∇E ≈ 0, we see that (P · ∇)E ≈ 0. Hence, in the static limit, (94) becomes

lim
ω→0

fEL = ρE+ J×B, (101)

with the assumption that the local field in this small volume is independent of position. Equa-

tion (101) suggests that the Einstein-Laub formulation is consistent with the accepted static form of

the Lorentz force.

4.4 A Different Minkowski Formulation

Another development has been attributed to a Minkowski representation that uses the Abraham
form of the momentum [6, 34]. Chu, Penfield, and Haus consider relativistic forms and differences
between the Chu (Einstein-Laub) form and their interpretation of that associated with Minkowski,
and show that the two forms are consistent [34]. For completeness, we review this development for
the static medium.

Using the Minkowski stress tensor of form

TM = (D · E+B ·H) I−DE−BH (102)

and an analogous procedure as in Section 4.1, the sum of D×(1) and B×(2) gives

D× (∇×E) +B× (∇×H) = −
(

∂D

∂t
×B+D× ∂B

∂t

)

+B× J (103)

= ∇ ·TM + (∇ · E)D+ (∇ ·H)D. (104)

Using the Abraham momentum (53) to form the kinetic force density using a procedure similar to
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that to achieve (84) and (88) gives

fAM = −
(

∇ ·TM +
∂gA
∂t

)

(105)

= −∂gA
∂t

+

(

∂D

∂t
×B+D× ∂B

∂t

)

−B× J+ (∇ · E)D+ (∇ ·H)D

= fEL +
1

c2
∂E

∂t
×M+

∂P

∂t
×B+P× ∂µ0M

∂t
− µ0M× J

(∇ ·E)D+ (∇ ·H)D

=
1

c2
∂

∂t
(E×M) +

∂

∂t
(P×B)−B× J+ (∇ · E)D+ (∇ ·H)D, (106)

where fAM indicates that the Abraham momentum was used with the Minkowski stress tensor. How-
ever, one might suspect that this manipulation with Maxwell’s equations should yield the Einstein-
Laub force (or the Chu force), as noted by Penfield and Haus [6, 34]. Using our terminology,
TEL + TC = TM , where TC is an addition to the Einstein-Laub stress tensor to form Minkowski
stress tensor. This yields

fAM = −
[

∇ · (TEL +TC) +
∂gA
∂t

]

= fEL −∇ ·TC . (107)

The point made by Chu, Penfield and Haus is that, of course, a single force density expression results
when the same stress tensor is used. An important point is that they describe this as the Minkowski

form, because of the form of Maxwell’s equations used, but they use the Abraham momentum and

not the Minkowski momentum. For example, the last two terms in (106) have associated terms in
TM , leading to the conclusion that this form can be simplified to that of Einstein and Laub.

4.5 Other Prospects with the Abraham Momentum

One can take the cross product of (2) with ǫ0E and (1) with B and proceed with the use of the
Abraham momentum. While the vector algebra with Maxwell’s equations follows consistently, an-
other stress tensor and hence force expression results. These do not appear meaningful. Likewise,
the products could be (1) by D and (2) by B, and one could consider use of the Minkowski stress
tensor (see the next section). However, the seemingly redundant terms in this approach suggest that
this is not a productive direction.

5 Force Theory with the Minkowski Momentum

It is too simplistic to consider gM = n2gA, where n is the refractive index, because this assumes
the refractive index is a real quantity, which cannot be the case at an arbitrary frequency, and it
does not apply to the general anisotropic material situation. We therefore interpret the Minkowski
momentum as

D×B = (ǫ0E+P)× µ0 (H+M) . (108)

Consider the sum of D×(1) and B×(2), which gives with the use of the Minkowski momentum,

D× (∇×E) +B× (∇×H) = −∂gM
∂t

+B× J. (109)
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By analogy with (78),

D× (∇×E) +B× (∇×H) = ∇ ·TM + (∇ ·E)D+ (∇ ·H)B. (110)

Using (110) in (109) leads to

fe = ∇ ·TM +
∂gM
∂t

= − (∇ ·E)D− (∇ ·H)B+B× J. (111)

This results in a kinetic force density

fk = −fe

= (∇ ·E)D+ (∇ ·H)B−B× J. (112)

Equation (112) does not have a radiation pressure (power flow) term and hence does not make
physical sense. Penfield and Haus [6] have noted that there is no justification that (102) and gM
used here describe the system in any meaningful way.

We consider now a modification of the Einstein-Laub development that uses the Minkowski
momentum. We can write (81) as

∇ ·Te + ǫ0 (∇ ·E)E+ µ0 (∇ ·H)H = −ǫ0E× ∂B

∂t
+ µ0H× ∂D

∂t
+ µ0H× J, (113)

where Te is given by (77). Using the Minkowski form of the electromagnetic momentum in (54),
(113) can be written as

∇ ·Te + ǫ0 (∇ · E)E+ µ0 (∇ ·H)H = −∂gM
∂t

+P× ∂B

∂t
− µ0M× ∂D

∂t
+ µ0H× J. (114)

Setting

fe = ∇ ·Te +
∂gM
∂t

(115)

in (114), and with use of (37) and (38), gives

fe = P× ∂B

∂t
− µ0M× ∂D

∂t
+ µ0H× J

+ (∇ ·P)E− ρE+ µ0 (∇ ·M)H. (116)

Following a procedure similar to that used in the development of (94),

fM = − (fe + fp + fm)

= −P× ∂B

∂t
+ µ0M× ∂D

∂t
+ ρE− µ0H× J+ (P · ∇)E+ µ0 (M · ∇)H, (117)

where fM refers to a possibly legitimate force density expression based on the use of the Minkowski
momentum. Equation (117) appears to have been derived for the first time here. For non-magnetic,
electric materials, (117) becomes

fME = −P× ∂µ0H

∂t
+ ρE+ (P · ∇)E− µ0H× J. (118)

Equation (118) has a radiation pressure sign (for CW radiation) opposite to (94). Our work has
shown that the latter gives rise to positive pressure on a lossless dielectric slab [57], so (118) cannot
be correct.

Our conclusion is that while the Minkowski momentum has physical significance, rigorous incor-
poration into a field-based force density appears problematic. The approaches here are unfruitful
and are hence discounted as candidates.
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6 Note on (∇ ·P)E and (P · ∇)E

The descriptions of force density have important differences in the terms (∇ ·P)E and (P · ∇)E
that warrant special mention here to make the point clear. We define a curvilinear coordinate system
as (x1, x2, x3) and

∇ = x̂1
∂

∂x1
+ x̂2

∂

∂x2
+ x̂3

∂

∂x3
. (119)

We then have

(∇ ·P)E =

(

∂P1

∂x1
+

∂P2

∂x2
+

∂P3

∂x3

)

E (120)

and

(P · ∇)E =

(

P1
∂

∂x1
+ P2

∂

∂x2
+ P3

∂

∂x3

)

E. (121)

In the case of (locally) homogeneous and isotropic material with P = ǫ0χEE, in the frequency
domain, (120) and (121) become

(∇ ·P)E =









E1
∂P1

∂x1
+ E1

∂P2

∂x2
+ E1

∂P3

∂x3

E2
∂P1

∂x1
+ E2

∂P2

∂x2
+ E2

∂P3

∂x3

E3
∂P1

∂x1
+ E3

∂P2

∂x2
+ E3

∂P3

∂x3









(122)

= ǫ0χE









E1
∂E1

∂x1
+ E1

∂E2

∂x2
+ E1

∂E3

∂x3

E2
∂E1

∂x1
+ E2

∂E2

∂x2
+ E2

∂E3

∂x3

E3
∂E1

∂x1
+ E3

∂E2

∂x2
+ E3

∂E3

∂x3









. (123)

(P · ∇)E =









P1
∂E1

∂x1
+ P2

∂E1

∂x2
+ P3

∂E1

∂x3

P1
∂E2

∂x1
+ P2

∂E2

∂x2
+ P3

∂E2

∂x3

P1
∂E3

∂x1
+ P2

∂E3

∂x2
+ P3

∂E3

∂x3









(124)

= ǫ0χE









E1
∂E1

∂x1
+ E2

∂E1

∂x2
+ E3

∂E1

∂x3

E1
∂E2

∂x1
+ E2

∂E2

∂x2
+ E3

∂E2

∂x3

E1
∂E3

∂x1
+ E2

∂E3

∂x2
+ E3

∂E3

∂x3









(125)

Note the important differences in the vector components of these expressions.
We also note that the fields in any locally homogeneous material domain can be exactly decom-

posed into a superposition of plane waves, i.e., into a spatial Fourier representation. A plane wave is
divergenceless, and linearity in the superposition means that any field represented by a plane wave
superposition is divergenceless. Hence any field in a locally homogeneous (and source-free) region
is divergenceless. This means that ∇ · P = 0 in a homogeneous region. However, there will be
discontinuities associated with surface charge densities at interfaces, meaning that this term could
contribute to the force at an interface.
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7 Lorentz Forces from Stress tensor

7.1 Lorentz Electrostatic Force

Consider now a check based on the static Lorentz force. From (77), the stress tensor for electrostatics
becomes

Te =
1

2
ǫ0E

2 − ǫ0EE, (126)

and from (78)

∇ ·Te = −ǫ0 (∇ ·E)E. (127)

The electrostatic part of the Lorentz force density from (36) is

ρE = (∇ ·D)E

= ǫ0(∇ ·E)E+ (∇ ·P)E. (128)

Using the identity ∇ · (ab) = (∇ · a)b+ (a · ∇)b [6] and substituting (127) in (128) gives

f = −∇ ·Te −∇ ·Tp − (P · ∇)E, (129)

where Tp = −PE as before is the polarization stress tensor. Rearranging, the kinetic force density
is

fk = −∇ ·Te −∇ ·Tp

= ρE+ (P · ∇)E. (130)

With confidence, we note that (130) is the same as (41) and (94) for the static electric field cases.

7.2 Lorentz Magnetostatic Force

In analogy with the electrostatic force term from Lorentz, we consider the magnetostatic case for
affirmation. From (77), the stress tensor for magnetostatics becomes

Th =
1

2
µ0H

2 − µ0HH, (131)

and from (78)

∇ ·Th = µ0H× (∇×H)− µ0 (∇ ·H)H. (132)

Note that the left hand side of (128) is the force on a free charge density in free space. Using the
dual interpretation, the magnetostatic part of the Lorentz force density in free space is

µ0J×H = µ0(∇×H)×H. (133)

Substituting (132) in (133) gives

µ0J×H = −∇ ·Th − µ0(∇ ·H)H. (134)

Using (75), we have
µ0J×H = −∇ ·Th + µ0(∇ ·M)H. (135)
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Substituting µ0(∇ ·M)H = −∇ ·Tm − µ0(M · ∇)H, where Tm = −µ0MH as before, gives

µ0J×H = −∇ ·Th −∇ ·Tm − µ0(M · ∇)H. (136)

Rearranging, we have the kinetic force density

fk = −∇ ·Th −∇ ·Tm

= µ0J×H+ µ0(M · ∇)H. (137)

Equation (137) is the magnetostatic form of (94). Under the assumption that the local field is
constant, (∇H) ·M ≈ 0 (see (99) and the related vector math), (137) becomes

fk = µ0J×H+ µ0(M · ∇)H

= J× µ0H+ µ0(∇H) ·M+ J× µ0M

= J×B+ µ0(∇H) ·M
≈ J×B, (138)

The magnetostatic force development from the stress tensors therefore yields the Lorentz force in
magnetized media (35).

8 Time-Averaged Force

Consider the case of modulated light. Macroscopic motion is described by the time-averaged force,
given by the instantaneous force density integrated over the carrier period as

〈f(r, t)〉 = 2π

ω0

∫

dtf(r, t), (139)

where ω0 is the circular carrier frequency. With modulated light, this averaging over carrier period
produces 〈f〉(r, t), with time variation dictated by the envelope 〈f〉(t).

In the case of time harmonic, monochromatic waves, and with a phasor description for the
fields, the averaging produces a simple and convenient description of the force. We consider a time-
harmonic, monochromatic field with frequency dependence exp(−iωt) and an isotropic dielectric
response, giving P(r, ω) = ǫ0χE(r, ω)E(r, ω), with χE the electric susceptibility (and dielectric con-
stant ǫ = 1+χE). Likewise, the magnetization is defined as M(r, ω) = χH(r, ω)H(r, ω), with χH the
magnetic susceptibility (and relative permeability µ = 1+χH). With the frequency domain implied,
the polarization can then be written as

P(r, t) = êǫ0ℜ{χE(r)E(r)e−iωt}, (140)

where ê is a unit vector direction, ℜ{·} is the real part, and E is the phasor electric field. By defining
E and H similarly, the time average of the force density in (94) becomes

〈fEL〉 = (ê× ĥ)
µ0ǫ0ω

2
ℑ{χEE(r)H∗(r)}

+(ê× ĥ)
µ0ǫ0ω

2
ℑ{E∗(r)χHH(r)}

+ê
1

2
ℜ{ρE∗(r)} − µ0

2
ℜ{H× J∗}

+
ǫ0
2
ℜ{(χEE(r) ê · ∇)(êE∗(r))}

+
µ0

2
ℜ{(χHH(r) ĥ · ∇)(ĥH∗(r))}, (141)

where ℑ{·} is the imaginary part.
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9 Force from the Stress Tensor - Stress Tensor Method

There are two possibly legitimate forms of stress tensor at this point, (95) and (102). It is common
to calculate the force based on the stress tensor - which amounts to forming the divergence of the
tensor with fields determined for a particular situation, and then forming the averaged force for the
monochromatic case as

〈f〉 = −〈∇ ·T〉 −
〈

∂g

∂t

〉

, (142)

where the bra and ket represent average over the period, under the assumption that

〈

∂g

∂t

〉

= 0. (143)

Consider the time-averaged electromagnetic force due to monochromatic light, with E(t) =
êℜ{E exp(−iωt)} and H(t) = ĥℜ{H exp(−iωt)} and ê × ĥ = ŝ. For the Abraham momentum,
and using E = E′ + iE′′ and H = H ′ + iH ′′, we have

∂

∂t
(E×H) = ŝ

∂

∂t

(

ℜ{Ee−iωt}ℜ{He−iωt}
)

= ŝ
[

ℜ{−iω(E′ + iE′′)(cosωt− i sinωt}ℜ{(H ′ + iH ′′)(cos ωt− i sinωt}
+ℜ{(E′ + iE′′)(cos ωt− i sinωt)}ℜ{−iω(H ′ + iH ′′)(cosωt− i sinωt)}

]

= ŝ
[

(−ωE′ sinωt+ ωE′′ cosωt)(H ′ cosωt+H ′′ sinωt)

(E′ cosωt+ ωE′′ sinωt)(−ωH ′ sinωt+ ωH ′′ cosωt)
]

. (144)

Therefore, the time average becomes

〈

∂

∂t
(E ×H)

〉

= ŝ
[

−ωE′H ′′〈sin2 ωt〉++ωE′′H ′〈cos2 ωt〉+ ωE′H ′′〈cos2 ωt〉 − ωE′′H ′〈sin2 ωt〉
]

= 0. (145)

Using similar math for the Minkowski case,

〈

∂

∂t
(D×B)

〉

= 0, (146)

even for anisotropic materials, where the cross product could have three orthogonal unit vector
components. Based upon the correct T in (142), the force density for monochromatic waves in
physical media can be found from

〈f〉 = −〈∇ ·T〉. (147)

However, the general, non-local in time constitutive relations (specified in the frequency domain)
need to be used. There is also, of course, the question of what stress tensor is correct.

Now we develop this picture formodulated waves and for simple, isotropic constitutive parameters.
We draw on our earlier work [60] with a change of variables. We write

〈

∂

∂t
(E×H)

〉

=

〈

∂E

∂t
×H

〉

+

〈

E× ∂H

∂t

〉

. (148)
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Enforcing reality, we write the inverse Fourier transform of the fields as

E(t) =
1

4π

∫

E(ω)e−iωtdω + c.c. (149)

H(t) =
1

4π

∫

H(ω)e−iωtdω + c.c., (150)

which could also be written with different coefficients, depending on how the Fourier transform is
defined. This form is convenient when forming expressions in terms of a modulation envelope.

We consider now the modulated field case

E(t) = ê E(t) = ê e(t)cos(ω0t) (151)

H(t) = ĥH(t) =
ĥ

4π

∫

u(ω)E(ω)e−iωtdω + c.c., (152)

gA = ê× ĥ gA, gA = H
∂E

∂t
+ E

∂H

∂t
, (153)

where e(t) is a modulation signal and u = η−1 =
(

η0
√

µ/ǫ
)−1

, with η0 the free space wave impedance.

The scalar form of gA in (153) is used hence forth to describe the instantaneous and the time-averaged
temporal derivative of the momentum, 〈·〉, the average value over the carrier period t0 = 2π/ω0.

Assuming a slowly varying e(t) (small bandwidth) in (151) [61],

∂E

∂t
≈ −ω0e(t)sin(ω0t) +

∂e(t)

∂t
cos(ω0t). (154)

With a Taylor series expansion of u(ω), from (152),

H ≈ e(t)
[

u′(ω0) cos(ω0t) + u′′(ω0) sin(ω0t)
]

+
∂e(t)

∂t

[

∂u′

∂ω

∣

∣

∣

∣

ω0

sin(ω0t)−
∂u′′

∂ω

∣

∣

∣

∣

ω0

cos(ω0t)

]

. (155)

Using (154) and (155),

〈

H
∂E

∂t

〉

≈ C1e
2(t) + C2e(t)

∂e(t)

∂t
+ C3

[

∂e(t)

∂t

]2

, (156)

with

C1 ≡ −ω0

2
u′′(ω0)

C2 ≡ 1

2

∂(ωu′)

∂ω

∣

∣

∣

∣

ω0

C3 ≡ −1

2

∂u′′

∂ω

∣

∣

∣

∣

ω0

. (157)

Noting that H(t) is of the form of E(t) with E(ω) → uE(ω), and following a similar procedure as
that used to obtain (154) [61] , we find

∂H

∂t
≈ ω0e(t)

[

u′′(ω0)cos(ω0t)− u′(ω0)sin(ω0t)
]

+
∂e(t)

∂t

[

∂(ωu′)

∂ω

∣

∣

∣

∣

ω=ω0

cos(ω0t)

+
∂(ωu′′)

∂ω

∣

∣

∣

∣

ω=ω0

sin(ω0t)

]

. (158)
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Using (151) and (158), we obtain

〈

E
∂H

∂t

〉

≈ e2(t)D1 + e(t)
∂e(t)

∂t
D2, (159)

with

D1 ≡ ω0

2
u′′(ω0)

D2 ≡ 1

2

∂(ωu′)

∂ω

∣

∣

∣

∣

ω0

(160)

Note that the form of (156) and (159) differ because we use the electric field as the basis. From (156)
and (159),

〈

∂gA
∂t

〉

= (C1 +D1) e
2(t) + (C2 +D2) e(t)

∂e(t)

∂t
+ C3

[

∂e(t)

∂t

]2

=
∂(ωu′)

∂ω

∣

∣

∣

∣

ω0

e(t)
∂e(t)

∂t
+

1

2

∂u′′

∂ω

∣

∣

∣

∣

ω0

[

∂e(t)

∂t

]2

. (161)

Note that C1 +D1 = 0 is consistent with the monochromatic case. However, the presence of the the
terms related to the derivative of the field envelope in (161) indicate that these terms are non-zero
with modulated radiation. In this case, the divergence of the stress tensor does not give the force
density.

10 Torque

In addition to linear momentum, electromagnetic waves carry angular momentum, a spin part associ-
ated with polarization and an orbital part related to spatial distribution [62–64]. Laguerre-Gaussian
(or Hermite-Gaussian) modes have well defined orbital angular momentum, leading to a proposed
experiment to measure torque [62] and measurement results (see [65]). The topic of torque theory
requires more work. At this point we make several observations.

One might anticipate that with the linear force density (f) we can form the torque density as

t = r× f , (162)

for some radial arm r from a reference point about which the torque is determined. In fact this
has been used in relation to experiments [66], has been used as a Lorentz torque density [44], and
is consistent with field angular momentum math [62]. However, torque density theory has received
little attention (see comments along these lines and recent contributions [65, 67]). In one experiment
[68], it was found that the torque density was given by

tE = P×E. (163)

The magnetic counterpart is
tM = M×H. (164)

Evaluation of (162) and the contributions of (163) and (164) are needed.

22



11 Description of Experiments

11.1 Prediction of the Jones and Leslie Experiments

We explained the 1978 experiments by Jones and Leslie, showing that the radiation pressure on
a mirror depends on the background medium refractive index, using a force model [69]. Those
experimental results were predicted for the first time using a force representation that incorporates
the Abraham momentum by utilizing the power calibration method employed in the Jones and
Leslie experiments. Extending the same procedure, the polarization and angle independence of the
experimental data was also explained by this model. Prospects are good for this general form of
the electromagnetic force density to be effective in predicting other experiments with macroscopic
materials. Furthermore, the rigorous representation of material dispersion makes the representation
important for metamaterials that operate in the vicinity of homogenized material resonances.

A single plane wave representation is considered with illumination of a perfect mirror at angle θi
in a background (liquid) medium of refractive index n =

√
ǫl, with ǫl the dielectric constant, as in

the Jones and Leslie experiments [22]. The laser coherence is assumed to be sufficiently high so as
to allow a monochromatic picture. Consider then time harmonic fields and the incident wave vector
as k = kxx̂+ kz ẑ = kl k̂, so cos θi = kz/kl. The multilayer dielectric stack mirror used by Jones and
Leslie is modeled as a perfect electric conductor (PEC). Doing so assumes that the light is totally
reflected and the specific structure of the fields near to the surface of this one-dimensional photonic
crystal can be neglected. In another view, the problem is treated by a Huygen’s equivalent electric
current source existing on the z = 0 surface. From (96), this results in a time-averaged force density
directly applied to the mirror of

〈fj〉 = −µ0

2
ℜ (H× J∗) , (165)

where ℜ is the real part, and H and J are phasor frequency domain quantities that are distinguished
from the temporal form by context. The mirror surface is assumed to have global coordinates such
that the normal into the incident field space is −ẑ and the mirror surface is at z = 0. From the
boundary condition on the tangential magnetic field applied in (165), the pressure on the mirror
(Nm−2) is

〈Fj〉 = −µ0

2
ℜ (Hz=0 × J∗

s)

=
µ0

2
ℜ [Hz=0 × (ẑ ×H∗

z=0)] , (166)

where Js A/m is the surface electric current density.
For a TE plane wave (Ey,Hx,Hz) in the temporal frequency domain,

E = ŷE0e
ikxx

(

eikzz + Γee
−ikzz

)

(167)

H = −x̂
E0

Zz
eikxx

(

eikzz − Γee
−ikzz

)

+ ẑ
E0

Zx
eikxx

(

eikzz + Γee
−ikzz

)

, (168)

with Γe = −1 for a PEC mirror and TE impedances Zz = ωµ0/kz and Zx = ωµ0/kx. For TM
polarization (Hy, Ex, Ez),

H = ŷH0e
ikxx

(

eikzz + Γhe
−ikzz

)

(169)

E = x̂H0Zze
ikxx

(

eikzz − Γhe
−ikzz

)

− ẑH0Zxe
ikxx

(

eikzz + Γhe
−ikzz

)

, (170)
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with Γh = 1 for a PEC mirror and TM impedances Zz = kz/(ωǫ0ǫ) and Zx = kx/(ωǫ0ǫ). Consid-
ering monochromatic waves, the time domain fields corresponding to (167) - (170) are defined by
E(x, z, t) = ℜ [E(x, z, ω) exp(−iωt)], with ω the Fourier conjugate variable associated with t and for
the electric field.

For the TE case, substituting (168) with Γe = −1 and z = 0 into (166) gives

〈Fj〉TE = ẑ2µ0
|E0|2
|Zz|2

= ẑ2µ0|E0|2
cos2 θi
|ηl|2

, (171)

where ηl is the wave impedance of the liquid. From (169) and (166), the TM pressure is

〈Fj〉TM = ẑ2µ0|H0|2

= ẑ2µ0
|E0|2
|ηl|2

. (172)

Note that the forces in (171) and (172) depend on the impedance of the background, so changing
the sign of the refractive index does not change the sign of the force.

The exact time-averaged force density in the liquid in which the mirror is inserted, from (96) and
for monochromatic light, is [17]

〈fd〉 =

〈

∂P

∂t
× µ0H

〉

=
ωµ0ǫ0

2
ℑ (χEE×H∗) , (173)

where ℑ is the imaginary part, and we have set P = ǫ0χEE, with χE = ǫl − 1 the assumed isotropic
electric susceptibility. There are two contributors to 〈fd〉, that due to χ′′

E, where χE = χ′
E + iχ′′

E ,
and that associated with the standing wave within the beam region where the incident and reflected
fields overlap in the neighborhood of the mirror. Any force imparted to the liquid could produce a
mechanical force on the mirror. However, the liquids used in the experiments had small loss [22],
so the force on the mirror due to absorption in the background liquid is neglected and the dielectric
constant of the background is assumed to be real. The ẑ-component of the force density near the
mirror for the TE case, from (173) for a lossless liquid, is

〈fd〉 = −ẑ
ωµ0ǫ0

2
ℑ
(

χ′
EEyH

∗
x

)

= ẑǫ0(ǫ
′
l − 1)|E0|2kz sin(2kzz), (174)

where ǫ′l = ℜ(ǫl) and kz =
√

k2l − k2x has been assumed real. The total z-dependent pressure on the

liquid becomes

〈Fd〉 =

∫ 0

z→−∞
〈fd〉 dz. (175)

In the Jones and Leslie experiment [22], the compact beam (with a 0.6 mm spot) is incident on the
mirror at 6.4◦, meaning that there is a standing wave pattern with triangular support that reduces
as one moves away from the mirror (in the −z-direction, referring to (174)). Consequently, there
is a small net negative pressure for each period of the standing wave at the extremities. Small loss
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may also enhance the standing wave near the mirror. The resulting net negative force on the liquid
(〈Fd〉 < 0) is related to the picture of the momentum delivered to the mirror and described by (94).
The key aspect here is that this suggests there is no net pressure from the liquid applying a force to
the mirror in the Jones and Leslie experiment, leading to the position that 〈fd〉 can be neglected in
the determination of the force on the mirror.

It would thus appear that the pressure 〈Fj〉 N/m2 on a PEC mirror should explain the Jones
and Leslie experiments [22]. However, the ability to do so is by no means obvious by looking at
the relevant equations, (171) and (172). Jones and Leslie [22] find that the force is proportional to
the background refractive index in a set of TE experiments with background liquids having various
refractive indices and θi = 6.4◦, unclear from either equation, and that the force is independent of
polarization, certainly not evident from these equations.

The laser power was fixed by a correction method [22]. This was the major component of the
calibration and accounted for reflections at the glass window, liquid interface - the reflection from
which varied due the various liquids in which the mirror was immersed. The free space to glass window
interface had an antireflection coating, presumably for either normal incidence or TE polarization
at θi = 6.4◦, and the initial set of experiments were done with TE polarization. In the single plane
wave picture, this calibration corresponds to fixing the Poynting vector magnitude

S = ℜ
[ |E0|2

2ηl

]

=
|E0|2
2η0

√
ǫl, (176)

leading to

|E0|2 =
2η0S√

ǫl
. (177)

Substituting (177) into (171) and (172) gives

〈Fj〉TE = ẑ
4S

c
cos2 θi

√
ǫl (178)

and

〈Fj〉TM = ẑ
4S

c

√
ǫl. (179)

Equations (178) and (179) fulfill the first requirement of predicting that the radiation pressure on the
mirror is proportional to the refractive index of the background medium, n =

√
ǫl, provided that the

Poynting vector is constant. Hence, the most important conclusion here is that the Jones and Leslie
experiment showing the radiation pressure is proportional to the background refractive index can
be predicted with a force formulation stemming from Maxwell’s equations with use of the Abraham
momentum. With a ẑ-directed detector aperture, (178) and (179) hold with S → Sz, where the
quantity preserved is Sz, the z-component of the Poynting vector.

The Jones and Leslie experiments [22] show the rather surprising result that the radiation pressure
is independent of polarization. The data show the ratio of the observed pressure for the two linear
polarizations (TE and TM) with θi = 6.4◦ for various background liquids, and for θi = 20◦ for one
case. The results indicate to two significant figures that the pressure is independent of polarization
for θi 6= 0. In the simplified example geometry, consider that ẑ is the unit vector normal to the
detector. In comparing the pressure due to TE and TM, the correction factors differ because of the
polarization-dependent loss, notably from the antireflection coating. Therefore, the argument here
is that Sz is maintained constant in the power calibration.
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Figure 1: Infinite slab geometry used in the simulations. Region 2 is the slab having impedance η,
and Regions 1 and 3 are the background having impedance ηb.

For the TE case and assuming lossless propagating fields,

Sz =
|E0|2
2Zz

. (180)

Using (180) in (171),

〈Fj〉TE = ẑ
4µ0Sz

Zz

= ẑ
4Szkz
ω

, (181)

assuming Zz and kz real. For TM polarization with real Zz, from (172),

〈Fj〉TM = ẑ
4µ0SzZz

η2l

= ẑ4µ0Sz

(

kz
ωǫlǫ0

)

1

η2l

= ẑ
4Szkz
ω

. (182)

Notice that the TE pressure (181) and the TM pressure (182) with fixed Sz are identical. Conse-
quently, it can be conjectured that the normalization used in the Jones and Leslie experiment [22]
also resulted in a polarization-independent and angle-independent force.

The development of the electromagnetic force from Maxwell’s equations and using the Abraham
momentum leads to the important force expressions given as (94), and the simpler form for plane
waves in homogeneous isotropic media in (96) that was used here to explain the Jones and Leslie
experiments. The equivalent explanation of the experimental results can be built using the Lorentz
force (the qv×µ0H component, where v is velocity and q is charge). A primary observation from the
treatment presented here is that the measured force on a mirror can be explained using the Abraham
momentum as being proportional to the refractive index of the background medium, provided the
Poynting vector is constant. Therefore, the Jones and Leslie experiments do not necessarily support
the validity of the Minkowski momentum. This classical picture presented here is also consistent
with the measured atomic recoil being proportional to the background refractive index. One might
therefore expect that the force density expressions in (94), or their relativistic forms, may explain
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Figure 2: Figures show the 2-D simulation setup. Computational domain is divided into air part
(top gray) and water part (bottom purple) in (a), and is surrounded by perfect matched layer (PML)
with source boundary (red line) as in (b).

observable macroscopic forces. Of importance in a number of applications, arbitrary dispersion and
loss can thus be rigorously treated. This is particularly important in the treatment of metamaterials,
where the time derivative terms in (94) allow the incorporation of material dispersion for an arbitrary
electromagnetic temporal field, and the anisotropy common in lattice-based metamaterials can be
included in P andM. Provided that local homogenization applies [70], forces on dispersive structured
material, even when homogenization does not hold, can thus be determined by integrating the force
density.

11.2 Prediction of Ashkin’s Water Experiment

Ashkin and Dziedzic’s experiment involved radiation pressure on the surface of water and presents a
landmark result related to optical force theory because it showed how the water surface moved due
to the force achieved wit increased optical power [71]. In their experiment, an air-water interface was
illuminated with high-power (4 kW peak, maximum), 60-ns-long, 530-nm-wavelength laser pulses
focused down to a spot size of radius 2µm traversing from air to water and water to air to analyze
the deformation on the water surface caused by the optical force. They found that with either the
light entering or exiting the water a bulge will be developed on the water surface. The direction
of the bulge was initially interpreted by Ashkin and Dziedzic as evidence of recoil associated with
the Minkowski form of light momentum. Subsequent analysis by Loudon showed that a Laguerre-
Gaussian light beam in a dielectric will create a compressive force, giving a ”toothpaste tube” effect
[72], and that the radial force should create a bulge on the water surface, consistent with Ashkin’s
experiment [73]. Mansuripur investigated the Lorentz and Einstein-Laub forms [45] in a dielectric
slab and simulated the force distribution [44]. The results showed significant differences between the
two force formulations inside the material and suggest the legitimacy of applying the Einstein-Laub
force to explain Ashkin’s experiment.

We use a commercial frequency domain finite element method (FEM) solver (COMSOL) to finite
the numerical field solution, and then compute the force density using the fields. Fig. 2 shows the 2-
D simulation setup. Computational domain is divided into air (top gray) and water (bottom purple)
as in Fig. 2 (a) and is surrounded by perfect matched layer (PML) with boundary source (red line)
as in Fig. 2(b). The force is therefore calculated assuming time-harmonic, monochromatic fields,
and the temporal average over a period is used to form 〈f〉 from (94), as given in (210)), and (41).
For convenience here, the Einstein-Laub and Lorentz time averaged force densities for non-magnetic
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Figure 3: Adjustment of the computational domain to place the Gaussian beam focus on the water
(purple) surface. The orange arrow indicates the propagation direction of the Gaussian beam. The
Gaussian beam profile is generated by COMSOL with beam waist at the center. The propagation
length is about half the Rayleigh range of the Gaussian beam and as a result very collimated within
the range shown in the figures. (a) The beam propagating from air to water and (b) the beam
propagating from water to air.

material we used in the mode are, respectively,

〈fEL〉 = (ê× ĥ)
µ0ǫ0ω

2
ℑ{χEE(r)H∗(r)}+ ǫ0

2
ℜ{(χEE(r) ê · ∇)(êE∗(r))} (183)

〈fL〉 = (ê× ĥ)
µ0ǫ0ω

2
ℑ{χEE(r)H∗(r)} − ǫ0

2
ℜ{(∇ · χEE(r) ê)(êE∗(r))}. (184)

We simulated a continuous wave Gaussian beam with 530 nm wavelength and 2µm beam waist
(focus) at the water surface, consistent with the experiment [71]. We considered the case with the
beam incident from air to water and from water to air, as in the experiment, for the Einstein-Laub
and Lorentz force expressions in (183) and (184). Earlier work by Loudon indicated that a Laguerre-
Gaussian beam and a force density equivalent to Einstein-Laub should radially compress a dielectric
[72] and Mansuripur simulated forces due to the Einstein-Laub and Lorentz forms in a dielectric [44],
with the conclusion that the Ashkin and Dziedzic experiments support the former and not the latter.
We consider an accurate numerical model of the field solution in the air-water interface region to
investigate the specific forces that led to the lensing effect in the experiment.

The physical situations modeled are shown in Fig. 3, where a 2-D TM polarized Gaussian beam
with out-of-plane (z axis) polarized magnetic field (Hz) is incident from air to water and from water
to air in the ∓y direction, respectively, with a focus on the water surface. The arrows in Fig. 3
indicate the incident directions, and the figures are from the numerical solution. The waist is not
evident because of the relatively small length scale shown in the y direction.

The Gaussian beam complex field for propagation in the y direction and dominant electric field
in the x direction is [74]

Ex(ρ, r) = E0
W0

W (y)
exp

[

− ρ2

W 2(y)

]

exp

[

−jky − jk
ρ2

2R(y)
+ jξ(y)

]

, (185)

where W (y) = W0

√

1 + (y/y0)
2 is the radius at which the field amplitude drops to 1/e of the axial

value, R(y) = y
[

1 + (y0/y)
2
]

is the radius of curvature of the beam’s wavefronts, ξ(y) = tan−1 (y/y0)
is the Gouy phase shift, an extra contribution to the phase that is seen in Gaussian beams, W0 =
√

λy0/π is the beam waist size, ρ2 = x2 + z2 is the radial distance from the beam axis, k is wave
number corresponding to the material, and y0 is the Rayleigh range where the width of the beam
becomes

√
2W0. We used (185) to define the incident field on the source boundary in Fig. 2(b) in
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the FEM solution in 2-D (with z = 0). Another field component (Ey) must be from based on (185),
and we draw on previous work and use the slowly varying envelope approximation [75]. The field is
divergenceless, so

∇ ·E = 0 =
∂Ex

∂x
+

∂Ey

∂y
. (186)

The slowly varying beam approximation amounts to the assumption of a y-directed partial wave,
and hence

∂Ey

∂y
≈ ikEy. (187)

Substituting (187) into (186) yields

Ey ≈ i

k

∂Ex(x, y)

∂x
, (188)

allowing us to form the vector electric field as E = x̂Ex + ŷEy. We note that this is not an exact
solution to Maxwell’s equations. However, it serves our purpose of defining a suitable beam profile
for the incident field on a boundary, from which the exact (to numerical precision) solution can be
computed for the scattering problem (the air-water interface in this case).

In the simulations, the electric field magnitude of the Gaussian beam and the force density
(N/m3) are normalized to the input power being 1 W. For the first case, with the Gaussian beam
incident from air onto water, Fig. 4(a) shows the electric field magnitude as a function of position.
The standing wave structure in the air is developed from the reflection at the air-water interface.
Figures 4(b) and (c) show the time-averaged Einstein-Laub lateral force density and vertical force
density, respectively from (183). From these figures we can see that the lateral force will squeeze the
water to the optical axis. The vertical force tends to lift the water outward at the optical axis and
press the water inward at the side lobes. One thing to be emphasized is that the lateral force is about
50 times larger than the vertical force and thus dominates the total force. This is shown in Fig. 4(d)
which gives the total vector force density as a function of position in the water and clearly indicates
that the forces point towards to beam axis. The force densities were integrated in the vertical (y
direction) to obtain the two components of the vector pressure (lateral and vertical) and the results
are given in Figs. 4(e) and (f), respectively. The pressure figures give us a clearer picture of the force
acting on the water surface and make it clear that lateral and vertical pressure would together form
a bulge at the water surface. This results in the lens effect that moves the focus into the water with
increasing optical power that was observed by Ashkin and Dziedzic [71].

We used the numerical field solution in the Lorentz force density expression in (184), and those
results are given in Fig. 5. In this case, the lateral Lorentz force would split the water from the
optical axis, as shown in Fig. 5(a). From Fig. 5(b), the vertical Lorentz force acts exactly the
opposite direction to the Einstein-Laub force, pressing the water inward at the center but lifting
the water up at the side lobes. The Lorentz lateral force is about 50 times larger than the vertical
force and as a result the total force, shown in Fig. 5(c) points mostly outward from the center. The
pressure obtained from force density shown in Figs. 5(d) and (e) demonstrate that a depression on
the water surface would be formed. This prediction contradicts the data from Ashkin and Dziedzic
[71].

Next we investigate the second case when the Gaussian beam is illuminating from water to air.
Because of the reflection from the air-water interface, there are standing wave patterns inside the
water, as shown in Fig. 6(a). Consequently, the Einstein-Laub lateral force and vertical force densities
shown in Figs. 6(b) and (c) sow periodic structure. The vertical force density is about an order of
magnitude larger than the lateral force. This notable distinction from the case with illumination
from air to water is presumably related to the standing wave structure in the water. The total
force give in Fig. 6(d) shows that there is a vertical compression and stretching of the water as a
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Figure 4: (a) The TM (Hz) polarized Gaussian beam electric field magnitude with illumination from
air to water. Time-averaged Einstein-Laub force density (N/m3) distribution is shown separately
in lateral direction fxx̂ (b), and in vertical direction fyŷ (c). The total force f = fxx̂ + fyŷ is
demonstrated in (d) by arrows indicating the direction. The pressure obtained by integrating along
the vertical axis (y axis) on both lateral force density and vertical force density are shown in (e) and
(f), respectively.
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Figure 5: The Lorentz force density distribution when a TM (Hz) polarized Gaussian beam illumi-
nates from air to water. The time-averaged Lorentz force density (N/m3) distribution shown sepa-
rately in lateral direction fxx̂ (a), and in the vertical direction fyŷ (b). The total force f = fxx̂+fyŷ
is given in (c) by arrows indicating the direction. The pressure obtained by integrating along the
vertical axis (y axis) for both the lateral force density and vertical force density are shown in (d)
and (e), respectively.
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Figure 6: (a) The TM (Hz) polarized Gaussian beam electric field magnitude with illumination from
water to air. The time-averaged Einstein-Laub force density (N/m3) distribution is shown separately
in the lateral direction fxx̂ (b), and in vertical direction fyŷ (c). The total force f = fxx̂+ fyŷ is
demonstrated in (d) by arrows indicating the direction. The pressure obtained by integrating along
the vertical direction (y axis) the lateral force density and the vertical force density are shown in (e)
and (f), respectively.
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function of depth and position in the standing wave. However, note that the net force near to the
surface is upward. Also, the pressure obtained by integrating force density over depth, shown in
Figs. 6(e) and (f), clearly shows a compression a lift. Note that the vertical pressure is larger than
the lateral pressure in this case, and that there are side lobes in Fig. 6(f) that may play an interesting
role because there amplitude is significant relative tot he lateral pressure shown in Fig. 6(e). Our
conclusion is the a bulge will result, and the prediction is again consistent with the measurements of
Ashkin and Dziedzic [71].

Now consider the force predicted by the Lorentz expression with illumination from water to air.
The results we found are given in Fig. 7. The Lorentz force densities in Figs. 7(a) and (b) also
have a periodic structure because of the reflection from the water-air interface. From Fig. 7(c),
there are compressive and stretching total force densities inside the water as a function of position.
Figures 7(d) and (e) show the lateral pressure and a nonzero value of vertical pressure on the water,
respectively. From both pressure contributions it is clear that a depression on the surface of the
water would be form.

For either light is illuminating from air to water, the first case, or from water to air, the second
case, the simulation results show that the Einstein-Laub force is consistent with the Ashkin and
Dziedzic experiments and the Lorentz form is not. Our numerical analysis therefore strongly suggests
that the Einstein-Laub force is the correct way to simulate this experiment. By determining the
correct force we should note that the Abraham momentum was used.

11.3 Prediction of Atom Recoil Momentum Experiment

The recoil momentum of an atom after absorption of a photon has been measured to be h̄k0n, where
k0 is the vacuum wave number and n the background refractive index [25]. While force relates to
change in momentum, this does convey a strong case for use of the Minkowski form of momentum.

We consider a very thin dielectric slab as a simple analytical model. At the atomic level, scatter
corresponds to absorption and re-emission of a photon, and an array of atoms in a sheet provides for
a simple picture. We develop an expression for pressure based on the Einstein-Laub form of the force
density and with the Abraham momentum. We show that the force on the thin sheet is proportional
to the background refractive index, thereby predicting the result from theory for the first time.

Associating the Abraham form of the electromagnetic momentum (gA = E ×H/c2, with c the
speed of light in vacuum) with the electromagnetic energy in nondispersive media yields the single
photon momentum magnitude of h̄k0/n, where n is refractive index, h̄ = h/2π, with h being Planck’s
constant, and k0 is the free space wave number (k0 = ω/c, with c = 1/

√
µ0ǫ0). Doing likewise with

the Minkowski momentum (gM = D×B) gives a momentum of nh̄k0. Atoms have been measured
to have a recoil momentum of nh̄k0 [25], important in atom interferometry with optical gratings
and consistent with the deBroglie momentum. This result appears to suggest that gM is the correct
description of photon momentum. However, mechanical momentum is imparted by the photon or
field with some force, and that force gives rise to a time-rate of change in mechanical momentum.
Our task is to consider the force that gives rise to this momentum, and we do so here with an example
that is relevant for this experimental result.

We described the force/pressure on a dielectric slab in a background using the Einstein-Laub
force for a normally incident plane wave [57], which from (96) with no impressed current or surface
current becomes

f =
∂P

∂t
× µ0H− ∂µ0M

∂t
× ǫ0E, (189)

We consider a slab of thickness d and complex impedance η = η′ + iη′′, with normal ẑ, as in Fig. 1.
For simplicity, the background Regions 1 and 3 (in Fig. 1) are assumed to have the same material
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Figure 7: The Lorentz force density distribution when a TM (Hz) polarized Gaussian beam is incident
from water to air. The time-averaged Lorentz force density (N/m3) distribution is shown separately
in the lateral direction fxx̂ (a), and in the vertical direction fyŷ (b). The total force f = fxx̂+ fyŷ
is indicated in (c) by arrows as a function of position. The pressure obtained by integrating along
the vertical direction (y axis) for the lateral force density and vertical force density are shown in (d)
and (e), respectively.
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properties, with complex impedance ηb = η′b + iη′′b . A monochromatic plane wave propagating in the
ẑ-direction is considered normally incident on the slab from the left, giving fields in each region of
the form

E = −ŷ ℜ
[

E(z, ω0)e
−iω0t

]

(190)

H = x̂ ℜ
[

H(z, ω0)e
−iω0t

]

. (191)

Defining the complex electric and magnetic susceptibilities as χE = χ′
E + iχ′′

E and χH = χ′
H + iχ′′

H ,
respectively, we write

P = −ŷ ǫ0ℜ
[

χE(ω0)E(z, ω0)e
−iω0t

]

(192)

M = x̂ ℜ
[

χH(ω0)H(z, ω0)e
−iω0t

]

. (193)

Substituting E, P, H and M into (189) and taking the time average over the carrier period t0 =
2π/ω0, we obtain

〈f〉 = ẑ
µ0ǫ0ω0

2
ℑ [(χE − χ∗

H )EH∗] , (194)

where ℑ is the imaginary part and the scalar fields (E and H) are the total complex fields.
Referring to Fig. 1 and assuming an incident electric field E0 exp(ik1z), where k1 = k′1+ik′′1 is the

wave number in Region 1, the exact plane wave solution upon imposition of the boundary conditions
gives the fields inside the slab as

E = 2ηE0

[

(ηb + η) eik(z−d) + (ηb − η) e−ik(z−d)

(ηb + η)2 e−ikd − (ηb − η)2 eikd

]

(195)

H = 2E0

[

(ηb + η) eik(z−d) − (ηb − η) e−ik(z−d)

(ηb + η)2 e−ikd − (ηb − η)2 eikd

]

, (196)

where E0 is the incident electric field amplitude in Region 1 at z = 0 and k = k′+ ik′′ is the complex
wave number in the slab (Region 2). Equations (195) and (196) provide the exact time-harmonic
(steady state) field solutions, accounting for all reflections. Using (195) and (196) in (194), we find

〈f〉 = ẑ
2µ0ǫ0ω0E

2
0

|(ηb + η)2e−ikd − (ηb − η)2eikd|2
{

2
[(

χ′
E − χ′

H

)

η′ −
(

χ′′
E + χ′′

H

)

η′′
]

[

2
(

η′′b η
′ − η′bη

′′) cos
[

2k′(z − d)
]

+
(

|η|2 − |ηb|2
)

sin
[

2k′(z − d)
]]

+
[(

χ′
E − χ′

H

)

η′′ +
(

χ′′
E + χ′′

H

)

η′
]

[

|ηb + η|2 e−2k′′(z−d) − |ηb − η|2 e2k′′(z−d)
]}

. (197)

Note that 〈f〉 in (197) depends on the impedance of the background and not the sign of its refractive
index. When ηb = η (the impedance of the background and slab are the same, or in the absence of
the slab), the force density becomes

〈f〉 = ẑ
µ0ǫ0ω0E

2
0

2|η|2
[(

χ′
E − χ′

H

)

η′′ +
(

χ′′
E + χ′′

H

)

η′
]

e−2k′′z, (198)

consistent with that in homogeneous media for the monochromatic light in our previous work [16].
Note that 〈f〉 in (198) will be positive (negative) for a medium having overall loss (gain). An example
arrangement having ηb = η is a negative index slab with µ = ǫ placed in vacuum.

35



The total time-averaged force per unit area for the slab can then be found by integrating 〈f〉 in
(197) over the total slab, giving

〈F〉 =

∫ d

0
〈f〉dz = ẑ

2µ0ǫ0ω0E
2
0

|(ηb + η)2e−ikd − (ηb − η)2eikd|2
{

2
[(

χ′
E − χ′

H

)

η′ −
(

χ′′
E + χ′′

H

)

η′′
] [

2
(

η′′b η
′ − η′bη

′′)

×sin(2k′d)

2k′
+

(

|η|2 − |ηb|2
) cos(2k′d)− 1

2k′

]

+
[(

χ′
E − χ′

H

)

η′′ +
(

χ′′
E + χ′′

H

)

η′
]

[

|ηb + η|2 e
2k′′d − 1

2k′′
− |ηb − η|2 1− e−2k′′d

2k′′

]}

. (199)

Note that (199) is not valid when k′ = 0 or k′′ = 0, because of the singularities. In these limiting
cases, 〈F〉 must be evaluated by taking the proper limits, limk′→0〈F〉 and limk′′→0〈F〉.

Consider a simple case where the constitutive parameters are real and both η and ηb are real.
From (197), the time average force density becomes

〈f〉 = ẑ
ω0µ0ǫ0E

2
0(χ

′
E − χ′

H)η′
(

|η′|2 − |η′b|2
)

sin [2k′(z − d)]
[

4η′2η′2b cos2(k′d) + (η′2b + η′2)2 sin2(k′d)
] , (200)

and upon integrating over the slab thickness, the total time-averaged force per unit area on the slab
is

〈F〉 = ẑ
ω0µ0ǫ0E

2
0(χ

′
E − χ′

H)η′
(

|η′|2 − |η′b|2
)

[cos(2k′d)− 1]
[

4η′2η′2b cos2(k′d) + (η′2b + η′2)2 sin2(k′d)
]

2k′
. (201)

In this special case (ǫ, µ, η and ηb all are real), 〈F〉 could be either positive or negative, depending
on whether (1−µ′/ǫ′)(η′2b − η′2) is positive or negative. Equation (201) shows that the total force on
a lossless dielectric slab placed in vacuum will always be positive (or zero if the slab thickness is an
integral multiple of λ/2, where λ is the wavelength in the slab). Note that in the special case where
ǫ′ = µ′ and ǫ′′ = µ′′ = 0, both 〈f〉 and 〈F〉 will be zero, irrespective of the background medium (such
as for a negative index slab having ǫ = µ = −1). We note that previous numerical simulations of the
force on an example semi-infinite negative index medium found a positive (pushing) force [30]. This
is consistent with observations of the force on a negative index slab, or on a positive index material
in a negative index background, based on (201).

Now consider a very thin, lossless slab in a lossless background, with ǫ > ǫb, and no magnetic
materials. From (201), the pressure is

〈F〉 = ẑ
ω0µ0ǫ0E

2
0(χE)η

(

η2 − η2b
)

[cos(2kd) − 1]
[

4η2η2b cos
2(kd) + (η2b + η2)2 sin2(kd)

]

2k
. (202)

Using the small argument approximations sinx ≈ x and cos x ≈ 1− x2/2, (202) becomes

〈F〉 ≈ ẑ
ω0µ0ǫ0E

2
0(ǫ− 1) η0√

ǫ

(

η2
0

ǫ − η2
0

ǫb

)

[− (2kd)2

2 ]
[

4
η2
0

ǫ
η2
0

ǫb
(1− (kd)2) + (

η2
0

ǫ + η2

ǫb
)2(kd)2

]

2k

≈ ẑ
ω0µ0ǫ0E

2
0(ǫ− 1) η0√

ǫ

(

η2
0

ǫ − η2
0

ǫb

)

[− (2kd)2

2 ]
[

4
η2
0

ǫ
η2
0

ǫb

]

2k

≈ ẑ
k30E

2
0d

2

4ωη0
[ǫǫb(ǫ− 1) (ǫb − ǫ)] . (203)
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We set ǫ = ǫb + δ in (203), where δ is a perturbational parameter, giving

〈F〉 ≈ ẑ
k30E

2
0d

2

4ωη0

(

δǫb + δ2 − δ
)

≈ ẑ

[

k30E
2
0d

2

4ωηb

]

δ
√
ǫb (204)

Equation (204) can be couched in a more insightful form in relation to a relevant experiment [25].
Write the Poynting vector as

S =
E2

0

2ηb
= h̄ωR, (205)

where R is the number of photons per second per m2. Substituting (205) into (204) and rearranging
yields

〈F〉 ≈ ẑ
R

2

(

k0
√
δd

)2
[h̄k0nb] , (206)

where in this case nb =
√
ǫb. The unit-less term in the curved braces describes the strength of scatter.

The term in square brackets is the Minkowski momentum. The force on the thin dielectric slab is in
agreement with measurement of the atom recoil after having absorbed a photon being proportional to
the background refractive index. Our point is that this result follows from use of a field formulation
and the Abraham momentum. The factor of 1/2 in (206) presumably relates to the geometry and
symmetry.

12 Additional Contribution - Pressure Enhancement from a Struc-

tured Metal Surface

We utilize a force description that we have discussed in our previous work [16, 57, 61] that has been
developed by Penfield and Haus [6] and is consistent with the Einstein and Laub form [1]. Using
this description, the electromagnetic kinetic force density in material media becomes

f =
∂P

∂t
× µ0H− ∂µ0M

∂t
× ǫ0E+ ρE

− µ0H× J+ (P · ∇)E+ µ0(M · ∇)H, (207)

with f having SI units of N/m3 and P the polarization, M the magnetization, J the free electric
current density, ρ the free electric charge density, ǫ0 the permittivity of free space, and µ0 the
permeability of free space. In our special case, the free current and free charge densities will both be
zero, and we also assume there is no magnetic material response, so the terms involving M in (207)
are zero. Consequently, one term in (207) describes the radiation pressure, ∂P/∂t × µ0H, and one
the gradient force, (P ·∇)E. Our interest here is the force that can be exerted on a structured metal
surface by laser light, and from (207), the force density within the metal becomes

f =
∂P

∂t
× µ0H+ (P · ∇)E. (208)

We consider a time-harmonic, monochromatic field with frequency dependence exp(−iωt) and an
isotropic dielectric response, giving P(r, ω) = ǫ0χE(r, ω)E(r, ω), with χE the electric susceptibility
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(and dielectric constant ǫ = 1+ χE). With the frequency domain implied, the polarization can then
be written as

P(r, t) = êǫ0ℜ[χE(r)E(r)e−iωt], (209)

where ê is a unit vector, E is the phasor electric field, and where ℜ{·} is the real part. By defining
E and H similarly, the time average of the force density in (208) becomes

〈f〉 = (ê× ĥ)
µ0ǫ0ω

2
ℑ{χEE(r)H∗(r)}

+
ǫ0
2
ℜ{(χEE(r) ê · ∇)(êE∗(r))}, (210)

where ℑ{·} is the imaginary part. Following a numerical solution for the fields, we use (210) to
obtain the time-averaged force density, and then form the pressure by integrating the y−component
of the force density over the depth of the structure as 〈py〉 =

∫

y〈fy〉dy, with units of N/m2.

Au

W

D

H

P

x

y

z

Figure 8: Simulated gold (Au) metal film struc-
tures in free space: D is varied between 1 nm
and 90 nm, with W set to 30 nm and 60 nm. In
all cases, the Au sample is illuminated from the
top by 633 nm light (Ex,Hz), P is 400 nm, H is
200 nm. Periodic boundary conditions are en-
forced on the left and right, are port boundaries
are on the top and bottom.

Consider the two structured Au metal films in
Fig. 8 with free space above and below. A 2D nu-
merical finite element method solution [76] for the
fields used periodic boundary conditions on the left
and right and assumed a plane wave normally inci-
dent from above with Ex,Hz (note the coordinate
system in the lower left of each figure). The top
and bottom surfaces of the simulation domain were
implemented as port boundaries so that the scat-
tered waves are absorbed to simulate semi-infinite
domains. A wavelength of 633 nm was used and
the complex dielectric constant for Au was taken
from the literature [77]. We studied the arrange-
ment of Fig. 8 with 30 nm and 60 nm wide slots
of varying depths, as well as a sawtooth geometry.
With the polarization considered, plasmonic cav-
ity modes can form in the slot [78]. We analyzed a
number of structures to evaluate the influence of a
nanostructured surface on the optical force expe-
rienced by the sample. In order to consider a situ-
ation representative of an experiment, the Poynt-
ing vector of the incident plane wave was normal-
ized for an illumination power density equivalent
to 1 mW over a uniformly illuminated circular spot
size of diameter 1 µm.

For the slot geometry of Fig. 8, we solved for
the fields for slot widths (W ) of 30 nm and 60 nm,
and depths (D) ranging from 1 nm to 90 nm, in
steps of 1 nm. We calculated the average force density from (210) using the numerical solutions for
the fields, and upon integration over the thickness of the film, found the pressure on the Au film,
〈py〉. Plots of the y−component of force density, 〈fy〉, are given in Fig. 9 for a 30 nm wide slot and
slot depths of 1, 51, and 81 nm. Notice that the force distribution varies considerably as a function
of slot depth.

In order to develop a better picture of the relative force enhancement as a function of slot
geometry, Fig. 9(d) gives the pressure, 〈py〉, for the 30 nm and 60 nm slot widths as a function of
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slot depth with a (normalized) input power density of 1 W/m2. The maximum pressure occurs at
the resonant depth, and the peak pressure is higher for the 30 nm slot case. The resonant 30 nm
slot in Au at 633 nm results in approximately a 23-fold enhancement in pressure.

Consider the simple approximation where the planar Au surface is treated as a perfect electric
conductor (PEC), which assumes that the imaginary part of the dielectric constant approaches minus
infinity or, equivalently, that the real part approaches plus infinity. Consequently, the skin depth
goes to zero and the total field in the incident half-space has zero tangential electric field and a
maximum in the magnetic field. The radiation pressure on this surface becomes [69]

〈py〉 =
4S−yk

ω
=

4S−y

c
, (211)

where S−y is the incident power density (Poynting vector magnitude in the −y-direction), k is the
(free space, in this case) wave number, and c is the speed of light in vacuum. Normalizing to
S−y = 1 W/m2, we find an analytical macroscopic pressure of 1.33 × 10−8 N/m2 on the PEC.
The value we found through simulation for a planar Au (with ǫ = −11.82 + i1.23) surface was
1.29 × 10−8 N/m2, which is the zero slot depth result in Fig. 9(d).

To ascertain the primary mechanism by which this force enhancement occurs, consider a decom-
position of the pressure into two components, one corresponding to the radiation pressure term, or
cross term, in (208) and the other to the spatially varying electric field term, or divergence term.
Far from resonance, the term associated with radiation pressure dominates. This is because there
is relatively little spatial variation of the field. As can be seen in Fig. 9(a), where the surface is
almost perfectly planar, the force density is significant within about one skin depth of the surface.
As resonance is approached, the magnitude of the fields in the cavity increase, as does the spatial
variation of the field, leading to an increase in the divergence term, as in Fig. 9(b). At resonance,
the divergence component dominates, and is thus primarily responsible for the significant force en-
hancement. Further analysis of Fig. 9(b) shows an enhancement of the force density near the top
surface when the slot is resonant. We interpret this to be due to the more efficient excitation of the
surface wave on the top surface of the metal film when the cavity is resonant, and that this surface
wave contributes to the pressure on the film, thus yielding an increase in the radiation pressure term
as well.

By conservation of momentum, the greatest momentum an electromagnetic wave could impart is
twice the incident momentum, which would happen in the case of total reflection. This momentum
exchange has been measured to depend of the refractive index of the background [25]. The kinetic
force density, as described by (207), depends on both the spatial variation of the fields and the
homogenized material parameters. As we have demonstrated, it is possible to substantially enhance
the total force through control of the nanostructure. It should be noted that this does not inherently
violate conservation of momentum, as momentum and force are interrelated, but distinct. It is
presumably also possible to further control the force through the material properties, the sign of the
real part of the dielectric constant (metal or dielectric), and the imaginary part (loss or gain [16]).
Also, one could potentially use magnetic materials to further enhance the force density, thereby
including the two magnetization terms in (207) that we disregarded.
Pressure Example: We estimate the radiation pressure and y-directed force on a perfect reflector
and a Au membrane with nanoslots for conditions easily implemented in our experiments. Consider
the simple approximation where the planar Au surface is treated as a perfect electric conductor
(PEC), or a perfect reflector, and use of (211) [69]. We found a pressure of 1.33 × 10−8 W/m2 with
an incident power density of 1 W/m2. For a 1 mW laser uniformly illuminating a flat Au surface
with area 10µm × 100µm, the intensity will be 106 W/m2. The force over the surface will then
be 13.3 pN. Using our example of an Au film with resonant slots in Fig. 9, we can determine the
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Figure 9: The y−component of the force density for the 30 nm wide slot at various slot depths: (a)
1 nm; (b) 51 nm: (c) 81 nm. The simulation has an incident power density equivalent to 1 mW of
633 nm laser illumination over a circular spot of diameter 1 µm. For reference, resonance is achieved
at about 46 nm for the 30 nm wide slot. (d) Numerical results for the pressure as a function of slot
depth in a Au film for the two slot widths, calculated for slot depths from 1 nm to 90 nm in 1 nm
steps and 〈py〉, in N/m2 determined by integrating the y−component of force density over the depth
of the Au nanostructure. These values are normalized to a Poynting vector power density of 1 W/m2

and the wavelength is 633 nm.
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relative increase in pressure due to the slots. Consider that the slots are distributed as in Fig. 8 along
the longer dimension. For case in Fig. 8, with a 400 nm period, each 30 nm slot offers a pressure
enhancement of 23. The total force on the Au membrane with the slots therefore becomes a huge
306 pN.

13 Conclusion

Kinetic force information is not incorporated into Maxwell’s equations and therefore requires ad-
ditional information that has raised issues related to the representation of electromagnetic effects
within a rigorous kinetic description. The correct formulation may depend on the circumstances
and, given these, it is possible there is more than one path to the single form that can describe
experiments. Careful experiments then become the benchmark by which theory must be measured.
Presumably at the most general level, with the restrictions implied in Maxwell’s equations and the
non-relativistic case considered, an effective theory should be capable of describing the results in all
relevant experiments.

There are really three viable force density representations developed here: (41), (94), and (117).
Comparisons are thus in order at this point. However, we should note that the Einstein-Laub form
(94) is on the stronger physical ground.

The non-magnetic forms of (41), (88), and (94), for comparison, are

fLE =
∂P

∂t
× µ0H+ ρE− µ0H× J− (∇ ·P)E (212)

fEE =
∂P

∂t
× µ0H+ ρE− µ0H× J− (∇ ·P)E (213)

fELE =
∂P

∂t
× µ0H+ ρE− µ0H× J+ (P · ∇)E (214)

Notice that (212) and (213) are identical, not so for the magnetic material case. One would anticipate
the correct form should be easy to establish from an experiment. Note also that (212) uses ∇ · P
and the others P · ∇, an issue that experiments should be able to distinguish. A related issue is
to what degree (87) can be used, where the additional contributions to the stress tensor implicit
in the Einstein-Laub formulation are ignored. For homogeneous media single plane waves normally
incident on interfaces, (212) and (214) are identical, because (P · ∇)E = 0 and (∇ ·P)E = 0. For
monochromatic (time harmonic) waves, the magnitude of the first terms in (212) - (214) are identical.

The experimental evidence is as follows.

1. We used the Einstein-Laub form in (94), based on the Abraham momentum, to describe the
Jones and Leslie experiments [22] - see [54] - see Section 11.1. However, the Lorentz form in
(41) can equally well be used because the model relied only on the µ0H × J term. Now we
have derived a candidate expression based on the Minkowski momentum, we find that (117)
can also be used with equal validity.

2. The change in focus of a Gaussian beam incident on water in a set of experiments from Ashkin
is a very important experiment in evaluating candidate force expressions [71]. Section 11.2
describes our work and we find that the Einstein-Laub formulation describes this result. This
result indicates that (214) is correct and that (212) and (213) are incorrect.

3. Atoms have been measured to have a recoil momentum of nh̄k0 [25], important in atom inter-
ferometry with optical gratings and consistent with the deBroglie momentum. Based on this
work, one may conclude that the Minkowski momentum form might therefore appropriate. In
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Section 11.3, we showed that the Einstein-Laub form with the Abraham momentum describes
the pressure on a thin dielectric slab as being proportional to the background refractive index,
supporting the result that the momentum imparted is also proportional to the background in-
dex. We should note that the background permeability was assumed unity, so the requirements
for a negative index are not met. We have previously shown that the Einstein-Laub form leads
to the conclusion that the sigh of the force does not change with change in refractive index
sign [16, 57]. This suggests that (214) can be used to explain the atom recoil [25].

We conclude that the optical experimental evidence to date supports use of the Einstein-Laub

force density in (94) to describe forces on stationary, locally homogenized media. An open issue is
whether the dispersion (∂P/∂t) is correctly treated.

Another major open issue has been that the Einstein-Laub force density appeared not to have
the J×B form consistent with magnetostatics [6], whereas experiments where the magnetization was
shown to deflect an electron beam [42, 43]. In Section 4.3 of this report, we show that the Einstein-
Laub force density can be couched in the form consistent with experimental evidence related to
the Lorentz force for the first time. While there appears to be a need for additional experimental
evidence related to forces with homogenized magnetic materials, at this stage the Einstein-Laub
forced density is the most credible theory to explain experiments, and (94) is

fEL =
∂P

∂t
× µ0H− ∂µ0M

∂t
× ǫ0E

+ ρE− µ0H× J+ (P · ∇)E+ µ0 (M · ∇)H.
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