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Abstract
In this study, detailed temperature dependent simulations for absorption and photogenerated
recombination of hot electrons are compared with experimental data for an InAs/AlAsSb
multi-quantum well. The simulations describe the actual photoluminescence (PL)
observations accurately; in particular, the room temperature e1-hh1 simulated transition
energy of 805 meV closely matches the 798 meV transition energy of the experimental PL
spectra, a difference of only 7 meV. Likewise, the expected energy separations between
local maxima (p1–p2) in the simulated/experimental spectra have a difference of just
2 meV: a simulated energy separation of 31 meV compared to the experimental value of
33 meV. Utilizing a non equilibrium generalized Planck relation, a full spectrum fit
enables individual carrier temperatures for both holes and electrons. This results in two very
different carrier temperatures for holes and electrons: where the hole temperature, Th, is
nearly equal to the lattice temperature, TL; while, the electron temperature, Te, is ‘hot’ (i.e.,
Te > TL). Also, by fitting the experimental spectra via three different methods a ‘hot’ carrier
temperature is associated with electrons only; all three methods yield similar ‘hot’ carrier
temperatures.

Keywords: hot carriers, type-II band alignment, valence band states, photovoltaics

(Some figures may appear in colour only in the online journal)

Photovoltaic solar cells are considered an established tech-
nology [1] as a source of clean energy; therefore, any increase
in the efficiency in solar cells is likely to have immediate and
profound dividends. One limitation of photovoltaic cells is
that excess energy (i.e., any energy above the band gap of the
material) in photogenerated carriers is typically lost through
efficient carrier thermalization. This process is dominated by

the emission of longitudinal optical (LO) phonons that decay
into two Klemens phonons [2, 3]. This thermalization of
excited carriers is one of the major contributing factors [4]
that limits the efficiency of photovoltaic cells to ∼30% [5].

One solution for this problem is to construct multi-junction
devices. Presently, the world record power conversion effi-
ciency is 38% at 1 sun [6] but, this is expensive and has seen
limited commercial terrestrial usage. An alternative solution is
to design devices to minimize the energy lost to phonons. A
promising example for this class of devices, is a ‘hot-carrier’
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solar cell, where the excited carriers are extracted before they
lose all of their excess energy to their surroundings.

To construct a photovoltaic device to take advantage of
‘hot-carriers’, two underlying principles that have been pur-
sued in the design of a prototypical hot carrier solar cell
(HCSC) are: first, the HCSC needs to be engineered such that
e.g., the emitted phonons live longer than the hot carriers in

order to increase the hot carrier density through re-absorption
of phonons by the carriers [7] or the cooling process is
inhibited [8–11]. Second, the contacts to the device need to
function over a narrow energy range [12–14], covering only a
limited portion of the distribution of hot carriers; this allows
for the collection of hot carriers, while restricting the ability
of the excited carriers to reach thermal equilibrium through
the contacts [15].

Several investigations of hot carrier absorbers have
introduced reduced dimensionality [9–11, 13, 16, 17] into the
device design in order to take advantage of the extended
phonon lifetimes [9–11] that have been previously observed
in quantum well structures [9–11] as compared to bulk
materials. A seemingly straight forward generalized Planck
relation analysis of the high energy portion of the photo-
luminescence (PL) spectra following LeBris et al [10] has
been applied by several groups [9, 10, 18–23] to determine a
‘hot’ carrier temperature. Full spectrum fits have been
employed to evaluate the electron and hole quasi-Fermi level
splitting [24–26] and single carrier temperature [27, 28].
Recently, Gibelli et al have applied a full spectrum fit of the
PL spectra to extract the individual ‘hot’ carrier temperatures
for both: holes and electrons [29].

Another aspect of evaluating a material as a suitable hot
carrier absorber is determining a Q-factor [10], which is a
measure of how efficient the phonon–electron interaction is in
thermalizing ‘hot’ carriers back to the ambient (lattice)
temperature. The applicability of this method to structures
with type-II band alignments is not clear—especially, at ele-
vated temperatures due to the lack of excitation power
dependence of the temperature difference between the carriers
(Tc) and lattice (TL). This has been observed previously in the
multi-quantum well (MQW) structure that is being investi-
gated here [30].

One critical issue has been the treatment of additional
confined (resonant) states that occur with reduced dimen-
sionality [31] causing complications in the analysis of the hot
carrier temperature [32]. When the majority of the absorbed
photon’s energy is transferred primarily (due to a large dif-
ference in effective mass of electrons and holes) to the pho-
toexcited electron and not the hole, the discussion has
centered around the confined electron states. InAs is a case in
point where there is a large difference in effective masses
(mh?me) [33]. However, one should not discount the
valence band (VB) states and their role/effect just because the
majority of the energy is transferred to the electron.

In this study, the proposed ‘hot’ carrier absorber structure
is comprised of 30 InAs quantum wells that are 2.4 nm thick
with 10 nm thick AlAs0.16Sb0.84 barrier layers; the composi-
tion is such as to be lattice matched to InAs, the growth
conditions have been described previously [18]. To only
probe the ‘hot carrier’ absorber material, the substrate, buffer
layer, and cap layer were all removed through a combination
of mechanical polishing and selective etchants, a more thor-
ough description of the process has been published else-
where [34].

Band structure calculations for the periodic well/barrier
system have been carried out using the Naval Research

Figure 1. (a) The temperature dependent (4–300 K) band structure of
a single InAs/AlAsSb QW with associated confined energies and (b)
probabilities of 2 lowest electron and 4 lowest hole wavefunctions.
Inset to (a) is an expanded view of the valence band. (c) The energy
dispersion of the 2 lowest electron levels and 4 lowest hole levels;
the inset is an expanded view of the valence band dispersion, where
the structure at higher k values is clearly seen.
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Laboratory’s (NRL) MultiBands® software tool [35] which
employs an 8-band k·p model, including temperature and
strain dependent band parameters adopted from Vurgaftman
et al [36]. The absorption and recombination spectra for the
interband transitions between the lowest energy electron sub-
band and the lowest four hole sub-bands are computed from
the superlattice band structure and optical matrix elements. A
computationally efficient interpolation algorithm, described in
[35], was used to accomplish this. A Gaussian broadening of
5 meV was applied to each absorption spectrum. This paper
will provide details on the simulations as well as compare the
results to experimental data.

As the most interesting/complicated experimental results
occur at elevated temperatures/high power, the experimental
results will be limited to T� 150 K. The PL was measured
using a 20×Mitutoyo near infrared microscope objective lens
in combination with a liquid nitrogen (LN2) cooled Linkam
THMS600e cryostat coupled into an Acton 2500i spectro-
meter with a LN2 cooled linear InGaAs array or a 270M Spex
spectrometer with a LN2 cooled Germanium detector. The
excitation source was either the 632.8 nm line of a He–Ne
laser or the 1064 nm line of a solid state diode laser.

While our previous studies have shown hot carrier tem-
peratures at elevated temperatures due to the delocalization of
holes, the question remains as to what level do the multiple
VB states effect the ‘hot’ carrier temperature. In order to more
fully evaluate this question a series of simulations have been
performed to model the temperature dependence of the
absorption and recombination of the 30 MQW InAs/AlAsSb
structure that has been proposed as a ‘hot’ carrier absorber.

Figure 1(a) shows the temperature dependent contraction
of the conduction band (CB) from 4 K (black) to 300 K (gray)
and the negligible contraction of the VB from 4 to 300 K (red)
for a single quantum well; as well as, the first (4 K, green;
300 K, dark green) and second (4 K, blue; 300 K violet)
confined electron states: e1 and e2, respectively. The inset
shows an expanded view of the VB to clearly see the first four
hole levels. There is a 31 meV separation between the first
and fourth confined hole states.

For simulation purposes, the direct band gap (2.2 eV,
T=300 K) of AlAsSb is used because the CB well is formed
by the two CB minima at the gamma point, so the well depth
in the CB is defined by the AlAsSb gamma CB valley; the
lower energy (1.6 eV, T=300 K) indirect band gap would
provide little or no absorption for an indirect absorption due
to the relatively thin layer (10 nm). The conduction band
offset is calculated to be 1.95 eV at 4 K with a 25 meV con-
traction at room temperature. The VB offset (VBO) is cal-
culated to be 63 meV at 4 K with less than a 1 meV
contraction at 300 K. At 4 K and kz=0, the energy separa-
tion for e1-hh1 transition is 857 meV, for e1-e2 it is 685 meV,
and the hole state separation hh1-hh3 is 31 meV.

The large e1-e2 separation limits any thermal occupation
of the resonant e2 state as kBT at room temperature is only
26 meV; contrasting this with the hole state occupation, kBT
at room temperature is of the same order as the hole separa-
tion for all of the lowest four hole states. While there is an
extremely small temperature dependence for VB states

∼1 meV, the confined electron levels contract 52 meV over
the whole temperature range, such that the room temperature
(300 K) e1-hh1 energy separation is 805 meV.

The probability density of the wavefunctions for elec-
trons (e1: green 4 K and olive 300 K; e2 not shown for clarity)
and first 4 hole wavefunctions (hh1 cyan, lh1 magenta, hh2
yellow, hh3 brown, respectively) are plotted in figure 1(b).
There is considerable penetration into the respective barriers
∼10 nm for the electron into the AlAsASb barrier (∼20 nm
total); only hh2 goes to zero in the center of the InAs QW
where the ‘bounding’ node (for a well confined wavefunction)
would be pushed into. The other three hole wavefunctions
show a nonzero minimum, especially hh3.

At finite temperatures due to the small separation of hole
states there is a finite occupation of the more energetic hole
states (lh1, hh2, hh3) which is dependent on carrier con-
centration (see figure 2). Additionally, there is a mixing of VB
states due to the MQW structure actually forming minibands
at each of the simulated hole levels. This causes a relaxation
of optical selection rules such that a normally dark transition
(e1-hh2) is no longer strictly forbidden.

Figure 2. (a) Simulated absorption for select temperatures (4 K,
black line; 75 K, red; 150 K, green; 225 K, blue; 300 K, cyan;
right axis). Simulated recombination of photogenerated carriers
with a carrier density of 1×1018 cm−3 (4 K carrier density is
4×1017 cm−3 for computational reasons) for select temperatures
(open symbols, left axis). (b) Simulated absorption for select
temperatures (4 K, black line; 75 K, red; 150 K, green; 225 K, blue;
300 K, cyan; right axis). Simulated recombination of photogenerated
carriers with a carrier density of 4×1018 cm−3 (4 K carrier density
is 4×1017 cm−3 for computational reasons) for select temperatures
(open symbols, left axis).
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The simulation is based on sp3 hybridization, where
states that have a greater percentage s-like and pz-like char-
acteristics belong to the light hole band; similarly states that
have a more px, py-like characteristics are assigned to the
heavy hole band. Based on simulation results, the hh1, hh2,
and hh3 hole states all have more px, py-like characteristics
than s-like and pz-like characteristics and are classified as
heavy hole states; while the lh1 state has a stronger s-like and
pz-like characteristics compared to the other three VB states
and is classified as the lowest energy state for light hole VB,
lh1. The transition e1-lh1 would be an allowed transition from
the lowest energy state of the light hole band to the lowest
electron confined level e1.

Without mixing (relaxation of optical selection rules)
then, the only strictly forbidden transition would be e1-hh2,
this transition corresponds to the only hole transition that has
a zero minimum in the InAs QW region. Examining the hole
probability densities in the InAs QW region: hh3 has the
largest probability density, followed by lh1, then hh1, with
the aforementioned hh2 having the lowest probability density.

Figure 1(c) shows the energy dispersion in momentum
space, on the left hand side is dispersion in ‘kz’, the desig-
nated growth direction and on the right hand side is the in
plane dispersion ‘kx, y’. The inset is an expanded view of the
VB dispersion, there is considerable structure which leads to
resonant absorption at ‘k’ values greater than zero. This is
borne out in the simulated absorption profile of figure 2.

The simulated absorption for selected temperatures (4 K,
black line; 75 K, red; 150 K, green; 225 K, blue; 300 K, cyan;
right axis) are shown in figure 2(a). There is an expected red
shift as the temperature increases from 4 to 300 K due to the
thermal expansion of the lattice as the temperature increases
[37]. There are 4 distinct local maxima labeled p1–p4, where
peak p1 corresponds to e1-hh1 transition. The absorption
increases to a maximum value at p2 due to the contribution
from all four hole levels; the energy separations for p1–p2 is
31 meV which matches the energy separation between hh1
and hh3 hole levels of the simulated energy levels (see
figure 1(a) inset). The absorption maxima have energy
separations: p1–p2 of 31 meV, p2–p3 of 77 meV, and p3–p4
of 91 meV, irregardless of temperature.

The peaks p3 and p4 are the result of the resonant
absorption related to the structure in the energy dispersion at
nonzero k values (see figure 1(c) inset). The accuracy of the
higher energy peaks p3 and p4 is limited considering the
shallow depth of the VBO and the simulation only including
the four lowest hole states. It should be noted that p4 only
appears in the simulated absorption spectra and is not in either
of the simulated or experimental PL spectra.

The recombination of photogenerated carriers with a carrier
density of 1×1018 cm−3 (4K carrier density is 4×1017 cm−3

for computational reasons) for the same select temperatures is
plotted (open symbols, left axis) in figure 2(a). There are two
well resolved peaks in the spectra, except for 4 K which only has
a single peak and 75K where a high energy shoulder emerges in
the vicinity of p2. Excluding 4 K, the two peaks correspond to
p1 and p2 in the absorption spectra. For a photogenerated carrier

density of 2.5×1018 cm−3 (figure 2(b)) p2 is also well resolved
for T=75 K.

At photogenerated carrier densities 4×1018 cm−3

(figure 2(b)) a high energy shoulder emerges for T=75 K
and is well resolved at T�150 K; this high energy shoulder
correlates to p3 of the simulated absorption spectra. As noted
previously, the caveat for p3 and p4 in the absorption spectra
applies equally to the simulated recombination spectra.

While the absorption is independent of excitation inten-
sity, the recombination of photogenerated carriers is not. This
is clearly seen in the simulated PL of figure 3(a) which shows
the recombination as a power density study of the recombi-
nation as a function of energy at T=150 K. The spectra
covers the range from 1×1015 to 4×1018 cm−3. Examin-
ing the peak intensity, it is not until a power density of:
2.5×1018 cm−3 that p2 has a greater intensity than p1;
4×1018 cm−3 that p3 emerges. Comparing the peak inten-
sity of p1 and p2, the relation between temperature and power
density are inversely proportional: T=75 K, p1=p2 at
4×1018 cm−3; T=150 K, p2 > p1 at 2.5×1018 cm−3;
T=225 K, p2 > p1 at 1.6×1018 cm−3; and T=300 K,
p1=p2 at 1×1015 cm−3.

Figure 3. (a) Simulated absorption for T=150 K (red line, right
axis) and simulated recombination of photogenerated carriers as a
function of carrier density (open symbols, left axis). (b) The peak
energies of simulated absorption (closed symbols) and simulated
recombination (open symbols) for highest carrier density simulated
(4×1018 cm−3, except for 4 K: 4×1017 cm−3).
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Figure 3(b) shows the peak energy of p1–p4, both for
absorption (solid symbols) and for the highest (4×
1018 cm−3, except 4 K–4×1017 cm−3) simulated PL (open
symbols) as a function of temperature. Based on the simula-
tion results it is clear that only one peak may be observed if
the temperature is low enough and the power is also low,
which is the case at T=4 K for the whole range simulated
1×1015–4×1017 cm−3. However, at elevated temperatures
the power density would have to be even less than what has
been simulated for there only to be one peak.

Until T=225 K, there are only two peaks observed for a
power density of 1×1018 cm−3 (figure 2(a)); while for a
power density of 4×1018 cm−3, there is a hint of p3 at
T=75 K, notice the discrepancy in peak energy for the
absorption (solid green triangle) versus the recombination
(open green triangle). Only for T=300 K do the peak
positions nearly overlap, this is due to all three peaks being
clearly resolved and with the highest energy peak (p3) fully
emerged; while at lower temperatures no more than 2 of the
peaks are clearly resolved with highest peak (p2 T�75 K or
p3 150–225 K) emerging.

It should be noted that the p2–p3 separation (77 meV) is
greater than the VBO (63 meV) (figure 1(a)) for all tem-
peratures and that the simulation only considers the lowest
four hole states—overlooking the direct transition from InAs
VB continuum to e1. This direct transition provides an
additional recombination/absorption path that is not included
in the absorption or recombination simulated data.

The natural logarithm of the peak PL intensity versus
energy is shown in figure 4(a) as a function of excitation
power for the 1064 nm laser at room temperature. A linear fit
to the high energy tail enables the extraction of the ‘hot’
carrier temperature when using a generalized Planck relation:
[9, 10, 18–23]
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where I is the PL intensity, A(E) is the absorptivity as
a function of energy, kB is Boltzmann’s constant, ÿ is the
reduced Planck’s constant, ‘c’ is the speed of light, Tc
represents the carrier temperature which can be extracted
from the slope of the natural logarithm of the PL spectrum,
and Δμ is the chemical potential. A Tc that is greater than the
lattice temperature (TL) would be considered ‘hot’; a
convenient parameter is the temperature difference, ΔT
(ΔT=Tc − TL).

The experimental spectra were fit using three Gaussians
(see inset to figure 4(c)) to reasonably fit the entire PL
spectrum, the distortion below 0.78 eV is due to detector cut-
off. The extracted peak energies are plotted in figure 4(b). The
lowest energy peak (p1) is 798 meV, p2 is 831 meV, and p3 is
868 meV, which correspond to e1-hh1, e1-hh3, and e1-InAs
band edge transitions, respectively (see figure 1(a)). The p1–
p2 energy separation is 33 meV and the p2–p3 energy
separation is 37 meV. The energy separation between e1 and
e2 in the CB is 655 meV (see figure 1) and therefore a
transition from e2 to any lower energy state falls outside of
the experimentally observed spectra. It is clear that while the
e2 state is not involved in any of the observed PL spectra,
higher order states in the VB do come into play.

Even with using three Gaussians to fit the spectra (see
inset to figure 4(c)) the high energy tail is not fit particularly
well, the PL spectra (black) is greater than the combined
Gaussian fit (cyan). This is to be expected if there are hot
carriers in the system. While the VB higher order states add
structure to the spectra, it is still possible to apply the
Boltzmann distribution to the high energy side of the spectra
—where IPL is nearly equal to ε(E) · exp(–E/kBTc); here, ε(E)
is emissivity. When the emissivity is constant as a function of
energy, then IPL is proportional to exp(–E/kBTc) [10, 18, 19].
As reported previously in [30], that is the case for this MQW
structure. Then, a linear fit of the high energy portion of the
spectra shown in figure 4(a) will yield an extracted carrier
temperature, Tc. It should be noted that the e1-hh1 (p1) and
e1-hh3 (p2) peak positions fall outside of (below 0.87 eV) the
linear portion of the high energy spectra.

Figure 4(c) is a plot of ΔT versus laser excitation power
extracted from the spectra of figure 4(a) using a linear fit of
the high energy tail (portion of the PL spectra beyond p3:
>868 meV) based on equation (1). Initially (3 lowest powers)
ΔT remains relatively constant followed by a nonlinear
increase in ΔT as the excitation power increases. This non-
linear increase is correlated to the extension of the PL spectra
to higher energy. After a close examination of the spectra in
figure 4(a), it is observed that as the power increases the

Figure 4. (a) Room temperature PL spectra as a function of power
using a 1064 nm solid state laser. (b) The peak energies for a three
Gaussian fit of the spectra from (a). (c) Temperature difference ΔT
as a function of power. inset to (c) an example of the three Gaussian
fit to spectra shown in (a) on a linear scale.
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spectra extends in energy (>1 eV); for the 3 lowest powers
the spectra is relatively noisy above 1 eV, while it is clear that
for the highest power the spectrum is still relatively ‘clean’
out to 1.05 eV.

It is not always so straight forward to evaluate the slope
of the natural logarithm of the peak PL intensity of the PL
spectra, the power dependent PL spectra of the InAs MQW
absorber being excited with a 632.8 nm line of a He–Ne laser
is shown in figure 5(a) (the fit using equation (2) is shown in
the inset). There is not a single slope associated with the high
energy portion of the spectra. As previously reported [32]
occupation of higher energy states affects the extracted
temperature and is not necessarily representative of a hot
carrier temperature but, rather a temperature associated with
the convolution of overlapping energy states. Following the
methodology from Gibelli et al [29] the PL intensity is
described with the non equilibrium generalized Planck rela-
tion:
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Now, instead of a single carrier temperature, Tc, electrons
(holes) have their own associated temperature and chemical
potential: Te and μe (Th and μh). Eg, Ec, and Ev are the
energies of the band gap, CB, and VB, respectively; me (mh)
is the mass of the electron (hole) and ω is the angular fre-
quency of the photoluminescent photon. The absorptivity
A(E) is a function of energy, this model ([29]) has three
energy level transitions: two from VB levels (light hole and
heavy hole) and a transition to the continuum. With regards to
the InAs MQW structure, the two VB levels modeled are
associated with e1-hh1 and e1-hh3 and the transition to the
continuum is associated with e1-InAs VB edge states.

The extracted carrier temperature for the spectra of
figure 5(a) is shown in figure 5(b). The carrier temperature
has been determined by three different methods: (1) a full
spectrum fit using equation (1) (Tc, black squares); (2) a full
spectrum fit using equation (2) (Th for holes, red circles; Te for
electrons, green triangles); and (3) a linear fit of the high
energy portion of the PL spectra (T, blue triangles, where the
high energy portion was broken into two separate regions).
Due to the convolution of higher energy states affecting the
extracted carrier temperature for the spectra at low powers,
only the extracted carrier temperature of the three highest
powers are included for the linear fit (for the region from 875
to 900 meV).

Not only do the individual extracted hot carrier tem-
peratures for the linear fit (T, blue triangles) and equation (1)
(Tc, black squares) yield similar results but, the electron
temperature, (Te), of equation (2) also yields a comparable
carrier temperature: Tc—black squares (equation (1)) and
Te—green triangles (equation (2)) overlap. The carrier
temperature for holes, Th, is only slightly hotter than the
lattice temperature, (TL=300 K); the hole temperature being
nearly equal to the TL is not at all surprising considering the
hole state separation (see inset figure 1(a)) is on the order of
both the LO phonon energy (AlAsSb∼ 44 meV) and kBT
(26 meV).

The temperature difference, ΔT, extracted from the full
spectrum fit using equation (1) is shown in figure 5(c) for
three different temperatures: T=150 K (blue triangles),
225 K (olive diamonds), and 300 K (magenta triangles).
Remarkably, ΔT increases as the TL increases, this is attrib-
uted to the delocalization of holes and the emergence of the
‘ideal’ type-II band alignment at elevated temperatures, as
reported previously [18, 30]. The simulated results serve as
additional confirmation of the hole delocalization with the
VBO of 63 meV (see inset figure 1(a)) being not much more
than twice kBT (52 meV); therefore, holes will have sufficient
energy to move throughout the VB. Also, the small separation
of hole states allows for efficient thermalization of any ‘hot’
holes [21–23, 31].

As to how all three methods result in similar temperatures,
the basis for that stems from each method starting with the
generalized Planck relation for radiative recombination,
equation (1). Both, a full spectrum fit using equation (1) or
applying a linear fit only to the high energy portion have a single
carrier temperature which would describe holes, as well as,

Figure 5. (a) Room temperature PL spectra as a function of power
using the 633 nm line of a He–Ne laser, the inset shows the fit using
equation (2) on one of the spectra with a linear scale. (b) The carrier
temperature Tc using equations (1), (2), and a linear approximation
of the spectra from (a). (c) Temperature difference ΔT extracted
using equation (1) as a function of power for T=150 K (blue
symbols); 225 K (olive symbols); and 300 K (magenta symbols).
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electrons. Whereas, equation (2) has individual temperatures
associated with electrons and holes. Due to the small energy
separation of hole levels (30–40meV) it is probably much more
realistic to consider separate carrier temperatures as evaluated
using equation (2), which results in slightly hot holes (Th) and hot
electrons (Te) comparable to the other methods. Worth men-
tioning but not shown for clarity purposes, is that a three
Gaussian fit of figure 5 spectra yields similar values for p1 and p2
with a slightly higher value for e1-InAs VB edge continuum; this
slightly higher value (~20meV higher) is most likely due to
greater absorption of the shorter wavelength excitation leading to
higher occupancy of the continuum states.

Comparing the experimental spectra to the simulated
spectra, the lowest energy peak (p1) is 798 meV for the
experimental data and 805 meV for the simulated. The p1–p2
energy separations are 33 meV (exp) and 31 meV (sim); p2–
p3 experimental energy separation is 37 meV compared to
77 meV simulated. As previously noted the InAs VB con-
tinuum to e1 transition is not included in the simulation and a
p2 to InAs VB separation would be 26 meV for the simula-
tion. With the experimental p1 actually being 7 meV smaller
than the simulation that would correspond to a greater VBO
than the simulation; i.e., a VBO of 70 meV rather than
63 meV, with a corresponding increase of the p2-InAs VB
separation to 33 meV rather than 26 meV. The experimental
spectrum has quenched in the p4 region of the simulation.

In summary, NRL’s MultiBands® simulations describe the
actual PL spectra of the InAs/AlAsSb MQW hot carrier
absorber. In particular, the e1-hh1 simulated transition energy of
805meV closely matches the 798meV transition energy of the
experimental PL spectra, a difference of only 7meV. Likewise,
the expected energy separations between p1 and p2 have a
difference of just 2 meV: a simulated separation of 31meV
compared to the experimental value of 33 meV. The main dif-
ference is in the energy separation between p2 and p3 but, that
is accounted for by the InAs VB continuum to e1 transition not
being included in the simulated data. Moreover, the simulated
band structure would correlate to a comparable energy trans-
ition when accounting for the difference in measured and
simulated results: an adjusted InAs VB continuum to e1
simulated transition of 33meV corresponds to an experimental
value of 37 meV, with a difference of only 4meV.

Backed by a more thorough understanding of the VB
structure provided by the simulated data, the high energy
portion of the experimental spectra can be confidently eval-
uated. The close spacing (less than 33 meV) in the lowest four
VB states allows for efficient thermalization (LO phonon
energy 44 meV; kBT 26 meV). Furthermore, utilizing a non
equilibrium generalized Planck relation a full spectrum fit
enables individual carrier temperatures for both holes and
electrons. This results in two very different carrier tempera-
tures for holes and electrons, where Th is nearly equal to TL,
while Te is ‘hot’. Also, by fitting the experimental spectra via
three different methods a ‘hot’ carrier temperature is asso-
ciated with electrons only; all three methods yield similar
‘hot’ carrier temperatures. This observation suggest that

narrow gap heterostructures [38, 39] could be a good candi-
date for hot carrier absorbers [12, 33, 40, 41].
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