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ABSTRACT

Precise estimation of uncertainty in predictions for Al systems is a critical factor in ensur-
ing trust and safety. Replicating and enhancing experts’ decisions while quantifying uncertainty
in predictions is a challenging problem. Uncertainty-aware Al for safety-critical domains such as
healthcare, autonomous navigation and cybersecurity is a requirement. In particular, when Al
is used to emulate decisions of medical experts in the field, AI confidence needs to be measured
and plays a key role in making effective triage decisions and choosing appropriate treatment op-
tions. While various aspects of deep learning, such as achieving high accuracy and optimizing
architectures are maturing, precise predictive uncertainty estimation remains a subject of on-going
research efforts. Conventional neural networks tend to be overconfident as they do not account
for uncertainty during training. In contrast to Bayesian neural networks that learn approximate
distributions on weights to infer prediction confidence, we propose a novel method, Information
Robust Dirichlet networks, that provides accurate uncertainty estimates while maintaining high
prediction accuracy. Properties of the new cost function are derived to indicate how improved
uncertainty estimation is achieved. Experiments using real medical datasets on heart arrhythmia
diagnosis and Al-assisted pre-hospital triage show that our technique outperforms state-of-the-art
neural networks, by a large margin, for estimating predictive uncertainty.
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1. INTRODUCTION

1.1 PROBLEM AND PREVIOUS WORK

A key role of artificial intelligence (AI) has been to learn from challenging data patterns and
make complex inferences that humans may not be very good at or as efficient at performing. Deep
learning systems have achieved state-of-the-art performance in various domains (LeCun et al., 2015).
The first successful applications of deep learning include large-scale object recognition (Krizhevsky
et al., 2012) and machine translation (Sutskever et al., 2014; Wu et al., 2016). While further ad-
vances have achieved strong performance and often surpass human-level ability in computer vision
(Ciresan et al., 2012; Geirhos et al., 2018; He et al., 2015), speech recognition (Hinton et al., 2012;
Xiong et al., 2017), medicine (Wang et al., 2016), bioinformatics (Alipanahi et al., 2015), other
aspects of deep learning are less well understood. Conventional neural networks (NNs) are overcon-
fident in their predictions (Guo et al., 2017) and provide inaccurate predictive uncertainty (Louizos
and Welling, 2017). Intepretability, robustness, and safety are becoming increasingly important as
deep learning is being deployed across various industries including healthcare, autonomous driving
and cybersecurity.

Motivated by the application of Al in medical decision making problems, including field-
forward trauma care, characterizing predictive uncertainty is a crucial goal while maintaining high
accuracy. This requires more capable Al in order to address more complex goals, including calibra-
tion of complex models, anomaly detection, learning complex personalized models, learning from
limited noisy and missing data, active learning and experimental design, etc.

In field-forward trauma, about 1/4 of combat deaths in Iraq and Afghanistan were potentially
survivable. Uncontrolled blood loss was the leading cause of death in 90% of potentially survival
battlefield injuries (Eastridge et al., 2012). Specifically, the site of lethal hemorrhage was truncal
(67%), followed by junctional (19%) and peropheral-extremity (14%) hemorrhage. Nosocomial
infections account for the leading cause of late death after traumatic injury (Dente et al., 2017).
Approximately 2/3 of deaths survived the initial injury but died before getting to a field hospital.
Medics are frequently the only medically trained personnel available at the point of injury, and
future force paradigm extends this isolated period to as long as 1.5 hours. It is important to note
that medics often lack the years of experience in trauma and field-forward personnel could benefit
from real-time decision aides or just-in-time training. In the trauma-care domain, we envision Al
to be a tool for helping medics in the field treating patients, performing effective triage, training
novices, predicting with confidence courses of action and characterizing uncertainty where prior
experience might be limited and other factors come into the picture, including human fatigue, time
restrictions, stress, etc. Furthermore, we envision Al to also be used to perform automated patient
stabilization by predicting interventions.

To intuitively understand why conventional neural networks exhibit poor uncertainty esti-
mates, it suffices to notice that the training objective does not account for uncertainty. The typical
cross-entropy objective only maximizes the correct-class probability. Furthermore the softmax layer
tends to inflate probabilities since it is based on exponentiation and normalization of activation
values. Extensions include adding an extra class to capture unknown data (Bendale and Boult,



2016). However, this class augmentation approach has several problems; the data selected to train
the unknown class induces bias, the approach does not address the calibration question, and the
methods fail to detect adversarial attacks.

Bayesian neural networks (BNNs) (Blundell et al., 2015; Gal and Ghahramani, 2016; Kingma
et al., 2015; Molchanov et al., 2017) treat the weights in neural networks as probabilistic parame-
ters and aim to learn the weight distribution using Bayesian inference. The high-dimensionality of
weights and the presence of nonlinearities make an exact Bayesian treatment intractable. There-
fore, approximations to weight distributions are made, often making assumptions about these
distributions that may not hold in practice. Posterior predictive distributions are obtained using
approximate integration. Thus, during inference time BNNs have high computational complexity
and potential bias. They take more effort to implement and are harder to train than conventional
NNs. They obtain better predictive uncertainty estimates than conventional NNs but still leave
a lot of room for improvement in terms of how accurate these estimates are. Also, they struggle
detecting adversarial attacks.

Emerging architectures for uncertainty-aware deep learning that circumvent the weight infer-
ence of BNNs have been recently developed, referred here as Dirichlet neural networks (Malinin and
Gales, 2019; Sensoy et al., 2018). Dirichlet NNs use deterministic neural networks to estimate the
parameters of a predictive Dirichlet distribution that governs the distribution of class categorical
distributions on the probability simplex. While these nascent methods improve upon BNNs, they
have several drawbacks. The current training processes depend on the average case prediction error
(Sensoy et al., 2018) which assumes that all data are easy to classify (expecting sharp Dirichlet pre-
dictive distributions) (Malinin and Gales, 2019), resulting in deteriorating uncertainty estimates for
correct and misclassified data examples. Furthermore, a form of their training (Malinin and Gales,
2019) depends on learning unknown data, in similar spirit to (Bendale and Boult, 2016) which
induces bias in classification. While they do well in terms of detecting simple adversarial attacks,
they fail to reliably detect strong adversarial attacks as will be shown in this report. Connections
between the current training criteria and the Dirichlet distribution have not been well established.

In our approach, we develop a new training method for Dirichlet neural networks. The new
objective used for training fits predictive distributions to data by minimizing a calibration loss (ex-
pected L, norm of prediction error) and an information divergence loss that penalizes information
flow towards incorrect classes (sharpening or flattening distributions on the probability simplex
based on how difficult each example is to classify) and maximizing the uncertainty (measured by
differential entropy) for small adversarial perturbations. The end result yields an information-
robust Dirichlet (IRD) neural network that is tightly coupled to the training data and is able to
reliably measure predictive uncertainty within the data distribution (e.g. predict when an error will
likely be made), detect anomalous examples outside the data distribution and even detect adver-
sarial attacks (designed to fool the network with perfect knowledge of the network and its weights).
We demonstrate the superiority of IRD on several applications through numerical experiments and
dervie several properties of the training objective that show how improved uncertainty estimation
is achieved.



1.2 BRIEF EXECUTIVE SUMMARY

We present a very brief executive summary of our work. In our probabilistic framework, a
deep Dirichlet neural network is trained in a supervised fashion with a novel training objective
that accounts for uncertainty in a non-trivial way. Our novel method, Information Robust Dirich-
let networks (IRD), learns the Dirichlet distribution on prediction probabilities by minimizing the
expected L, norm of the prediction error and an information divergence loss that penalizes infor-
mation flow towards incorrect classes, while simultaneously maximizing differential entropy of small
adversarial perturbations to provide accurate uncertainty estimates. After obtaining a closed-form
expression for the novel training objective, several properties are derived that support how improved
uncertainty estimation is achieved. Experiments using real datasets show that our technique out-
performs state-of-the-art neural networks, by a large margin, for estimating in-distribution and
out-of-distribution uncertainty, and detecting adversarial examples.

First, we apply our method to a benchmark image classification task of handwritten digits.
Our method achieves a competitive prediction accuracy in comparison to other state-of-the-art deep
learning methods, while it achieves superior predictive uncertainty estimation for in-distribution,
out-of-distribution and adversarial examples. IRD is able to predict when the Al system will likely
make an error, it detects anomalous digital images with high confidence unlike the ones used for
training, and succeeds in detecting adversarial attacks designed to fool the classifier that are very
hard to visually detect as anomalous. Simple and more sophisticated adversarial attacks are both
detectable with high confidence by our method, while other methods struggle to detect them. These
attacks are generated using knowledge of the network structure and classification loss. Our results
show unmatched performance against other conventional and state-of-the-art uncertainty-aware
neural networks.

Second, our method is applied to an electrocardiogram (ECG)-based heart arrhythmia diag-
nosis task. ECG signals are often noisy due to electrode contact noise, motion artifacts, muscle
contractions, etc., making it a challenging Al task to classify short ECG single-lead recordings into
normal rhythm and atrial fibrillation. Atrial fibrillation is the most common sustained cardiac ar-
rhythmia, and is associated with high mortality and morbidity rates (Clifford et al., 2017). Results
show that IRD achieves high prediction accuracy on par with other state-of-the-art deep learning
methods while outperforming them in terms of uncertainty estimation. This methodology may be
extended further to augment clinical decision systems equipped with ECG devices. Furthermore,
our method successfully detects anomalous ECG signals (e.g., too noisy or not indicative of either
type of normal or atrial fibrillation rhythms).

Third, we apply our method to a trauma care decision making task developing an Al-
supported pre-hospital triage tool that accurately identifies shock and predicts surgical and transfu-
sion requirement. Through our collaboration with the Massachusetts General Hospital, Division of
Trauma, Emergency Surgery and Surgical Critical Care, we used the Trauma Quality Improvement
Program (TQIP) dataset over a two-year span of 2015 — 2016 and 2016 — 2017 hospital admissions
with a specific focus on truncal gunshot wounds. Our technology gives certainty values of the
predictions rather than risking overconfident predictions that could harm in-field triage decision
making. The certainty values correspond very well to misclassified and correct predictions. Further



development and implementation of this tool has the potential to optimize triage in the field, both
in civilian and military settings.

1.3 SECTION CONTENTS

The sections in the remaining part of the report are as follows. Section 2 contains the
uncertainty-aware Al algorithm development and presents theoretical properties of the new method.
It serves as the basis for the remaining sections. This new AI method is applied to a benchmark
image classification task in Section 3 and to ECG-based atrial fibrillation diagnosis in Section 4.
Several comparisons with other state-of-the-art methods are included. The material up to this point
was submitted as a technology disclosure, a provisional patent has been filed, and is under review
at an Al conference. Section 5 contains applications of the AI method to trauma care decision
problems. This material has been submitted as an abstract to a trauma competition (Committee
on Trauma for the American College of Surgeons). The conclusions and directions for future work
are presented in Section 6.



2. INFORMATION ROBUST DIRICHLET NETWORKS FOR
PREDICTIVE UNCERTAINTY ESTIMATION

In this section, a novel deep learning method is presented that predicts uncertainty accurately
while maintaining high prediction accuracy. Conventional neural networks tend to be overconfident
as they do not account for uncertainty during training. In contrast to Bayesian neural networks
that learn approximate distributions on weights to infer prediction confidence, we propose a novel
method, Information Robust Dirichlet networks, that learns the Dirichlet distribution on predic-
tion probabilities by minimizing the expected L, norm of the prediction error and an informa-
tion divergence loss that penalizes information flow towards incorrect classes, while simultaneously
maximizing differential entropy of small adversarial perturbations to provide accurate uncertainty
estimates. Properties of the new cost function are derived to indicate how improved uncertainty
estimation is achieved. Experiments using real datasets show that our technique outperforms state-
of-the-art neural networks, by a large margin, for estimating in-distribution and out-of-distribution
uncertainty, and detecting adversarial examples.

2.1 INTRODUCTION AND PRIOR WORK

Uncertainty modeling in deep learning is a crucial aspect that has been the topic of various
Bayesian neural network (BNN) research studies (Blundell et al., 2015; Gal and Ghahramani, 2016;
Kingma et al., 2015; Molchanov et al., 2017). BNNs capture parameter uncertainty of the network
by learning distributions on weights and estimate a posterior predictive distribution by approx-
imate integration over these parameters. The non-linearities embedded in deep neural networks
make the weight posterior intractable and several tractable approximations have been proposed and
trained using variational inference (Blundell et al., 2015; Gal and Ghahramani, 2016; Kingma et al.,
2015; Li and Gal, 2017; Molchanov et al., 2017), the Laplace approximation (MacKay, 1992; Ritter
et al., 2018), expectation propagation (Hernandez-Lobato and Adams, 2015; Sun et al., 2017), and
Hamiltonian Monte Carlo (Chen et al., 2014). The success of approximate BNN methods depends
on how well the approximate weight distributions match their true counterparts, and their compu-
tational complexity is determined by the degree of approximation. Most BNNs take more effort to
implement and are harder to train in comparison to conventional NNs. Furthermore, approximate
integration over the parameter uncertainties increases the test time due to posterior sampling, and
yields an approximate predictive distribution that is subject to bias, due to stochastic averaging.
Thus, it is of interest to develop methods that provide good uncertainty estimates while reusing
the training pipeline and maintaining scalability. To this end, a simple approach was proposed by
(Lakshminarayanan et al., 2017) that combines NN ensembles with adversarial training to improve
predictive uncertainty estimates in a non-Bayesian manner. It is known that deterministic NNs are
brittle to adversarial attacks (Goodfellow et al., 2014; Kurakin et al., 2017) and various defenses
have been proposed to increase accuracy for low levels of noise (Madry et al., 2018). Recently, a
study (Lee et al., 2018) used generative adversarial networks to generate boundary samples and
trained the classifier to be uncertain on those as a means to improve detection of out-of-distribution
samples. While adversarial defense has been explored, the idea of maximizing uncertainty on low-



noise adversarial examples to improve predictive uncertainty estimates has not been investigated
to the best of our knowledge.

Recently, in (Malinin and Gales, 2019; Sensoy et al., 2018) the Dirichlet distribution was used
to model distributions of class compositions and its parameters were learned by training deter-
ministic neural networks. This approach for Bayesian classification yields closed-form predictive
distributions and outperforms BNNs in uncertainty quantification for out-of-distribution and ad-
versarial queries. However, uncertainty estimation performance for in-distribution queries was not
studied, and out-of-distribution and adversarial queries performance can be significantly improved.

In this report, we propose Information Robust Dirichlet networks that deliver more accurate
predictive uncertainty than other state-of-the-art methods. Our method modifies the output layer
of neural networks and the training loss, therefore maintaining computational efficiency and ease of
implementation. The contributions are as follows. First, a new training loss based on minimizing
the expected L, norm of the prediction error is proposed under which the prediction probabilities
follow a Dirichlet distribution. A closed-form approximation to this loss is derived, under which
a deterministic neural network is trained to infer the parameters of a Dirichlet distribution, effec-
tively teaching neural networks to learn distributions over class probability vectors. Second, an
information divergence is used to regularize the estimated Dirichlet distribution and a maximum
entropy penalty on adversarial examples is used to maximize uncertainty near the edge of the data
distribution. Third, an analysis is provided that shows how properties of the new loss improve
uncertainty estimation. Finally, we demonstrate on real datasets that our technique obtains un-
matched success in terms of uncertainty estimation for correct and incorrect predictions, detection
of out-of-distribution queries and adversarial attacks.

2.2 PITFALLS OF CONVENTIONAL SOFTMAX NETWORKS

The conventional approach for the classification layer includes the softmax operator which
takes continuous-valued activations of the output layer and converts them into probabilities. Typ-
ically the cross-entropy loss is used for training which does not account for uncertainty. As noted
in Gal and Ghahramani (2016); Louizos and Welling (2017); Sensoy et al. (2018), the exponentia-
tion involved to form a point estimate of the class probabilities tends to inflate them deteriorating
uncertainty estimates derived from the softmax probabilities. As a result, uncertainty estimation
suffers due to the parametrization and the fact that the training loss does not account for uncer-
tainty. This is illustrated in Fig. 1 in which an image of a digit 6 is correctly classified initially,
but as it rotates the softmax output incorrectly classifies it with high probability as an 8.! In con-
trast, our approach yields a near-uniform distribution during the rotation stage and thus provides
a reasonable uncertainty estimate using the entropy of the predictive distribution.

! We remark that the networks are trained on MNIST without rotated data augmentations.



Figure 1. Classification of rotated digit 6 spanning a 180-degree rotation for standard neural network with
softmax output (left) and our proposed approach (right). Our approach tracks the uncertainty throughout the
rotation and accurately predicts the correct class at both ends.

2.3 LEARNING DISTRIBUTIONS ON THE PROBABILITY SIMPLEX
2.3.1 Dirichlet Distribution

Outputs of standard neural networks for classification tasks are probability vectors over
classes. The basis of our approach lies in modeling the distribution of such probability vectors
for each example using the Dirichlet distribution (Mauldon, 1959; Mosimann, 1962). Given the
probability simplex as S = {(p1,...,pK) : pi >0, p; = 1}, the Dirichlet distribution is a proba-
bility density function on vectors p € S given by

1 K a;—1
fa(p) = B<a>j1;[1pj

where B(a) = Hszl I'(a;)/T'(a) is the multivariate Beta function. It is characterized by K
parameters & = (aq,...,a) here assumed to be larger than unity. 2 In the special case of the
all-ones « vector, the distribution becomes uniform over the probability simplex. The mean of the
proportions is given by p; = «a;/ap, where ag = Zj a; is the Dirichlet strength. The Dirichlet
distribution is conjugate to the multinomial distribution, with posterior parameters updated as
a} = o, + y; for a multinomial sample y = (y1,...,yk). For a single sample, y; = Iij—cy, where ¢
is the index of the correct class.

The marginal distributions of the Dirichlet distribution are Beta random variables, specifically,
p;j ~ Beta(a;, g — ;) with support on [0, 1]. The ¢g-th moment of the Beta distribution Beta(a/, 8’)
is given by

E[p?] = (1)

/1 qpaul(l _ p)ﬁl,l dp— Bu(o/ +q, B/)
0 Bu<a/> B') Bu(a,7 5,)
where B, (¢/, ') =T'(/)I'(8)/T(/ + ') is the univariate Beta function.

2 The reason for this constraint is that the Dirichlet distribution becomes inverted for a; < 1 concentrating in the
corners of the simplex and along its boundaries.



2.3.2 Classification Loss

Consider given data {x;} and associated labels {y;} drawn from a set of K classes. We model
the class probability vectors for sample ¢ given by p, as random vectors drawn from a Dirichlet
distribution conditioned on the input x;. A neural network with input x; is trained to learn this
Dirichlet distribution, fa,(p;), with output a;. While the layers of the Dirichlet neural network
can be similar to classical NNs, the softmax classification layer is replaced by a softplus activation
layer that outputs non-negative continuous values, e.g., go(X;;w) € Rf where w are the network
parameters, from which we obtain a; = go(x;; w) + 1.

Given one-hot encoded labels y; of examples x; with correct class ¢;, the Bayes risk of the L,
prediction error for p > 1 is approximated using Jensen’s inequality as

1/p
Elly: - pill, < (Elllyi - pill2)

K 1/p
= D Elyij — iyl
j=1
1/p
= | E[(1 = pic)"] + > _ Elpl)] =: Fi(w)
J#ci

The max-norm can be approximated by using a large p. To calculate each term, we note 1 —
PDic; has a distribution Beta(oyo — v ¢;, 0vie;) due to mirror symmetry, and p;; has distribution
Beta(a j, @0 — @; j). Using the moment expression (1) for Beta random variables:

3 =

E(w) _ <B (C!zo Qjc; + D, O cl + Z al,] +p, Qo0 — ai,j))

By (az 0 — Q¢ y O cz) j£ei (az,ja Q0 — az,j)

1
P

|=

r (gg:cak +p> +Z I'(ax + p)

r (E ak) ke Hew

k+#c

S

- (tn)

The following theorem shows that the loss function F; has the correct behavior as the infor-
mation flow increases towards the correct class which is consistent when an image sample of that

class is observed in a Bayesian Dirichlet experiment and hyperparameters are incremented (see Sec.
2.3.1).

Theorem 1. For a given sample x; with correct label ¢, the loss function F; is strictly convexr and
decreasing in o, increases (and increases when o, decreases).

Theorem 1 shows that our objective function encourages the learned distribution of probability
vectors to concentrate towards the correct class. While increasing information flow towards the



correct class reduces the loss, it is also important for the loss to capture elements of incorrect classes.
It is expected that increasing information flow towards incorrect classes increases uncertainty. The
next result shows that through our loss function the model avoids assigning high concentration
parameters to incorrect classes as the model cannot explain observations that are assigned incorrect
outcomes.

Theorem 2. For a given sample x; with correct label c, the loss function F; is increasing in o for
any j # ¢ as a; grows.

Theorem 2 implies that our loss function leads the model to push the distribution of class
probability vectors away from incorrect classes. The proofs are included in Section 2.4.

2.3.3 Information Divergence Regularization Loss

The classification loss can discover interesting patterns in the data to achieve high classifica-
tion accuracy. However, the network may learn that certain patterns lead to strong information flow
towards incorrect classes, e.g., circular pattern of digit 6 might contribute to a large o associated
with digit 8.

We regularize the Dirichlet distribution f, to concentrate away from incorrect classes. Given
the auxiliary vector o, = (1 —y;) +y; ©® o, we minimize the Rényi information divergence (Erven
and Harremos, 2014; Rényi, 1961) of the Dirichlet distribution fq from fqo:

DE(fo || fr) = —— log / Fa(D) for (p)'~"dp
S

u—1

=1 Baymar

B(a!) L [B(ua—i—(l—u)a’)] )

=1
ot | B | + o1 B(a)
The order u > 0 controls the influence of the likelihood ratio fo/far on the divergence. This

divergence is minimized if and only if o; = @}, in other words when a;; = 1 for j # ¢;. The
extended order v = 1 yields the Kullback-Leibler divergence.

The next theorem presents a local approximation of the divergence (2) in terms of Fisher
information matrix J(a) = E[V log fo(p)Vlog fo(p)T] = —E[V?log fa(p)]-

Theorem 3. As |a—'|; = > jrela— 1)2 — 0, the Rényi divergence can be locally approzimated

Dff(fa |l for) = 5 (@ = o) J(@)(@ — o)
= % Z(ai — 129 (o) — <Z(O‘i —1))26® ()

i#c i#c

where PV (z) = d%w(z) 18 the polygamma function of order 1.



Theorem 3 shows that as {«;};«. — 1 during the training process, the regularization term
becomes proportional to the order u that controls the local curvature of the divergence function.
The proof is contained in Section 2.4.

Furthermore, the asymptotic approximation has an interesting behavior for various confi-
dence levels a.. Since the polygamma function is monotonically decreasing, it satisfies ¢(1)(ac +
D i) > YW (al, + > ize i) for ac < a;. Theorem 3 implies that during training, examples
that exhibit larger confidence for the correct class ¢ have a higher Rényi divergence associated with
them compared to ones with a lower confidence a.. This is numerically illustrated in Fig. 2 as
a function of «; for some i # ¢, when all concentration parameters are held fixed close to 1 and
a. has a low or high value. This implies that the model tends to learn to yield sharper Dirichlet
distributions when the correct class confidence is higher since the Rényi divergence is minimized
by concentrating away from incorrect classes through {a;};.. — 1.

5 T T T T T T T T
High:1c=10
. | OW 1 =11
5_ c -
4 F

Divergence
[#5]
T
1

Figure 2. Rényi divergence illustration as o;,1 # c varies for the regime {o;}jzc — 1 with two different
values for the correct class concentration parameter a.. Here, u = 2 and K = 10.

2.3.4 Maximum Adversarial Entropy Regularization Loss

To further improve the network robustness, we first generate low-noise adversarial examples
using the fast gradient sign method (FGSM) (Goodfellow et al., 2014),

Xadv = X + € - sgn(Vx F(x, y, w)).

10



Then the Dirichlet network generates a4, that parametrize a distribution on the simplex f(p|Xqdy, w) =
fo,q, (P), and we maximize the differential entropy of this Dirichlet distribution:

(faa,d'u / faadv 10g faadv ( )
K
= 1OgB(aadv) + (a(),adv - Oé() adv Z Qj.adv — (aj,adv)
j=1

This differential entropy captures distributional uncertainty and is maximized when all probability
vectors have the same likelihood (pushing aq, towards the all-ones vector). This penalty has the
effect of robustifying the predictive Dirichlet distributions inferred by the network so that small
adversarial perturbations of the inputs yield high distributional uncertainty. In our experiments
we find that this improves the out-of-distribution uncertainty estimation performance as well.

The total loss is G; = F; + AD(fa, || far) = 7 (fay.0q,) Where A,y are nonnegative pa-
rameters controlling the tradeoff between minir;lizing the approximate Bayes risk and the in-
formation regularization penalties. The total loss is summed over a batch of training samples
G(w) = Zf\i 1 Gi(w). Training is performed using minibatches and the adversarial FGSM examples
are generated for every minibatch as training progresses with A,~ increasing using an annealing
schedule, e.g., Ay = A\(1 — 7099 ~, = ymin(1,¢/40).

2.3.5 Uncertainty Metrics

Dirichlet networks generate a = go(x*; w) 4+ 1 that correspond to a Dirichlet distribution on
the simplex f(p|x*,w) = fa(p). The predictive distribution is given by
Q5

P(y = jlx";w) = Es, o) [Py = jlp)] = o0

Predictive entropy measures total uncertainty and can be decomposed into knowledge uncer-
tainty (arises due to model’s difficulty in understanding inputs) and data uncertainty (arises due
to class-overlap and noise) (Malinin and Gales, 2019). This uncertainty metric is given by:

H(E ) [Pylp)]) = =3 ~Flog 2

The mutual information between the labels y and the class probability vector p, I(y, p|x*; w),
captures knowledge uncertainty, and can be calculated by subtracting the expected data uncertainty
from the total uncertainty:

I(y,plx";w) = H(Ef, () [P(yp)]) — Ep, o) [H(P(y|P))]

:_Ej:az <loga;—1/)(oéj+1)+¢(040+1))

This metric is useful when measuring uncertainty for out-of-distribution or adversarial examples,
and a variation of it was used in the context of active learning (Houlsby et al., 2011).

11



2.4 TECHNICAL PROOFS
We make use of the following lemmas in the proofs.

Lemma 1. Consider the digamma function . Assuming x1 > x9 > 1 and p > 0, the following
equality strictly holds:

0 < ¢(x1+p) — V(22 +p) < Y(21) — Y(22)

Furthermore, we have lim,_, ¥ (z + p) — ¥ (x) = 0.

Proof. Since z1 > xo > 1, we can write 1 = s1 + 1 and 2o = s9 + 1 for some s; > so. Upon
substitution of the Gauss integral representation ¥(z + 1) = —v + fo (1 ; ) dt (here v is the

Euler-Mascheroni constant), we have:

st —vtew = [ (52 )ar

which is strictly positive since the integrand is positive for ¢t € (0,1). Using the integral represen-
tation again, the inequality ¥(z1 + p) — ¥ (z2 + p) < ¥(x1) — P (z2) is equivalent to:

[ (=757

which holds since the integrand is positive due to ¥ < 1 an t°1 < t*2. The limit of ¢ (z + p) — Y (x)
follows from the asymptotic expansion ¢(z) = log(x) — 2— +0 ( ) which yields ¢(z +p) —¢(z) ~
log(1+p/x) — x+p) + 5= — 0 as © — oco. This concludes the proof. O

Lemma 2. Consider the polygamma function of order 1 V) (z) = d% (z). Assuming r1 > xo > 1

and p > 0, the following inequality strictly holds:
W (1) = W (22) < W (@1 +p) — V(o +p) <0

Proof. Proceeding similarly as in the Proof of Lemma 1, we write x1 = s; + 1 and x9 = s9 + 1 for

some s1 > sg. Upon substitution of the integral representation ¢( (z+1) fo (14 (%)) dt, we

RN ACE 0,

which is strictly negative since the integrand is negative for ¢ € (0,1). Using the integral rep-
resentation again, the inequality ¥ (z1) — (M (z9) < M (21 4+ p) — V(a3 4 p) is equivalent

to: /01 <(1 —~ tpl)(islt —t2) (1)) <0

which holds true since In(1/t) > 0 for ¢ € (0,1). This concludes the proof. O

have:

12



2.4.1 Proof of Theorem 1
Proof. Taking the logarithm of F;, we have:

I'(ao) >

1
log F; = —log | =—————
BT <F(040 +p)

1, (X pzcar +p) I'(cj + p)
+plg L kze o) +§ I'(a;)

where the second term is independent of .. Letting the first term be denoted as g(a.) :=

%log (F(Fo(é?i;», it suffices to show f(a.) := exp(g(a.)) is strictly convex and decreasing in «..

Differentiating g(a.) twice we obtain:

ymo:;wmw—w%+m>

d'(0e) = 3 (9(a0) = v V(a0 + )

Lemmas 1 and 2 then yield that ¢'(a.) < 0 and ¢”(a.) > 0 respectively. Differentiating f(a)
twice, we have:

f'ac) = g/ (ac) (3)
f(ae) = e (g"(ac) + (¢'(ae))?) (4)

Using the inequalities above and the positivity of e9(®<) it follows that f’(cr.) < 0 and f”(a.) > 0.
Thus, f(a.) is a strictly convex decreasing function in «.. This concludes the proof. O
2.4.2 Proof of Theorem 2

Proof. Consider a concentration parameter o; corresponding to an incorrect class, i.e., j # c.
Define the ratio of Gamma functions as:

def I'(a + p)
M(O[) - F(Oé)

This function is positive, increasing and convex with derivative given by:

. T+pMa)  I(atp)
KO = =y I(a)
_ _Netp)v(e) | Dlatplilatp)
Ia) I(a)
— u(0) ($(a + p) — b(a))
— u(@)v(a) (5)

13



where we used the relation IV(z) = I'(2)1(z) and defined

f
v(a) = ¢(a+p) —(a).
From Lemma 1, it follows that v(«) > 0 which implies p(«) is increasing.

Since (-)1/? is a continuous increasing function, it suffices to show the objective G = FPis
increasing, given by

1 (Z az) + > p(ar)
l#c l#c
(o)

G(oy) =

The derivative is then calculated as:

' (Z az) + 1 (0y) 1 (o) [u <Z az) + > u(az)]

l#c

Gl =——y (o)

The condition G'(a;) > 0 is equivalent to:

7 (Z az) +u'(ay)  p <Z Oéz) + > w(a)

l#c S l#c
W (o) (o)

Upon substituting the expression (5), this condition becomes:

p > | v [ D | +pleg)vleg) > [u [ D o |+ w(er) | v(ao) (6)
l#c l#c l#c l#c

From Lemma 1, it follows that v | >~ oy | > v(ag) and v(a;) > v(ap). In addition, the functions
l#c

W (Z al> v <Z al> and p(o)v (e ) are both increasing as o grows. Using these results and the
l#c l#c

fact that | > u(oy)| v(ag) — 0 as o grows (due to Lemma 1), it follows that the inequality (6)

I#c,j
holds true for large ;. Thus, we conclude that the loss function is increasing as o gets large. The
proof is complete. O

An illustration of Theorem 2 is shown in Fig. 3 below. An approximate loss function is
also shown due to limg—yo0 11:(?52 = 1, from which we obtain the approximation p(a) ~ oP. This
approximation to the loss behaves similarly. Despite the initial dip, the loss is increasing as «;

increases. We remark that the loss is neither convex nor concave in «;.
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Figure 3. Illustrative example for Theorem 2. Here, the loss function F; is plotted as a function of «j, j # c.
Parameters p = 2 and a random o vector were used for K = 10 classes with o, small relative to other
concentration parameters. As Theorem 2 shows, the loss is increasing for large o;.

2.4.3 Proof of Theorem 3
Proof. From Haussler and Opper (1997) (p. 2472), we have
0

82

Gatgar D e | Jet == wig(e)

DE(fo || far)lar=a =0

and using Taylor’s expansion to second order:
U
Di(fall for) = (@ —a)J(a)(a—a)+O(|le - o[|3) (7)

where J(a) is the Fisher information matrix corresponding to the Dirichlet distribution. Taking
the logarithm of the density, we have log fa(p) = logI'(ag) — >, logI'(aj) +3_;(aj — 1) log p;, and
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differentiating twice we obtain:

Cr;zl log fa(p) = ¢(Oéo) - w(al) + log p;

2
8017;804j

log fa(p) = ¥V (ag) — vV (@) 1z jy

Since J;j(ax) = —E[ﬁg% log fa(p)], we obtain:

J(e) = diag({y™ (@) HEy) = o (a0) Liex

Here (1) is the first order polygamma function. Substituting this into (7) and simplifying, we
obtain:

Dff(fa ll far) = 5 3 (e = V(e = 1)Jyj @)
i#c j#c

= g (Z(Oéi - 1)2@0(1)(%) — (Z(O‘i _ 1))2@11(1)(@0))

i#c i#c
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3. EXPERIMENTAL RESULTS ON MNIST DATASET

We follow the same experimental setup as in (Louizos and Welling, 2017) and (Sensoy et al.,
2018). The MNIST dataset (LeCun et al.) is a popular benchmark for image classification. The
task is to classify grayscale images of handwritten digits (size 28 x 28) into 10 classes. The training
set contains 60, 000 images and the testing set contains 10,000 images. Image pixel intensities were
normalized to [0, 1] range. It is well known that convolutional neural networks (CNNs) achieve the
highest accuracies for this dataset.

Comparisons are made with the following methods: (a) L2 corresponds to deterministic neural
network with softmax output and weight decay, (b) Dropout is the uncertainty estimation method
of (Gal and Ghahramani, 2016), (c) Deep Ensemble is the non-Bayesian approach of (Lakshmi-
narayanan et al., 2017), (d) FFG is the BNN used in (Blundell et al., 2015), (e) FFLU is the BNN
used in (Kingma et al., 2015) with the additive parameterization (Molchanov et al., 2017), (f)
MNFG is the multiplicative normalizing flow VI inference method in (Louizos and Welling, 2017),
(g) PN is the reverse KL divergence-based prior network method of (Malinin and Gales, 2019), (h)
EDL is the evidential approach of (Sensoy et al., 2018) and (i) IRD is our proposed technique.

3.1 NETWORK ARCHITECTURE

The LeNet CNN architecture with 20 and 50 filters of size 5 x 5 is used for the MNIST dataset
with 500 hidden units at the dense layer. In our implementation of PN and IRD, FGSM adversarial
examples were generated using € = 0.1 noise. Hyperparameter values u = 2.0, A = 0.5,y = 0.1 were
used to generate these results with p = 15.

3.2 ACCURACY

Table 1 shows the test accuracy on MNIST for these methods; IRD is shown to be competitive
assigning low uncertainty to correct predictions and high uncertainty to misclassifications.

3.3 UNCERTAINTY ESTIMATION

Fig. 4 shows the distribution of entropies of predictive distributions for correct and misclassi-
fied examples across competing methods. The overconfidence of softmax NNs is evident since both
correct and wrong entropy distributions are concentrated on lower uncertainties. The Dirichlet-
based methods, EDL and PN, are better calibrated offering a good balance between correct and
misclassified entropies. IRD offers a drastic improvement over all methods with 90% of the mis-
classified samples falling within 95% of the max-entropy (log 10 ~ 2.3), as opposed to 58% and 5%
of the misclassified samples of the PN and EDL methods respectively. Predictive uncertainty can
also be measured in terms of the inverse Dirichlet strength K /ag which captures the spread of the
Dirichlet distribution. Fig. 5 shows the resulting performance of various algorithms.

IRD is tested on notMNIST (Bulatov, 2011) which contains only letters serving as out-of-
distribution data. The uncertainty is expected to be high for all such images as letters do not fit into
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TABLE 1

MNIST Dataset: Test accuracy (%), median % max-entropy for correct and
misclassified examples for various deep learning methods

Method Accuracy |Median %Max- | Median %Max-Entropy -
Entropy - Correct Misclassified

L2 99.4 - -

Dropout 99.5 - -

Deep Ensemble [99.3 - -

FFG 99.1 - -

FFLU 99.1 - -

MNFG 99.3 - -

PN 99.3 19.5 56.7

EDL 99.2 24.9 99.6

IRD 98.2 6.4 100.0

any digit category. Fig. 6 shows the empirical CDF of the predictive entropy for all models. CDF
curves close to the bottom right are more desirable as higher entropy is desired for all predictions.
IRD is much more tightly concentrated towards higher entropy values with an impressive 96% of
letter images having entropy larger than 95% of the max-entropy, while EDL and PN have 61% and
63% approximately. Fig. 7 compares all Dirichlet neural network using the mutual information
metric that measures distributional uncertainty on the notMNIST anomaly detection task. As
expected from Fig. 6 that shows IRD has the largest total uncertainty, the same relative trend
continues.

Fig. 8 shows the adversarial performance when each model is evaluated using adversarial
examples generated with the Fast Gradient Sign method (FGSM) (Goodfellow et al., 2014) for
different noise values ¢, i.e.,

Xady = X + esgn(VxF(x,y,w)).

We observe that IRD achieves higher entropy on adversarial examples as e increases. Dropout
outperforms other BNN methods at the expense of overconfident predictions. While PN asymptot-
ically achieves very high uncertainty as well to the same level as IRD, we remark that IRD achieves
a lower average predictive entropy for ¢ = 0 due to the higher confidence of correct predictions
and assigns a large entropy to misclassified samples as Fig. 4 also supports. Fig. 9 compares all
Dirichlet distribution-based uncertainty estimation methods using the mutual information metric
that measures distributional uncertainty on FGSM adversarial examples detection task. Figs. 10
and 11 show sample digits generated using the FGSM method once the IRD and L2 networks are
trained. From left to right, the noise level € is increasing from 0 to 1. We note slightly different
things are happening when adversarial noise is added to the images since the adversarial noise is
dependent on what features the network has learned to extract and the classification cost function.
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Figure 4. Empirical CDF of predictive distribution entropy on MNIST dataset.

Fig. 12 shows the adversarial performance of the Dirichlet-based methods (the most compet-
itive ones) on examples generated with the projected gradient descent (PGD) method (Kurakin
et al., 2017) for different noise levels e, i.e.,

Xfl;i = HX+€foo (szdv + aSgn(vx]:(XZdva Y, w)))
0

Xadv = X
Here, Ix o (-) is the projection onto the £, ball of size € centered at x. This multi-step variant of
FGSM uses a small step size a = 0.01 over T' = 40 steps. We observe that IRD achieves the highest
uncertainty on PGD adversarial examples as the noise level increases while PN asymptotically
achieves a mid-range uncertainty, EDL is inconsistent and Softmax NNs cannot reliably detect
these stronger attacks. We further remark that IRD has lower predictive entropy for e = 0 due to
the higher confidence of correct predictions as Fig. 4 also shows.

Figs. 13 and 14 show sample digits generated using the PGD method once the IRD and L2
networks are trained. From left to right, the noise level € is increasing from 0 to 0.5. We note
that the PGD attacks are harder to detect than the simpler one-step FGSM attacks. IRD reliably
detects those. Also, we note that the adversarial attacks based on the standard L2 network can be
visually detected well for larger enough €, but they are harder to detect for the IRD network, again
highlighting the fact that the IRD network has learned different patterns and has a more robust
classifier.

The adversarial experiment with PGD was repeated for a larger step size of 0.03 with 40 steps
to examine trends as larger adversarial steps are taken. Fig. 15 shows the accuracy, predictive
entropy and mutual information metrics as the noise level € increases from 0 to 0.5. IRD continues
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Figure 5. Empirical CDF of inverse Dirichlet strength for correct and incorrect predictions on MNIST
dataset.

to be the most confident method in terms of detecting these PGD adversarial examples, while PN
and EDL lag behind despite the fact that the accuracy of all methods decays as noise increases.
Figs. 16 and 17 show sample digits generated using the PGD method once the IRD and L2 networks
are trained. From left to right, the noise level € is increasing from 0 to 0.5. We note that the PGD
attacks with a larger step size yield more aggressive noise patterns on the digits, still being much
more subtle when compared to FGSM. IRD reliably detects those. Furthermore, the adversarial
attacks based on the standard L2 network can be visually detected well for larger enough e and
shaping of digits into patterns of other digits are apparent, but they are much harder to detect for

the IRD network.
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Figure 13. Sample MNIST adversarial digits generated with the PGD method for the IRD network. Here 40
steps were taken with a step size of 0.01.
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were taken with a step size of 0.01.
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Figure 15. Test accuracy (left), predictive entropy (middle), and mutual information (right) for PGD adver-
sarial examples as a function of adversarial noise € on MNIST dataset. Here, 40 steps were taken with step

size 0.03.
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Figure 16. Sample MNIST adversarial digits generated with the PGD method for the IRD network. Here 40
steps were taken with a step size of 0.03.
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Figure 17. Sample MNIST adversarial digits generated with the PGD method for L2 network. Here 40 steps
were taken with a step size of 0.03.
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4. EXPERIMENTAL RESULTS ON PHYSIONET 17 CHALLENGE

The PhysioNet17 challenge dataset (Clifford et al., 2017) contains 5,707 electrocardiogram
(ECGQG) signals of length 9,000 sampled at 300 samples/sec. The task is to classify a single short
ECG lead recording into a normal sinus rhythm or atrial fibrillation (Afib). Atrial fibrillation is
the most common sustained cardiac arrhythmia occurring when the heart’s upper chambers beats
out of synchronization with the lower chambers, and is hard to detect due to its episodic presence.
The raw ECG signals were bandpass filtered for baseline wander removal, and then normalized to
zero mean and unit variance over the 30s duration.

About 13% of the recordings correspond to Afib, and oversampling was used to account for
class imbalance. A train/test split of 90/10% was used. As EDL and PN were shown to be most
competitive with our method based on the benchmark image dataset shown above, we compare
IRD with the L2, Dropout, PN and EDL methods.

4.1 NETWORK ARCHITECTURE

The CNN architecture consists of six 1D Conv layers with stride-2 max-pooling, with 8, 16,
32, 64, 128, 128 filters of sizes 9, 9, 7, 7, 5, 5 respectively, followed by a filter-wise sum-pooling
layer, 100 hidden units with dropout and a binary classification layer.The IRD parameters used
were u = 0.95, A = 2.3,7 = 0.07,¢ = 0.02 with p = 15.

4.2 ACCURACY

The accuracies for various deep learning methods are shown in Table 2, and IRD achieves
a high prediction accuracy on par with other methods. Furthermore, the last two columns of
the table show that on average what % of the max-entropy correct and misclassified ECG signals
are assigned by the algorithms. IRD obtains a great tradeoff between correct and misclassified
prediction entropy.

TABLE 2

PhysioNet ECG Dataset: Test accuracy (%), median % max-entropy for correct and
misclassified examples for various deep learning methods

Method Accuracy Median ~ %Max- | Median %Max-Entropy -
Entropy - Correct | Misclassified

L2 94 1.7 81.4

Dropout 94 4.2 70.4

PN 96 15.1 65.0

EDL 95 23.4 59.5

IRD 95 10.2 100.0
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4.3 UNCERTAINTY ESTIMATION

Fig. 18 shows the cumulative density function of the predictive entropy for correct and
misclassified examples. The median entropy normalized by the maximum entropy is shown in
the last two columns of Table 2, which reflects that IRD assigns very low uncertainty for correct
classifications and large uncertainty to misclassifications. The tail of the entropy distribution of
misclassified samples shows that IRD assigns entropy values larger than 90% of the max-entropy to
69% of the misclassified samples while L2, Dropout, PN and EDL methods assign that to only 44%,
27%, 3% and 37% of their misclassified examples respectively. Fig. 19 shows the empirical CDF of
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Figure 18. Empirical CDF of predictive entropy on correct and misclassified ECG signals for various deep
learning methods.

the inverse Dirichlet strength K/«q for various deep learning methods. This metric also captures
uncertainty in predictions. The IRD method assigns large uncertainty to incorrect predictions,
outperforming PN and EDL by a large margin, and low uncertainty to correct ones.

Fig. 20 shows correct and misclassified ECG signals from the test set; the top plots show cor-
rectly classified normal rhythms (top two) and AFib (next two) signals with low prediction entropy,
and the bottom two plots show incorrectly classified AFib signals characterized by high prediction
entropy. It is evident that the algorithm correctly forms high-confidence opinions about signals
that exhibit strong characteristics of normal heartbeat (e.g., regular occurrence with identifiable P
wave, QRS complex and T wave) and AFib (e.g., irregular spacing of pulses with often a lack of a
P wave). Visual inspection of the high-entropy misclassified signals show that although local peaks
tend to be irregular hinting at AFib, but there is too much noise in the intermediate waves and
transient irregularity to reliably classify them.
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Figure 19. Empirical CDF of inverse Dirichlet strength for correct and incorrect predictions on PhysioNet

ECG dataset.

To test detection of out-of-distribution signals, we constructed a modified dataset from the
test set by adding sparse random noise (zero-mean Gaussian with o = 5 at 5% of total time locations

uniformly at random) followed by temporally smoothing the whole waveform with a 1D Gaussian
filter of o = 15. Fig. 21 contains several anomalous generated waveforms. Empirical CDFs of

predictive entropy and mutual information are shown in Fig. 22, in which IRD outperforms other

methods by a large margin. Specifically, IRD assigns a predictive entropy of 90% max-entropy or
higher to 81% of the anomalous signals as opposed to 17%, 27%, 6%, 20% for L2, Dropout, PN and

EDL methods respectively.
To further test the detection of anomalous signals, we used a subset of the full PhysioNet 17

challenge data labeled as “too noisy to be classified” by experts. A sample of these noisy ECG
waveforms is shown in Fig. 23. It is evident that these waveforms are very hard to classify due
to transients, low signal to noise ratios and inconsistent temporal statistical behavior. Fig. 24

shows the empirical CDFs of predictive entropy and mutual information. We observe that IRD
assigns higher uncertainty to these noisy ECG recordings than other competing methods implying
that the empirical entropy and mutual information distributions are concentrated towards higher

uncertainties.
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Figure 20. (a) Correctly classified ECG signals with low uncertainty. (b) Misclassified ECG signals with
high uncertainty.

32



Figure 21. Sample out-of-distribution signals for PhysioNet ECG dataset.
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Figure 22. Empirical CDF of predictive entropy and mutual information on out-of-distribution signals for
various deep learning methods.

33



Figure 23. Sample noisy ECG signals from PhysioNet ECG dataset.
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Figure 24. Empirical CDF of predictive entropy and mutual information on noisy ECG signals for various
deep learning methods.
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5. EXPERIMENTAL RESULTS ON TQIP 16-17 DATASET

Effective field triage of severely injured patients relies on accurate, rapid assessment and
(experienced) clinical judgment. Due to the unavailability of more advanced diagnostic techniques
in the field, triage decisions are made based on limited information, often by less experienced
providers. We aim to design and test an Al-supported tool to accurately identify and triage
high-risk military age patients in shock, needing transfusion of major operative intervention who
sustained truncal gunshot wounds (GSW), based on the information that is available in the field.

The trauma quality improvement program (TQIP) database (2015-2017) was used to identify
all military age (16-60) patients with truncal gunshot wounds (GSW). Information available in
the field was identified: vital signs, age, sex, race, body mass index, visible wounds to neck,
shoulder/axilla, thorax, abdomen, hip/thigh region (further specified using ICD-10 codes). An
information-robust deep Dirichlet neural network (IRD), a form of Artificial Intelligence (AI), was
designed to provide expected data uncertainty and total uncertainty estimation results along with its
predictions. Contrary to conventional Al neural networks (Softmax), that are often overconfident
in their predictions, our approach accounts for uncertainty in the training process and has the
ability to measure uncertainty.

With a focus on penetrating gunshot wound injuries, our dataset is comprised of 24,428
patients with a mean age of 29.5 (SD 10.1), median ISS of 16 (IQR 10-24, for 2015-16). To extract
this data from the TQIP database, constraints were placed including age limit 16-60, identified
bullet wounds on the trunk/junctional areas, and no missing vitals (except for temperature). Data
available per patient include vital signs, age, weight, demographics, prior comorbidities (for patient
context) and injury pattern encoding all injury locations visible from the outside. Outcomes of
interest to predict using Al include shock, need for massive transfusion and need for major surgery.

Shock was defined as a combination of pulse > 100, systolic blood pressure < 100, pRBC
transfusion of > 5 units within 4 hours, requiring urgent hemorrhage control within 4 hours, or
diagnosis of shock as per ICD9 /10. Major hemorrhage control surgery is defined as undergoing
laparotomy, thoracotomy, sternotomy, pericardiotomy or open vascular repair procedure within 2
hours. Massive transfusion was defined as requiring > 10 units of pRBC within 4 hours. Visible
GSW to the thorax and abdomen were identified in 50.2% and 26.7% of patients respectively.
Shock was identified in 11% of the included patients, 20% of patients underwent major operative
intervention within 2 hours, and 5% received early massive transfusion.

A 90/10% train-test split was used in combination with oversampling to account for class
imbalance. Results were averaged over twenty random train/test splits to account for train-
ing/testing distribution variability. For uncertainty, the metrics of interest are test prediction
accuracy, max-probability (total uncertainty, abbreviated as Prob) and expected data uncertainty.
Max-probability of 0.5 corresponds to low certainty, whereas a score of 1.0 corresponds to very high
certainty.
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5.1 NETWORK ARCHITECTURE

The 43 context variables and 73 injury pattern variables make up a total of 116 input variables
per patient. A deep neural network consisting of an input embedding layer of dimension 60, three
hidden layers with ReLU activations of size 100, 80, 30 respectively, and a binary classification
layer, was used. The form of the classification layer depends on the method used. For L2 the
conventional softmax layer is used while for IRD the softplus layers is used that outputs « that
parametrize the predictive Dirichlet distribution. The parameters used in training the IRD method
were p=6,u =15\ A=1.5,7v=0.1,e =0.1.

5.2 ACCURACY

The accuracy, true positive rate, true negative rate, false positive rate and false negative
rates for each outcome prediction task are shown in Table 3. The first set of results correspond to
conventional neural networks (L2) and the second set of results is based on the IRD method. The
IRD method achieves competitive performance with conventional networks, identifying shock with
test accuracy 81.3 4+ 1.7%, predicting major operative intervention with test accuracy 76.2 + 1.4%
and transfusion requirements with test accuracy 80.3 + 2.3%.

TABLE 3

TQIP 16-17 Dataset: Test accuracy, true positive rate, true negative rate, false
positive rate and false negative rates (%) for each trauma care prediction task

Prediction Task Accuracy TP Rate |TN Rate |FP Rate |FN Rate
L2/Shock 82.7+0.9 85.1 80.3 19.7 14.9
L2/Mass. Transf. 81.1+1.8 82.8 79.4 20.6 17.2
L2/Maj. Surg. 777+ 1.0 81.2 74.2 25.8 18.8
IRD/Shock 81.3+1.7 84.4 78.1 21.9 15.6
IRD/Mass. Transf. 80.3 £2.3 82.7 77.9 22.1 17.3
IRD/Maj. Surg. 76.2+14 87.3 65.0 35.0 12.7

5.3 UNCERTAINTY ESTIMATION

Max-probability of the predictive distribution max.{P(Y = ¢;x*,w)} = max{Py, P;} is an-
other measure of total uncertainty in predictions. It is particularly interesting and interpretable for
binary classification problems with values near 0.5 imply high uncertainty and values near unity
imply low uncertainty.

For uncertainty values of shock predictions (Fig. 25), the median max-probability of mis-
classified /correct predictions is 0.51/0.92 for our method as opposed to 0.75/0.89 for conventional
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neural networks). For major operative intervention (Fig. 26), median max-probability for misclas-
sified /correct examples is 0.52/0.81 for our method as opposed to 0.72/0.83). For early massive
transfusion (Fig. 27), median max-probability for misclassified/correct examples is 0.52/0.92 for
our method as opposed to 0.73/0.87).

The uncertainty metrics show that the IRD method on average yields very uncertain scores
(prob =~ 0.5) when errors are made and more certain score (prob ~ 1.0) when correct predictions
are made, in addition to measuring expected data uncertainty that shows the difficulty of a decision
problem (e.g., predicting major surgery need is harder than predicting shock based on our results).
The same trends are supported by the predictive entropy uncertainty measures.
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Figure 25. Shock identification task. Empirical CDF curves for (a) expected data uncertainty, (b) predictive
entropy, and (c) max-probability.
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Figure 26. Magor operative surgery prediction task. Empirical CDF curves for (a) expected data uncertainty,
(b) predictive entropy, and (c) maz-probability.
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Figure 27. Massive transfusion prediction task. Empirical CDF curves for (a) expected data uncertainty, (b)
predictive entropy, and (c) maz-probability.
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6. CONCLUSION AND FUTURE WORK

In this report we presented a new method for training Dirichlet neural networks that are
aware of the uncertainty associated with predictions. Our training objective, which fits predictive
distributions to data, consisted of three elements; a calibration loss that minimizes the expected L,
norm of the prediction error, an information divergence loss that penalizes information flow towards
incorrect classes, and a maximum entropy loss that maximizes uncertainty for small adversarial per-
turbations. We derived closed-form expressions for our training loss and desirable properties on
how improved uncertainty estimation is achieved. Experimental results highlighted the unmatched
improvements in predictive uncertainty estimation made by our method over conventional softmax
neural networks, Bayesian neural networks, and other recent Dirichlet networks trained with differ-
ent criteria. Furthermore, due to the explicit modeling of the categorical distributions over classes,
our approach does not require ensembling multiple predictions or performing multiple evaluations
of the network at inference time (e.g., as BNNs do approximate integration over the parameter
uncertainties to obtain approximate predictive distributions) to arrive at predictive distributions
and compute uncertainty metrics.

The benefits of this novel Al uncertainty-aware method were demonstrated on an image clas-
sification task, a ECG-based heart condition diagnosis task, and a trauma care decision making
task. In all these different domains, the results showed that information-robust neural networks
can be tightly coupled to the training data and have the ability to yield accurate predictive uncer-
tainty estimates that potentially allow the Al system to predict when errors are likely to be made
(due to insufficient evidence for example) and detect anomalous data with high confidence, while
maintaining a high prediction accuracy.

Future work will include extending the uncertainty modeling framework to temporal pre-
diction tasks in order to accommodate more diverse data inputs (vitals time series, labs, etc), in
addition to using this framework to learn which patterns of data (e.g., injury patterns) are easier
to predict and associated with certain conditions, and which have higher predictive uncertainty
in order to obtain data-driven insights into the trauma care decision problems under study. Fur-
ther extensions of the methods will be explored including leveraging patients with missing vitals
and using semi-supervised learning to improve accuracy and uncertainty estimation. Through our
collaboration with Massachusetts General Hospital Trauma Division, we plan on applying our al-
gorithms to real patient data both for trauma care decision support and automatic closed-loop
monitoring and intervention prediction (e.g., ICU monitoring). Future work may also include using
this framework for early sepsis detection and prediction of other nosocomial infections.
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